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I._Introduction

eApplied reseerch en inventory investment has typically provided estimates

ef the adjustment>speed arising in partialladjustﬁent models of the form
Fe - Fe.1 = A(Feop - FY)

where F refers to the stock of inventories (finished goods, materials, work-in-
process or, possibly, the sum of the three components), an asterisk denotes a
" steady-state or‘desired level and t refers to ealenéar time. The parameter )
is the speed of adjgstmeﬁt, measuring the fraction of the gep between desired
and actual levels thch'is made up each period. As mnoted by Carlson and Wehrs
(1974) aﬁd Feldstein and Auerbach (1976), the typical estimate of this
parameter is implausibly low for at least two reasons. If slow adjustment‘
: speeds are associated with severe costs of adjustment, then these parameter
estimates imply very severe costs of adjustﬁent which appears peculiar a
pfipri. If firms are making expectational errors which are large, then it
'amightgbe possible to rationalize these slow adjustment speeds. 'However,‘direct
estimates of these errors find them.to be on the order of oﬁe‘or two days
production end thus easily corrected. Therefore these errors seem not to
provide a resolution to this puzzle.

Maccini and Rossana (1934) (hereafter M-R) claim to provide an answer for
these implausible‘empiricel results. They argue that research on inventory
investment has‘misspecified the nature of the optimal decision rules used by
fifms by assuming that inventory investment decisions are made independent of
decisions on employment, hours, capital stocks and other inputs. In this
context, inventqurinvestment sheuld'depend upon therlevele of all these quasi-

fixed factor inputs, as well as their associated factor'prices.l In addition,

. -1This is the essence of the multivariate flexible accelerator first
v examined by Lucas (1967).



they.a%gue that inappropriate attention to the presence of serial correlation
has produced biased estimates of adjustment speeds with the bias tending to
4understate the true speed of adjustment. They produce empirical evidence for
the mapufacturing sector (Total Manufacturing, Nondurable and Durable
Manufacturing3 which, at monthly data frequencies, suggests that adjustment
speeds are on the order of sixty percent or more per month. In addition, they
find significant stock adjustment effects in all éstimated finished goods
equations.

Blinder (1986) has recently taken issue with these results. Using data
which is more disaggregated than that used by M-R, he produces estimated
adjustﬁent speeds which are much smaller than those reported by M-R. To
reconcile differences in results, Blinder argues that in the presence of serial
correlation, the identification of adjustment speeds is problematic since these
parameters are. identifiable only if other parameters in estimated equations are
significant. In practice, these other parameters aré often barely significant
reﬁdering empirical estimates formally identified yet unreliable. Second, he
‘argues that the estimation method used by M-R produces parameter estimates that
correspond to a local minimum sum of squared residuals where serial correlation
parameters and adjustment speeds ére high. Evidence is presented that low
speeds of adjustment arevfound at the glébal minimum sum of squared errors.
Although these points are raised in the context of a particulaf empirical model
of ihventory investment, these issues have potentially far reéching
implications for applied work since partial adjustment models are widely used
in applied macroeconomic research.

In this paper, we re-examine the issues raised by Blinder and fiﬁd that

»his rationale for the causes of the discrepancies in results appearing in these
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two studies is only partly.correct. There are abnumbef of differenges between
‘each.empiricai_study~which maké it difficqlt to determine why results differ.
For example,.M-R;use'fhe résidual.adjuéted Aitken estimator.devised by Hatanaka
(1974) while Blinder uses nonlinear least squares. In Séction»Z, ﬁevexamine
the properties §f each7estimator and find that they generally may be expected
to-produce‘different parémeter estimates in finite samples, despite the fact
that they have identicaliasymptotic properties. In this same section, we also
find that it is not possible to predict>how parameter estimates will differ
using thgse two methods because each study differs in model specification. For
‘example, Blindef uses time series models to approximate expectations whereas M-
R use Almon lags for the éame purpose. . In addition, these studies differ in
their selection of cher regreSSOrs. In Sectioh 3, we attembt to control for
model specification ihbassessing the. performance of each estimation metﬁod by
usihg‘the model structure employed by M-R at the same level of aggregation used
by Biinder. There we report estimates of adjustment speeds under each
estimation method, for the same model specification, and ﬁnder the two model:
ISpecifications for the same estimation method. In this way, we can observe how
model specification and estimation method influence results.

Generally speaking; our empirical results confirm Blinder’s results in-
that, fér the'Saﬁe‘mﬁdel Spécification, the Hatanaka e$timator seems to
'systgmatiéally oyerstate'the speed of adjustment relative to nonlinear least:
Squafest We also find that, for a given estimation method, adjustment speeds
ténd to be lower when time series models aré used to approximate expectation
formation. We also find some evidence, by comparing our results to Blinder's,
'thaf esfimatéd adjuétment speeds'can‘be very differeﬁt as one changes model

specification, suggesting that applying the same model across industries may be
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a]misépecification. This may also acqount.forvimplausible estimated'édjustment
" speeds.
| I1. Econometric Issues

In this section we examine two econometrié iséues raised‘by'Blinder
(1986); Firét, wevconsidef‘the question:éf identification in partial -
-adjustment models with serigl correlation. Se¢ond, we consider both thé
relationship'between Hatanaka'é.eétimator and nonlineaf'least’squares, and fhe
e#tent to which‘these éstimators are affected by the existence of multiple
' optima. -
_For the purpose of éur discuésion of multiﬁlé optima in partial adjustment
”modeis with serially correlated errors, it is éufficient to consider the
foIlowihg modei:-

Ve - Ye-1 = BOY - ye-1) + oxe + ug _ @1
ug = pug.1 + e¢ , - - o (2.2)

where y* represents the desired level of y¢, and xt is an exogenous variable
and et an independently and identically distributed mean zero error ‘term.
 Equations (2.1) and (2.2) imply

Yo = B(L-p)y* + (L+p-B)y, | + (B-L)py,_, + ax_ - pax_, + e, (2.3)

Consider also the uhrestricfed form'of_(2.3), namely

Ve THg B T BYpg F BgR T Xt e (2.4)
If the model in (2.4) is estimated by nonlinear least squareé, then the
optimand, Ze%,’Will'have multiple minima as a function of (B8, p, a) if more
than one set of values for (B8, p, @) which yield a particular set of values for

Bi-
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fIﬁ the:snecial case whereba =.0; tﬂen asvﬁlinder:obsefves, there are
: multipie‘optina beeause thére are pairs’of values (ﬂ;np) which give a
"‘nerticular set. of Valueskfor-yo, ﬂli p2L These'two‘solutions.for (ﬂ,p)‘are
iﬂenefeetefized byie "ﬁigh p" or "low p?’selution; vBlinder argnes that although
ﬁ{kﬁs modellincludes'"a Qariety,of otheriregressors and hence are identified in
‘the’fofmaiﬂsense;“ thei"identification‘hinges'precainusly on‘?egressors which
are often of minerzenpiriCal‘inportance",rendering distinguishing between high
p andklow b solntions "difficult" (Blinder,.l986, p. 357). This snppositien is
~ based on the following eonninuity srgument. We can takevfhe fellowing mean
value expansionlef fhevoptimand for estimation,

LB, @) =L, p, 00+ & (2.5)

da 'a*

where 0 <a* <a. If a is close to zero then __

a is close to zero. 1In
3 , .

-which case the two sets of (B8, p) values which minimize L(B, p, 0) are going to

Vyield roughly equal values‘of.L('), both close tosthe‘global minimum. However,
whefﬁer or not high p br low »p solufions yield tne giobaibminimum depends on
EE a. In other‘words,‘it depends crucially on the model estimated. Of
da | o* o .
course if o is not elosevto zeronthe.Problem,disaPPearS.

,‘There:are severel differences:between the models estimated by Blinder and
‘  and_M-R, whicniwe‘explore:in:further detail’in Section 3. However, for the
present, itiis suffieienf to note‘that fhese:differences.imply that one should
be cantious in generalizinginultiple.optima arguments frem one model to the
opner;‘ Furtnermofe,ifhesevspecification differences may eause,the "high

p" solution to be:theiglobel minimum in one model, but the "low p" solution to
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be the global minimumvin‘the other model. The existence of multiplé optima or
near multiple optimé is clearly an empirical matter and we examine this
vduéstion for the stock adjustment models considered by Blinder and M-R, in
Section 3. |

For the remainder of this section we consider the relationship between
Hatanaka's estimator and nonlinear least squares. To facilitate the
- exposition, we consider the followiﬁg éimple model:
Ve = o ¥ BYeq Yy | (2.6)

u, = pu g + e, (2.7)

where Xt and et are as in (2.1).
Hatanaka'’s method consists of two steps. First, estimate (2.6) by

.instrumental variables (IV) to yield consistent estimators of «, B. which we

~

‘denote a, B. These in turn can be used to construct a consistent estimator of

P, ; given by

"2
p = Zutut_l/iut : (2.8)

where ug = y¢ - ;xt "éYt-l-

In the second step p is used to quasi-difference (2.6) and estimators of

d, B and p-p are obtained by ordinary least squares applied to this quasi- .

L : A A A ~
differenced model. Hatanaka's estimators are therefore &, B and p = § + p

. A A A
where o, B and 6 minimize

n ~ » - ~ ~
| 2
0 =t§2 [(re - Py ) - ey - px ) - By g - PY ) - fu 17 (2.9)

where § = p - p. Such an estimation strategy is equivalent to minimizing



o T . .2
0 =% [e  + (p-plu.; - (p-p)u. 41" | (2.10)
t=2 , o : . : :
. n 2 : -~ 2 n ~ 2 V~ n ~ .
=z e, + (p-p) Z(u. -u. )7+ 2(p-p) T e (u -u_ o) (2.11)
=2 t =2 t t-1 =9 tTt t-1

with respect to a, B, p.

The nonlinear least sQuares (NLS) estimators of a, B and p minimize

o n 2 a , : :
-Ln =3 e, - _ ; ' ' : - - (2.12)
‘ t=2 ’ ’ : :

Therefore in finite samples the respectivé minimands of Hatanaka's and NLS
vgstimatioh.methods are different. In general, therefore, one would expect the
Haﬁéﬁaka esﬁimator to bé,numerically different from NLS. The size of this
differehce depends on the relative magnitudes of the three elements of 0, in
’(2;11). Although no definitive étatemen;s are possible, some observations

 £56ﬁttthe possible impact of t@e second and .third terms in 0y (2.11) can be
"fmadé. ‘Note that'»if‘tg2 et(ut-ut_l) > 0, then there is an incentive for the
'fieStimator té_stay close to ;. However, if

n ~ ‘. ].n o~ 2 ~
,tzz.et(ut-ut'l) < - 5 tiz(ut-ut_l) (p-p) <0 ,

then ‘there is an incentive for the Hatanaka estimator to move away from p. In
”“mOdéraﬁe,to large sized saﬁples; §ne would expect 3 etz to be the dominant term
‘ipJ(Z.ll).in the sense that.the valués of (a;, B, p) which = et2 should.
‘éppfoXimately»minimizé 0n due to the consistency of the IV estimator. By the
ééﬁe,reasoning, Hataﬁaké's estimator is asymptotically equivalent to NLS. This
‘ -éliéwsian interpretation of the Hatanaka estimator. ItvCan be shown, see »
HarvéyA(1981, P. 270) for instance,rthat Hatanaka’s .estimator is equivéient to

the estimator obtained by minimizing (2.12) with a two step Gauss Newton
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.1me§hdd!j fhis implieé élso'ﬁhat Hatanaka's estimator is asymptotically:
véfficienﬁ under normality (see Harvey, 1981, p.i40-1).' |
It is inferesting to examine thé performance of the Hatanaka éstimétorrin'

':»1£hé mode1 (2.3) with « = 0. The naturai solution to underidentification is to

- introduce sufficienf additiohal information to identify the parameters. At
_'fifSt sight it Woﬁld appear that the use of IV is such additional infofmation
'i;énd so the Hatanaka estimator circumvents the underidentification problem.
Howéver'this is not so; Tb see this, coﬁsidér the case where a = 0 in (2.6).
The:properties of Haténaka's estimator depend on therconSistency of the IV
7 estimator of B. However dué to the multiple optima, it is not;péssible to
<‘obtain a uﬁiqﬁe expression for y¢ in terms of ﬂ, and so convenfioﬁal arguments
 f§r;c§hsisteﬁcy of iVﬂBreak down. |

A summary of our grguments‘is as follows: the stock adjustment ﬁodels

esfiﬁatediby M-R and Blinder are formally identified, but if ;he exogenous
'1 7§ariab1é§'do hdt contribute much to explaﬁation‘of the,change in inventories,

“onebﬁight observe near multiple optima. However, the nature of the prbblém,:
depends ﬁot dnly on the structure of model but also on the exogenoué variables:
iﬁciﬁdéd. If tﬁe model‘is identified, then the Hétanaka‘estimatér is
consisfént and asymptoticallybgfficient under normaiity; the relevant question
vis'whepher the sample size 1s large enough (relative to the number of estimated
'pérameters)>forvthe estimator to have converged to its limit. Both thesé
iséﬁés aré empirical by nature, and so in the next section we compafe the
estimation results for Boﬁh M-R and Blinder’s models ﬁsing‘both NLS énd

Hatanaka's technique.
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ITI. vEméirical Results

In this section, we provide estimatés of invéntofy equations using NLS and
thé Hatanaka estimator under alternative model specificétions whenever seriai
v.cpfrelation is indicated in the disfurbances. ~Our basic estimating equation is
similar‘to, though not identical with, the oné used by_M-R. We incorporate
“hours per worker as a stafe variable in our estimating equations. In view of
’iour;earlier.discuésion c0néerning identificﬁtiéﬁ, it is wise to include ‘an
additional stéte Variabié as an aid to identificatiqn. Second, we use an
“implicit deflator for materials inventories and thué omit the pricesvof
intérmediéte materials which are»ﬁot held in inventory. These differences are
minor and have little bearing upon conclusions drawn from our empirical
results. The Blinder model differs by including a measure of expected demand
errdrs, a nominal interest rate and a measure of inflation expectations.2 ‘We:
chose the M-R specification since it seemed desirable to test that model in a
1mofe,disaggregated‘data set to observe the effects_of disaggregation upon

adjustment speeds.

Our basic estimating equation can be written in log-linear form as

InFe =90 + (1 + 91)1InFeq + y9lnEr 1 + v3lnHel + y41nMe_q

+ v5lnWe.oq +'761nUt-l +‘771nQﬁ + 781nV$ + er | (3.1)

‘where F = Finished Goods, E = Production Workers, H = Hours per Production

Worker, M

Materials, W = Work-in-Process, U = Unfilled Orders, Q = Real New

orders, V

Real Materials Prices, t = Calendar Time, et = disturbance term.

The' superscript e refers to an expectation. A discussion of the economics

2Bllnder also uses shipments whereas we use new orders in our regressions.
This is obviously unimportant for stock producing industries where delivery
lags are negligible.
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underlying (3. 1) may be found in M-R, a discu551on which may be used to place

3 Our data sources are the same as

':sign restrictions on the parameters 71
"M-R mith excepthns noted above.4' The analysis uses monthly'data couering |
‘11958 through 1984 ‘The sample size for all estlmates is well above two
.hundred We prov1de estimates for nondurahle goods‘producing 1ndustr1es at'the,
htwo dlgit manufacturlng level : Unlike’Blinder'vWe-exclude durable good51
jlndustries. It is generally believed that stock produc1ng firms produce_a:
ﬁlhOmogeneous output and this seems to'correspond tovnondurable goods
}industries. On the other hand, durable goods industries‘produce‘a'more;
"rheterogeneousboutput and thus appear to:be'producing to order.s.Sokas to,avoid'
»estimating'inventory equations where it.may\be inappropriate, we simply exclude
fdurable goodsiindustries. | |
ﬁ'fjWe report estimates of adjustment speeds under alternatiueiassumptions
,wabout*expectation formation. Following Blinder, we use’twelfthmorder;
iautoregressions as one way of approximating expectation~formation.vhIn_addition'
~hwe;use,Almon‘(distributed) lags as another method,of approiimation'as;in M-Rg‘
We assume that the lag on new orders is 36 months and that the lag on real

»materials prices is 12vmonths.' These lag lengths are roughly on the order of

~ those used by M-R. We use the same lag 1engths in all regressions;»-"’v

3An analysis of the relationshlp between finished goods and labor 1nputs
vlS prov1ded in Rossana (1984).

4Data on hOurs.per production worker can be obtained from Employment and
- Earnings, published by the Bureau of Labor Statistics. Materials prices are.
obtained from nominal materials data provided by the Census Bureau, and
"deflated materials stocks prov1ded by the Bureau of Economic Ana1y51s

S 5This is the essence of the distinction between stock and order producing
'flrms 1ntroduced by Belsley (1969)
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‘The data are seasonaliy adjusted. As a result, W¢ tééﬁ;d the disturbances
‘f§r first and twelfth‘order»serial correlation. Test statistics indicate that;
o in all industries but two, serial correlation was preserit at. these orders of
the autoregressive disturbance process.

For those ihdustrigs where sérial éorreiation was absent, we can examine
‘ordinary least squares‘éstimates of adjustment speedé; Table 1 provides these
estimated adjustment speeds for eéchvmethod of expectation formation;

Table 1
AdJustment Speeds-Investment. in Finished Goods

Nondurable Goods Industries

"Indusfry ' ‘ Time Series Models -~ Almon Lags

22 - : --.05 : -.045
Textile Mill Products ‘ ‘ (.019) ‘ (.021)
29 -.101 ‘ -.0803

Petroleum and Coal Products (.026) ﬂ_ - (.034)

:Standéfd errors are given within parentheses beneath each estimated adjustment
 spéed; Here we can make1unambiguous étateﬁents about adeStment-sfeeds which
are iﬁdependénf of the method used to épproximate expectations. Thesey
| adjustment Speeds_are.small and are of the magnitude felt to be implausible by
.many researchers.‘ These fesults are‘little affected by alternative methods of
modelling expectationé,and seem»especially'peculiar‘ffom a different
perspective. Aggregation over firms is widely believed to reduce eétimates of
adjustment speeds; Here we find that, relative to M-R's results, adjustment
.speeds are slower as we disaggregéte, the opposite of‘the conventional view.
ufhe remaining’industries all displayed evidence of‘seria1 corre1afibn so
that, for these industries; the estimation me;hod is noﬁ an‘issue to be
addressed. We provide'estimates, in Table 2, of the rémaining nondurabie two

digit industries using the Hatanaka estimator (H) and nonlinear least squares.



_Instrﬁments muétvbe.chosen ﬁb.iﬁplementrfhe Hatanéka[method; _In‘alliéases, we
b_uéed a ¢6nstant, a'timé trend with_linear and quadrati¢ compongnts,fand one
:lagged value éf new oxders,’réal wagés and real materials priCes.-.Thesé
vvari#bles_afe»suffipieﬁtly correlated witﬁ invgntorieévso.as to be SétiSfactqry
| | Table 2 : |
AdJustment Speeds - Investment in.Finished Goods

Nondurable goods Industries

Time Series Models  Almon Lags

Industry ’ B H . NLS B NLS
<020 : -.12 . -.079 -.25 . -.067
"Food and Kindred Products (.031) - (.025) (.057) (.027)
21 : , -.32 -.35 . . =.50 .. -1.13
Tobacco Manufactures . (.044) -~ - (.061) (.053) (.064)
23 -.18 -.15 =77 -.21
Apparel and Other Text11e Products (:052) (.034) - .(.060) (.048)
26 . -.082 -.082 -.38 . -1.14
Paper and A111ed Products = (.025) (.021) (.045) - (.065)
- 27 : -.65 - -.13 -.98 ~-.18
Prlntlng and Publlshlng (.079) (.029) (.088) ©(.042)
.28 : -.077 -.031 . -.76 - -.032
Chemicals and Allled Products (.034) .(.016) ~(.069) (
30 -.29 -.034 =76 -.025
‘Rubber and Mlscellaneous Plastlc .. (.045) (.024) (.067) -~ (.023)
" Products . _ ' ' e e
_ 31 - : -.16 -4 0 -.28 =.25
~ Leather and Leather Products (.038) ~ (.036) ©(.093) - (.051)

 f§r our:purstes;

Consider the_estimated adjustment speeds in Table 2 where wé c6@pafé
esfimatioﬁ méthods for a given structural specificatioﬁ of,expédta;ioﬁ
__fpr@atibn. In'almost every case, the Hatanakabéstimétor producgs‘a parémeter,'
estimate which exceeds»the.nonlinea¥'1éast sQuarés eétimaﬁe, sometimes by én}7"
enofﬁous amouﬁt. For example, in industry twentyvseven;'thé_Hatanakaféstiﬁééor'
.:prddqces an‘adjustment.speéd which ihdicaﬁes complete_adjustmeﬁt withih thef.
'-ﬁohtﬁ, whereas NLS pfoduces an estimaté ihdicétingvthat tﬁéntj‘pérCent'of the

‘gap between desired and actual levels is made up each month. It is clear’thét,

.018) -
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in théSe models; ?hé'Hatanakafestimator overstates the speed of adjustment as
ﬁliﬁdef'suggests;.. | |
| We argued abQVe.that, purely as a theoretical matter, there was no reasoﬁ
‘tblbelieve:thatvthe Hatanaka estimator_would systgmatically choose a local
‘ minimﬁm sum of squares_in ﬁhese models. In any particular éppliéation, it is
Athen ah empirical questidn'as té whether or not this occurs.v We observed'the
Héame results as Blinder in'thét all of ouf‘NLS results produced "coﬁvérgence"
'vat high and‘low values 6fbtheiadjustment speed and first order serial
ﬂﬁoffelation parameter. - fo‘guard égainst locating a local minimum sum of
sqﬁared reéiduai,’We‘initialized'our nonlinear estimation using various valuéé
Qf:these'two parameters and, due to the fact that the parameter space is lafgé,
. 'we initialized all other parameters at the sémé values. Even with an extremely
tight convergence pfitefion, we observed multiple minima.® . Further, it was
 genefél1y true that the Hatanaka estimator produces parameter estimates
~corresponding to a local minimum_associatéd with high &alﬁes of the adjustment
speed and first order serial correlation parameter. Within this data set;
'Blinder's conjecture is correct that the Hatanaka method prdduces’estimatés
‘»c105e-to; though not»identical witﬁ, a local minimum use of squares. Given our
érgumehts in Sectiqn 2 about the finite sample differenceS'between the minimand
in éstimatioﬁ by_NLS and the Hatanaké method, theée observations suggest our
sample was insufficiently large for the IV estimator to have converged to their
limips,

L,Finally,‘conéider how tﬁe parameter estimaﬁes vary as we chaﬁge our méthod

of,approximatihgvekpectatibn formation for a given estimation method. With few

‘ 6The default value of our convergence criterion was 10E-08 which controls
the reductions in the sum of squared errors. We reduced this to 10E-13 to
~guard against multiple minima.’ ' ’



f,exceptions, the Almon 1ag method systematlcally produces adjustment speeds
‘which exceed the time series method, again by an enormous amount‘in some.
.pinstances. To cite just one example, NLS estlmates*for 1ndustry.twenty six
'produce an adjustment speed of eight percent when time’serieS'models~are used
:andh in the Almonxlag-case vproducé»gn:Adjustment‘speed indiCating_completeb
adJustment within the month. The Almon'lag QvHatanaka estimates generally
"corroborate those prov1ded by M- R as a researcher‘looking only at these results
would be likeiy to\conclude that adjustment sPeedS“are-considerably higher than
:those.obServedfinhprevious research. They also seem to.make'Sense from“the‘
_ pointkof.view ofidisaggregation in the sense that‘they seem somewhat higher
. ovefail than those reported by M-R in more highly aggregated data.
It is 1nterest1ng to compare our results w1th those reported in Blinder
,(1986) Bllnder finds a high speed of adgustment in 1ndustr1es 20 and 29
(- 785 and - 999 respectlvely) Whereas with a different model we flnd hlgh
‘?gspeeds of adJustment in industries 21 and 26. One p0351b1e 1nterpretat10n of -
'i:this result'iS’that empirically low adjustment‘speeds may be due,tQTthe:
vimposition of a common model specification across industries which'arevtooi.vhf
ipdisaggregated_for such ajstrategy to be-appropriate.' These observations on
h"speeds;ofhadjustmenthcomplement the results in Ghyselsv(1987) where it isfﬂ'
.demonstrated thebtime;series properties of several industriai_Series for two
'digitfindustriesrare neither'constant across'type‘of‘seriesnnor industry.
' | IV. Summary
Estimatingvthe speed of adjustmentpin djnamichmodels can proVide impoftant ’
'binSights intorthevadjustment path follomed by aggregate]economies. ‘ﬁany :
':emplrlcal studies have found estimates of speeds of adJustment in 1nventory

» models which are thought to. be implausibly low. M-R argued that these low
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_SPeeds were1due to’takihé insufficientfaCCOunt of seriaifcorreiation in the
herrors during model‘eStimation Using an estlmator proposed by Hatanaka
‘(1974), they estlmated the speeds of adJustment which were both hlgher than
fthose prev1ously'reported’and also.1n a plaus1ble range of values. In'a recent>
~_art1c1e B11nder (1986) argued that when ser1a1 correlatlon in the errors is
rallowed for‘in estimation, stock adgustment models for 1nventorres exhibit
"multiple optima: one w1th a h1gh speed of adJustment and one>w1th a low speed
»of adgustment. He argues that M- R’s results were due to the use of the
sHatanaka estimator, which typically converged to thedlocal, but not global;
7optimum w1th the hlgh speed of adgustment |

In thls paper we have prov1ded a more thorough examlnatlon of the issues
raised»by‘Blinder and find that his cr1t1c1sm of MfR 1s only partially correct.
dit{isgdemonstrated that while the Hatanaka estinatordis asymptotically
"equivalent to NLS; the twoxestimators arevdifferent;in finite samples;
‘“Provided the modei is identified, the relevant question;is'therefore whether
fthe‘sample‘size is‘large:enoughbrelative to‘the number of parameters.eStimated
‘for,the estimator to;have converged to its limit. _The empirical evidence
greported here suggests that ﬁ;R!sbsampie is insufficientiy iarge. By‘extending
SBlinder's analysis, we find'that>in general the‘problems caused hy near
multiple optima depend on the model belng estlmated Our empirical results
_demonstrate that one observes different speeds of adJustment depending on the
method‘used tohapproxlmate expectatlons. .Furthermore, the Almon lag
:T,specification used bv MQRhseeﬁs to'generate higher’speeds of_adjustment than
’the autoregress1ve approx1nat10n used by Bllnder There are‘other differences
‘between the model here and the one in B11nder (1986)‘ It‘is interesting to

JobserVe that_both studles only{observe "plau51ble"~speeds'of’adjustment in 2
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Vbut of the 10 two digit SIC nondurabie industries considered here, and that the
two industries concerned are different in each study. One possible
interpretation of this result is that the slow adjustment speeds estimated may
be due not only to an inadequate model specification but also to_the‘imposition
of a common specification across industries which may be too diséggregated for

such a strategy to be appropriate.
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