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Abstract:  

Margin Protection Programs (MPPs) are relatively new insurance plans that have been introduced and made 

available by the USDA’s Risk Management Agency (RMA). These programs were initially implemented for 

livestock and dairy producers, and were subsequently extended to cover other agricultural products such as 

corn, rice, soybeans, and wheat. The attractiveness of these risk management instruments lies in the fact that 

the financial stability of agricultural production and farming operations is more dependent on margins than 

solely revenues. This paper examines the structure and rating of margin protection insurance policies. In 

particular, the paper considers a broad class of high-dimensional copula models that parameterize the 

dependence among multivariate sources of risks. To efficiently and accurately determine actuarially fair 

policy premiums, it is necessary to first model the joint distribution function of input and output prices. This 

task can be effectively carried out using copula methods. A variety of copula methods, including 

Archimedean Copulas (ACs), Mixture Copulas (MCs), and Vine Copulas (VCs) are used to analyze the 

dependence structure between revenues and input costs. In terms of methodology, flexible mixtures of 

parametric distributions are applied to characterize marginal densities, and likewise flexible mixtures of 

alternative copulas are used to model dependence. This paper also argues that the rating methodology that 

accounts for irregular and anomalous features of dependence such as asymmetry, non-linearity, non-

ellipticity, and tail dependence between input prices and output prices can result in more accurate premiums, 

and therefore can increase the hedging effectiveness of the MPPs. Goodness-of-fit tests generally reject 

conventional approaches based upon log-normally distributed marginals and Gaussian copulas. In this paper, 

several reasons are identified to explain why the common methods being currently employed to determine 

policy premiums might not be adequate, realistic, or sufficiently flexible to take into account the multivariate 

aspects of risks involved in farming operations. To this end, the present paper investigates the underlying 

assumptions based on which the MPP policy premiums are determined. It is argued that assumptions made in 

pricing risks may induce important distortions in the production and marketing decisions of producers. It is 

also noted that precise measurement of the marginal densities for individual random variables is essential for 

accurately pricing a portfolio of multivariate risks. Finally, implications for the ever-expanding offerings of 

publicly-subsidized agricultural insurance mechanisms are offered.  

Key Words: Insurance, Mixture Distribution, Vine Copulas, Margin Protection Programs, Livestock Gross 

Margin, Nonlinear Time Series Models, Dependence Modeling, Tail Dependence, Output Prices, and Input Prices 

JEL Classification: C58, G13, G22, Q11, Q12, Q13, Q18 

 

Introduction:  

Farming is a financially risky enterprise. Most agricultural production is subject to unexpected changes of weather 

as well as shifts in supply and demand for outputs and inputs. These two sets of factors often lead to uncertain 

quantities of inputs and yields as well as fluctuating input and output market prices. The U.S. federal crop insurance 

program provides U.S. farmers with a wide variety of risk management tools to address potential losses due to the 

above-mentioned reasons. Margin Protection Programs are new insurance plans that have relatively recently been 

introduced and made available by the USDA’s Risk Management Agency (RMA). These plans were initially 

implemented for livestock and dairy producers, and were subsequently extended to cover other agricultural products 

such as corn, rice, soybeans, and wheat. Typically, MP programs provide farmers with coverage against 

unanticipated, financially adverse declines in their ‘margins’ (i.e., expected revenues minus expected input costs). 

The attractiveness of this risk management instrument lies in the fact that the financial stability of farming 

operations is more dependent on operating margins than simply revenues, which neglects production costs, which is 
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the case for Revenue Protection plans. Despite this, a MP plan can be purchased separately from, or in conjunction 

with, other available plans of insurance such as Yield Protection (YP) and Revenue Protection (RP).  

This paper examines the structure and rating of margin protection insurance policies. More specifically, the 

paper considers a broad class of high-dimensional copula models that parameterize the dependence among 

multivariate sources of risks. Furthermore, several reasons are identified to explain why the common methods 

currently employed to determine policy premiums might not be adequate, realistic, or sufficiently flexible to take 

into account the multivariate aspects of risks involved in the applicable farming operations. A variety of copula 

methods, including Archimedean Copulas (ACs), Mixture Copulas (MCs), and Vine Copulas (VCs) are used to 

analyze the dependence structure between revenues and input costs.   

The federal outlays of the U.S. federal crop insurance program have surpassed those of the commodity 

support programs. Thus, the U.S. federal crop insurance program is now the predominant mechanism of support to 

U.S. agricultural producers as well as the main farm safety net and subsidy program. In order for the U.S. federal 

crop insurance program to be able to function financially well, there needs to be empirical analysis for determining 

important policy-related parameters such as premium rates, expected yields, expected prices, optimal levels of 

coverage, and even optimal forms of insurance plans. The administration of the USDA’s Risk Management Agency 

that manages the U.S. crop insurance program has always reached out to empirical analysts in academia and industry 

to aid in the development of new analytical techniques that can improve the accuracy and precision of insurance 

programs, which in turn will lead to reduce taxpayer costs. According to Goodwin (2015), one of the finest 

examples of the engagement of government and academic researchers is perhaps the federal crop insurance program.  

The U.S. crop insurance program was initially established in 1938, providing only one form of insurance (a 

yield protection insurance called Multiple Peril Crop Insurance), and has subsequently continued to expand and to 

take on new and diverse forms of insurance coverage. Revenue Protection programs were introduced to the market 

in 1997 initially for major crops. A revenue-based protection policy, in effect, combines together the production 

guarantee component of crop insurance and a price guarantee to create a target revenue guarantee (Shields, 2015). 

Starting in 2002, a new risk management tool, called Livestock Gross Margin (LGM), was made available to cattle 

feeders. LGM for cattle is in fact a livestock insurance product that protects a gross margin rather than a selling 

price, which is the case for Livestock Risk Protection (LRP). In 2008, the LGM program for dairy producers was 

made available for sale. In 2014, another similar program called Margin Protection Program for dairy producers 

(MPP-Dairy) was introduced.
1
 Starting in the 2016 crop year, the USDA’s RMA made available a new crop 

insurance coverage option that provides producers with coverage against an unexpected decrease in their operating 

margin. As described above, the U.S. crop insurance program has always continued to expand and to take on new 

and diverse forms of insurance coverage. These developments and changes have brought about a variety of new 

empirical challenges to model the existing insurance plans as well as a necessity for modeling new insurance plans. 

The general, historical trend of the introduction of new types of insurance programs made available by RMA 

indicates that its initial programs dealt mostly with one random variable (e.g., yield in Actual Production History 

(APH) program); however afterwards, the insurance program types have tended to include two random variables 

(e.g., revenue as the product of yield and sale price for RP program), and subsequently the more recent insurance 

programs have primarily involved more than two random variables (e.g., three random variables for most LGM 

programs, or up to five random variables for MPP for grains). Reviewing the historical trend of the introduction of 

new crop insurance types implies that there has been an emergence of desire for portfolio risks management, leading 

to the introduction of different forms of margin protection insurance programs. 

                                                           
1. The LGM-Dairy and MPP-Dairy differ in terms of four aspects: flexibility, subsidies, risk protection, and availability, whose discussion is 
beyond the scope of the present paper. Bozic (2014) provides a comprehensive, intuitive explanation of these differences.  
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MPP
2
 is a variant of insurance where a margin guarantee is insured, and decreases in revenue (which, 

depending on the specified type of the insurance, could be due to decreases in yields and/or output prices) and/or 

increases in costs (which can only be due to increases in specific input prices) can trigger an indemnity. In 

particular, margin is determined by subtracting revenue from total costs. Total revenue is indeed the product of two 

dependent random variables - yield and output price. Total cost is the product of certain allowed levels of a number 

of inputs and their corresponding prices. Thus, there are several random variables involved in the process of 

computing a margin. Developing a clear understanding of the dependence structure among multiple random 

variables involved in an insurance plan is a crucial prerequisite to accurately analyze how financially healthy the 

insurance plan of interest is likely to function and how the insurance premium should be priced. To this end, flexible 

modeling of multivariate sources of risks through copula models would shed light on how dependently the 

multivariate sources of the risks could behave. Indeed, this task can be done through two separate steps: (1) 

estimating marginal distributions of the random variables, and (2) modeling the dependence among the random 

variables. Afterwards, one can estimate the joint distribution of the random variables being studied. The present 

paper is essentially concerned with flexible modeling of multivariate risks in pricing MPP insurance plans, and is an 

attempt to model portfolio risks with mixtures of mixtures, which employs flexible mixtures of parametric 

distributions to characterize marginal densities, and applies flexible mixtures of alternative copulas to model 

dependence. As an empirical application, the joint behavior of random variables involved in the LGM insurance 

programs are studied, and in particular, the multivariate distribution of the random variables involved with the 

LGM-Cattle insurance plan are modeled using copula-based methods. The primary data to be used is daily spot 

prices of inputs and output from 2004 to 2015 from Commodity Research Bureau (CRB). 

The fundamental idea here is that as long as the assumption that random variables are multivariate normally 

distributed holds, Pearson’s linear-association view of dependence would work properly. However, many important 

aspects of dependence are not fully captured in the conventional thinking of dependence (i.e., solely linear 

association). It is evident that independence implies a lack of correlation, but the converse is not true since the 

notion of correlation takes only linear relationships into account. Whilst straightforward and convenient, the 

assumption of multivariate normality (which implicitly assumes normal marginals as well as the Gaussian copula 

and no tail dependence consequently) is in some cases quite unrealistic and may lead to a rating method that 

produces actuarially unfair premium rates. As a result, in this paper, the effect of such departures from multivariate 

normality on Margin Protection (MP) insurance premiums will be examined. Assumptions and premises made about 

the nature of dependencies among different sources of risk, such as yield quantity, output price, and inputs prices, in 

the empirical modeling of an insurance policy could have significant implications for the resulting values of the 

parameters and operation of the entire program. In other words, making an invalid assumption about dependence 

among random variables could simply lead to misleading implications for the parameters estimated. As a result, the 

present paper first calls into question the current rating method of MP insurance program and its underlying 

questionable assumptions, and then proposes a new rating method, based on empirical copula models, by which the 

current rating method should be replaced. 

To efficiently and accurately determine actuarially fair policy premiums,
3
 it is necessary to first model the 

joint distribution function of input and output prices. This task can be effectively undertaken using copula methods. 

                                                           
2. In this paper, the term Margin Protection Program (MPP) is used as an umbrella term that encompasses any insurance programs providing a 

margin-based policy. Typically, such programs guarantee certain components (quantities and/or prices) of both output revenues as well as input 
costs. Examples of such insurance programs include LGM-Cattle, LGM-Swine, LGM-Dairy, MPP-Dairy, MPP-Grains, etc.  

 
3. Although farmers do not pay actuarially fair premium rates, the actuarial soundness of the insurance premiums of the U.S. federal crop program 
is still of crucial importance. This is primarily because actuarially fair premiums will guarantee the financial health of the program, leaving less 

necessity for federal ad hoc assistance, which in turn would increase costs to taxpayers. In fact, this is the reason why the “current law requires 

that RMA strive for actuarial soundness for the entire federal crop insurance program (that is, indemnities should equal total premiums, including 
premium subsidies),” as Shields (2015) mentions. One reasonable, fair way to achieve the actuarial soundness for the entire program is to adhere 

to the actuarially fair premiums for each of the individual insurance programs. “As a result, RMA must set premium rates to only cover expected 

losses and a reasonable reserve. The agency is also required to conduct periodic reviews of its rate-setting methodology, which sets premium 
rates according to the average historical rate of loss (e.g., if policies pay out 10% of their value, on average, then the rate should be 10%)” as 



5 

 

Copula models allow for capturing interesting features (e.g., nonlinearity in dependence and tail dependence) 

existing in the dependence among variables being studied. Tail dependence for a pair of random variables describes 

their dependence structure concentrated in the tail of multivariate distributions. This paper will also demonstrate that 

the rating methodology that accounts for tail dependence between input prices and output prices can result in more 

accurate premiums in the context of U.S. agricultural markets, and therefore can increase the hedging effectiveness
4
 

of MP insurance plan in the mentioned markets. Copula modeling not only relaxes the two unrealistic assumptions 

of linear dependency and no-tail-dependence among random variables of interest (for our case here, prices and 

quantities) in some circumstances,
5
 it also allows us to take advantage of any types of distribution for modeling 

marginals, which in turn improves the predictability power of a multivariate distribution as a whole. Without 

copulas, we are usually limited to using normal or student’s t distributions, which may or may not explain well the 

relative frequency of the observations at hand. However, copulas will help us have a freer choice of distributions for 

marginals towards achieving better fits for the marginals of interest. These two advantages will help us attain better 

fits, more predictive and more realistic models, and as consequence, actuarially fairer premiums.  

In terms of methodology, flexible mixtures of parametric distributions to characterize marginal densities 

and likewise flexible mixtures of alternative copulas are applied to model dependence. Goodness-of-fit tests 

generally reject conventional approaches based upon log-normally distributed marginals and Gaussian copulas. 

Implications for the ever-expanding offerings of publicly-subsidized agricultural insurance mechanisms are offered. 

Finally, it is demonstrated that assumptions made in pricing risks may induce important distortions in the production 

and marketing decisions of producers. More formally, the objectives of the study are to model the MP insurance 

program and illustrate how the MP insurance premiums should be priced. Accordingly, the research questions that 

the present paper is to answer are as follows: How is the structure of the MP insurance? How should the MP 

insurance premium be priced? What are the implicit assumptions underlying the current rating method of MP 

insurance? Are these assumptions valid or violated? What are the economic consequences of the violation of these 

assumptions?  

The reason why the US Federal Crop Insurance program and in particular the above-mentioned research 

questions merit attention is multifold. First of all, this paper attends to the U.S. federal crop insurance program 

because this program is currently the primary mechanism of support to agricultural producers in the United States, 

and that the total liability covered by the program is so large that frequently exceeds 100 billion dollars. Thus, the 

precision and accuracy of the rating methods of insurance premium rates are of crucial importance. In addition, the 

U.S. federal government costs for crop insurance have increased substantially during the last decade. After ranging 

between $2.1 billion and $3.9 billion during 2000-2007, costs rose to $7 billion in 2009, and to $14.1 billion in 

2012. In the 2014 farm bill (P.L. 113-79), the U.S. Congress expanded the federal crop insurance program by 

authorizing additional policies and requiring examination of potential new insurance products (Shields, 2015). Thus, 

the second reason why the present paper examines the structure and rating of the MP insurance programs is partly 

because these insurance programs are a group of these relatively newly introduced insurance programs, and since 

then, different variants of margin-based programs have been being introduced to the crop insurance market. 

Additionally, much of the attention to the U.S. federal crop insurance program has thus far been and appears to 

continue to be paid to the RP insurance program (in part because of its large share in the entire program), and the 

                                                                                                                                                                                           
Shields (2015) reports. It should also be noted that any market distortion in the crop insurance market and any departure from actuarially fair 
premium rates would result in loss of market efficiency and welfare loss for the economy as a whole (i.e., a deadweight loss). These are in fact 

the reasons why crop insurance premiums should be rated actuarially fairly.  

4. Hedging effectiveness can be defined as the extent to which a hedge transaction or contract results in offsetting changes in fair outcome, value, 
or cash flow that the transaction was intended to provide. When one estimates the dependence between revenue and costs more accurately, then 

the insurance plan that provides this service and hedges against the risk of ending up with an unacceptable margin will create a higher level of 

hedging effectiveness.  
 
5. Section 3 will introduce additional interesting features (such as asymmetry in dependence and non-ellipticity in dependence) that can also be 

captured using copula models. However, the assumption of multivariate normality cannot account for such interesting features, which in many 
applications are realistic. 
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MP program has not received much attention until relatively recently. Furthermore, this type of insurance is 

financially attractive since the financial stability of farming operations depends more on operating margins than 

solely revenues. Moreover, the MP insurance program is theoretically interesting because of the fact that there are 

comparably more random variables involved in the modeling of this insurance, compared to those of RP insurance.  

In terms of the novelty of the ideas and methods being addressed and used in this paper, as far as the author 

is aware, it is the first time that a study models portfolio risks using mixtures of mixtures in the context of crop 

insurance, although it can also be applied for any sort of portfolio analyses. Additionally, although there have 

recently been very few studies, perhaps one or two, in the area of MP for the dairy market
6
, the empirical application 

of the present paper is the first one that studies the MP insurance program in the context of the U.S. cattle production 

market (the LGM-Cattle program). Findings of this study are expected to contribute to the existing knowledge and 

sizable, growing literature on the U.S. federal crop insurance program, and more specifically on the limited literature 

on the newly-introduced MP insurance programs. The findings of the paper will also aid in the shaping of 

agricultural economic policies and interventions to enhance the status of agricultural production in the U.S. 

economy. 

The paper is organized as follows. The next section is devoted to the introduction of MP insurance 

programs, and explains how they work. It also examines the current method of rating premiums in some of these 

programs, investigates the implicit assumptions underlying those methods, and scrutinizes the validity of the 

mentioned assumptions for the case of the U.S. cattle market. Section three discusses copula and copula modeling in 

greater details. Section four reviews the existing literature on copula modeling and its application in insurance and 

more specifically in MP insurance programs. In section five, empirical applications and some quantitative 

investigations will be presented, indicating why copula-based modeling is needed to model MP insurance. Naturally, 

a conclusion will follow bringing the main points together and discussing plans for future research. Lastly, the paper 

will end with appendices to explain the procedures and methods in greater details.  

 

2. Margin Protection Programs: 

Margin Protection Programs
7
 are relatively new insurance plans that have been introduced and made available by 

the USDA’s Risk Management Agency (RMA). Margin-based insurance programs were initially implemented for 

cattle, swine, and dairy producers, and were subsequently extended to cover other agricultural products such as corn, 

rice, soybeans, and wheat. Two notable examples of margin protection insurance plans are Livestock Gross Margin 

for Cattle (LGM-Cattle), which provides producers with coverage against unanticipated, financially adverse declines 

in their ‘gross margin’ (i.e., market value of livestock minus feeder cattle and feed costs on cattle), and Margin 

Protection Program for Grains (MPP-Grains), which provides farmers with coverage against unanticipated, 

financially adverse declines in their area-based ‘operating margins’ (i.e., expected area revenues minus expected 

area input costs). The attractiveness of these types of risk management instruments lies in the fact that the financial 

stability of agricultural production and farming operations is more dependent on margins than solely revenues, 

which neglect to consider production costs, which is the case for Livestock Risk Protection (LRP) plans and 

Revenue Protection (RP) plans. 

Typically, a MPP is an insurance plan that uses estimates of average revenue and input costs to establish 

the amount of coverage and indemnity payments. As such, a generic form of expected margin is as follows: 

                                                           
6. The program is called Livestock Gross Margin insurance plan for dairy producers (for short, LGM-Dairy), which is separate from Livestock 

Gross Margin insurance plan available for cattle feeders (for short, LGM-Cattle).  
 
7. Once again, it is important to remind that, in this paper, the term Margin Protection Program (MPP) is used as an umbrella term that 

encompasses any insurance programs providing a margin-based policy. Typically, such programs guarantee select components (quantities and/or 
prices) of both output revenues as well as input costs. Examples include LGM-Cattle, LGM-Swine, LGM-Dairy, MPP-Dairy, MPP-Grains, etc.  
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Expected Margin = Expected Revenue - Expected Costs 

EM = ER - EC 

                                                                                                                                                                                      (1) 

 

 

where PY, Y, PX, X denote output price, yield, a vector of input prices, and a vector of inputs, respectively. This 

equation represents a generic mathematical form for expected margin. Depending on the insurance plan designed by 

the insurer, Y could be identified as a random variable, meaning that a certain level of production quantity is 

guaranteed by the insurer (as it is the case in MPP-Grains), or it could be treated as a pre-determinant variable, 

meaning that an allowed level of it is considered in computing the margin, no matter what the realized level turns 

out to be (as it is the case in LGM-Cattle). Also, depending upon the insurance plan designed by the insurer, output 

and input prices could be futures prices, options prices, spot prices, etc. Additionally, X is a vectors of input 

quantities, and depending on the insurance plan designed by the insurer, certain allowed levels of a number of inputs 

are considered as pre-determined variables, meaning that the allowed levels are considered in computing the margin 

of interest, no matter what the realized levels turn out to be (e.g., the number of inputs involved in LGM-Cattle is 

two, while the number of inputs involved in most MPP-Grains is five)
8
. Finally, Py and Px are output prices and a 

vector of input prices, respectively, and they are identified as random variables, meaning that a certain level of each 

is guaranteed by the insurer. 

To the extent that a farmer’s realized margin is lower than the expected, which could be due to a decrease 

in revenue (e.g., owing to decreases in output prices) and/or an increase in input costs (i.e., owing to increases in 

input prices), MP insurance will cover a portion of that shortfall, depending upon the coverage purchased. This way, 

farmers can lock their margins by locking their output and input prices, and thereby hedge their risks through 

purchasing MP insurance. One may argue that farmers can simply hedge the risks they are exposed to more freely 

using futures markets (by taking long and short positions in the market) and using options markets (through buying 

put and call options in the market), which raises the question why farmers need crop insurance to hedge their risks. 

Implicit in this type of argument is the assumption that all the risks a typical farmer may encounter are solely price 

risks, and that as long as the price variables are locked through available options and futures contracts, farmers have 

hedged against their risks. However, the truth of the matter is that although these two types of contracts (options and 

futures contracts) can be thought of as two substitutes or alternatives for crop insurance to hedge risk, they should 

not still be regarded as perfect substitutes for this purpose. This is because, for instance for the case of RP programs, 

which constitute the largest set of U.S. federal crop insurance programs, buyers have a right to receive fixed 

“revenue,” which is the multiplication of output price times yield quantity. That is, such an insurance plan deals with 

not only price risk, but also yield variability, and the latter cannot be addressed in the setting of options and futures 

markets. A second reason why the U.S. federal crop insurance plans as a means of hedging risk are preferred by 

farmers to other risk-hedging alternatives has to do with the fact that the crop insurance plans are provided along 

with subsidies as a form of national protection for crop production. An added attractiveness of the crop insurance 

plans is that the premium to be paid for such programs are due and payable after the crop has been harvested, which 

gives farmers an additional advantage when one takes into account the time value of money and potential liquidity-

related issues that a typical farmer might be faced with. Additionally, we can add the ease of use and the simplicity 

of management of hedging risks through insurance plans, compared to those through options and futures markets, 

for farmers, allowing for smaller sizes of operations, which are typically relatively smaller than the minimum 

volumes required by CME Group, as well as the lower opportunity cost they incur when hedging through insurance 

                                                           
8. Zeytoon Nejad (2017) models MPP-Grains using copula methods, and provides empirical applications for the US crop insurance program. 
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plans as other potential reasons that make the crop insurance plans a more preferred way for farmers to hedge their 

risks. 

Indeed, MP insurance provides coverage against multiple dependent sources of risk, i.e., change in yield 

(which is, for example, the case for MPP-Grains), output price, and input prices. MP insurance is a variant of 

insurance where a margin guarantee is insured, and decreases in revenue (which could be due to decreases in yields 

and/or output prices) and/or increases in costs (which can only be due to increases in specific input prices) can 

trigger an indemnity. In general, a typical MPP indemnity is paid when: 

 

 

                                                                                                                                                                     (2) 

 

 

A set of margin protection insurance plans made available by the USDA’s RMA is the Livestock Gross Margin 

(LGM) insurance program, which provides protection against loss of gross margin or price declines for cattle, swine, 

and dairy. The LGM program for cattle feeders is called LGM-Cattle. By definition, gross margin for LGM-Cattle 

equals the market value of livestock minus feeder cattle and feed costs on cattle. This insurance plan is available in 

20 states. The LGM products provide protection when feed costs rise or output prices for cattle fall below a 

guaranteed level. In this insurance program, input and output quantities are pre-determined, but prices are 

guaranteed. For instance, expected gross margin per head of cattle for a month for a yearling finishing operation is 

computed based on the following equation, in which the variables Y and X’s are some pre-determined weights and 

only P’s are guaranteed.  

                                                                                                                                                                     (3) 

The multivariate nature of risk involved in the MP insurance program as well as the existing types of dependencies 

(non-linearities, tail dependence, etc.) among the aforementioned variables, such as yield quantity, output price, and 

inputs prices in all types of margin protection programs, requires us to model the joint behavior of the variables in a 

realistic, reasonable manner, through which we can subsequently design rating methods of MP insurance program. 

This task can be effectively undertaken through copula-based models, which is to be explained in greater detail in 

the next section.  

 

3. Copula-Based Modeling: 

The study of copulas and their applications in statistics is a rather modern phenomenon (Nelsen, 2006). In the past 

few decades, there has been a rapidly growing interest in the theory of copulas and their applications in statistics, 

probability, finance, and economics. Some of these applications in finance and economics include: the economics of 

insurance (e.g., rating insurance premiums); financial econometrics (e.g., modeling dynamic processes, time-varying 

copula models, and volatility); the economics of risk and modeling risk (e.g., credit risk management, investment 

risk management, stock portfolio risk management, modeling market risk, and operational risk); macroeconomics 

(e.g., studying microeconomic origins of macroeconomic tail risks)
9
, to name but a handful.

10
 This section aims to 

                                                           
9. As an example, Acemoglu et al. (2017) apply copula-based models to investigate microeconomic origins of macroeconomic tail risks, and 
explain the different nature of large economic downturns from regular business-cycle fluctuations. 

 
10. There are many other examples of copula applications. The applications of copula have been widely expanding to different economics 
branches and areas.  
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discuss (1) the basic properties of copulas, (2) methods for constructing copulas, and (3) the role that copulas play in 

modeling and in the study of dependence.  

Copulas can be defined in two ways:  

 Copulas are functions that join or “couple” multivariate distribution functions to their one-dimensional 

marginal distribution functions.  

 Copulas are multivariate distribution functions whose one-dimensional marginal distributions are uniform 

on the interval (0,1).  

According to Nelson (2006), copulas are of interest to scholars who are interested in applications of statistics and 

probability for two main reasons:  

 Copulas are a way of studying scale-free measures of dependence. 

 Copulas are a starting point for constructing families of bivariate distributions, sometimes with a view to 

simulations.  

As Nelson (2006) puts it, the word copula is a Latin noun that means “a link, tie, or bond”, and was first 

employed by Sklar (1959) in the well-know Sklar’s theorem to describe the functions that “join together” one-

dimensional distribution functions to form multivariate distribution function.
11

 As such, the theoretical foundation 

for the application of copulas has primarily been introduced by Sklar’s theorem (1959), which states every 

multivariate cumulative distribution function (CDF) of form:  

                                                                                                                                                                     (4) 

of a random vector                        can be expressed in terms of its marginals                                and a copula 

function C. Indeed, 

                                                                                                                                                                     (5) 

A k-dimensional copula, C(u1, u2, … , uk), is a multivariate cumulative distribution function defined in the unit 

hypercube I=[0,1]
k
 with uniform marginal distributions in U(0,1). If the marginals are continuous, then there is a 

unique copula associated with the multivariate cumulative distribution function F, and the copula can be obtained as 

follows: 

                                                                                                                                                                     (6) 

Similarly, if the multivariate distribution has a density f(x1, x2, …, xk), and this is available, it holds further that: 

                                                                                                                                                  (7) 

and c(.) is known as copula density function, and it is obtained as follows: 
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11. It is also important to note that, as Nelsen (2007) states, “the study of copulas and the role they play in probability, statistics, and stochastic 
processes is a subject still in its infancy. There are many open problems and much work to be done.” 
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Considering the fact that there is a collection of copulas, then, as a consequence of Sklar’s theorem, there 

would be a collection of bivariate or multivariate distributions with whatever marginal distribution one desires 

(Nelsen, 2006), which can clearly be useful in modeling and simulation. In addition, by dint of Sklar’s theorem, the 

non-parametric nature of the dependence between two random variables can be expressed by the copula. As a result, 

the study of concepts and measures of non-parametric dependence is equivalent to a study of properties of copulas, 

and for such a study, it is to our advantage to have a wide variety of copulas available to apply (Nelson, 2006).  

In general, there are several methods of constructing bivariate copulas, of which four are briefly explained 

here (Nelson, 2006):  

 The inversion method: In this method, Sklar’s theorem is utilized, together with the corollary         

C(u,v)=H(F
(-1)

(u),G
(-1)

(v)), to produce copulas directly from joint distribution functions.  

 Geometric methods: In these methods, one can construct singular copulas whose support lies in a specific set 

and copulas with sections given by simple functions such as polynomials. 

 The algebraic method: In this method, copulas are constructed from relationships involving the bivariate and 

marginal distribution functions.  

 Another general method: In this method, bivariate and multivariate Archimedean copulas are constructed at 

will using the Archimedean copula theorem, which briefly says C(u,v)= (-1)
(  

(u) + (v)), where (v)=-ln(t), 

and (t)=1+(1-)(1-t)/t, and  is the Archimedean family dependence parameter. In this method, one only needs 

to find functions that will serve as generators, that is, continuous decreasing convex functions  from I=[0,1] to 

[0,] with (1)=0, and define the corresponding copulas via the aforementioned theorem. 

In particular, for the purpose of the present paper, margin is determined by subtracting revenue from total 

costs. Total revenue is indeed the product of two dependent random variables - yield and output price. Total cost is 

the product of some allowed levels of a number of inputs and their corresponding prices. Thus, there are several 

random variables involved in the process of computing a margin. As empirical economists, we usually define such 

dependences in linear terms, typically represented by the coefficient of correlation (as a measure of linear 

association). However, dependence is a much broader concept than linear association. According to Goodwin 

(2015), a comprehensive understanding of the notion of dependence “is key to understanding multivariate ordering 

and modeling.” He also adds that “dependence modeling exemplifies the rapidly developing opportunities for 

applying state-of-the-art analytics to real-world policy issues of importance to contemporary agricultural 

economics.” 

Notwithstanding that the differences between correlation (in the sense of linear association) and 

dependence (association in its broad sense) have long been acknowledged, empirical methods that account for 

the differences have mostly emerged relatively recently and are still regarded as rather modern analytical 

developments. Copulas enable us to model univariate marginal distributions separately from dependence 

structure among them. In the past few decades, there has been a rapidly growing interest in copulas and their 

applications in statistics, probability, finance, and economics. In the crop-insurance empirical literature, copula 

models have been heavily used in the design and rating of insurance contracts, especially those of RP 

programs, in which the typical negative correlation of output prices and yields plays a critical role in analyzing 

and pricing revenue risk. 

Copula models allow for capturing nonlinearities existing in the dependence among variables being 

studied. Tail dependence (i.e., extremal dependency) for a pair of random variables describes their dependence 

structure (i.e., co-movements or association) concentrated in the tail of multivariate distributions. To efficiently and 

accurately determine actuarially fair policy premiums, it is necessary to first model the joint distribution function of 

input and output prices. This task can be effectively carried out using copula methods. This paper will also 

demonstrate that the rating methodology that accounts for tail dependence between input prices and output prices 
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can result in more accurate premiums in the context of U.S. agricultural markets, and therefore can increase the 

hedging effectiveness of MP insurance plans in the mentioned markets. In fact, when one takes into account 

nonlinearity in dependence, asymmetry in dependence, and non-ellipticity
12

 in dependence among dependent 

random variables of interest as well as the potential tail dependence existing among them, then the computed policy 

premium obtained from such a comprehensive estimation that accounts for all of these interesting features will be a 

more accurate premium than those obtained from and estimated under the unrealistic assumptions of linear, 

asymmetric, elliptical dependency, and no-tail-dependence.  

As pointed out above, copula-based modeling allows us to take into account nonlinearity and tail 

dependence among two or more dependent variables. Then, it will be possible to characterize the accurate policy 

premium which is not necessarily the same as the premium that is obtained under the unrealistic assumptions 

discussed above. In other words, it could be either larger or smaller than the premium obtained under the unrealistic 

assumptions, since it is free of those a priori assumptions. Copula modeling not only relaxes the four unrealistic 

assumptions of linear, asymmetric, elliptical dependency and no-tail-dependence among random variables of interest 

(for our case here, prices and quantities) in some circumstances, it also allows us to take advantage of any types of 

distribution for modeling marginals. Without copulas, we are usually limited to using normal or student’s t 

distributions, which may or may not explain well the frequency of the observations at hand. However, copulas will 

help us have a freer choice of distributions for marginals towards achieving better fits for the marginals of interest. 

In the absence of copulas, in short, we are limited to only a few choices for marginals, and also required to impose 

unrealistic assumptions about dependence. However, copula modeling enables us to not just work with dependence 

towards obtaining a better fit by capturing the optimal dependence structure using some measures of fit, it also 

enables us to work with various marginal distributions towards obtaining better fits for marginals separately. These 

two advantages will help us attain better fits, more predictive and more realistic models, and as consequence, 

actuarially fairer premiums.  

In the applied literature, a number of parametric families of copulas have been employed to model the joint 

behavior of random variables. One of the most commonly used copula families in the applied literature are elliptical 

copulas
13

, such as Gaussian copula, Student’s t copulas
14

, and symmetric generalized hyperbolic copula. In the past, 

copula models only allowed the modeling of elliptical dependence structures (i.e., Gaussian and Student-t copulas) 

in high dimensional spaces. These elliptical dependence structures are typically very restrictive, and do not allow for 

dependence asymmetries where correlations are different on the upper tail and/or lower tail, nor they allow for 

nonlinearity and non-ellipticity in dependence.
15

 Another copula family that has overcome these drawbacks to some 

extent, and have been widely used in the applied literature is the family of Archimedean copulas, such as Clayton 

(which allows for the occurrence of extreme downside events, aka lower tail dependence), Gumbel (which allows 

for the occurrence of extreme upside events, aka upper tail dependence), Joe, and Ali–Mikhail–Haq. Even 

Archimedean copulas do not allow for different dependency structures between pairs of variables in high 

dimensions, since they typically depend only upon a single parameter of the generator function, and as a result, they 

                                                           
12. Ellipticity in dependence is theoretically a separate feature from asymmetry in dependence. For instance, Frank copula is symmetric, but it is 
not elliptical. Multivariate normality, which by construction assumes an elliptical copula (Gaussian copula), cannot account for potential non-

ellipticities in dependence. 
 
13. Some prefer to refer to this family of copulas as meta-elliptical copulas, arguing that the contour lines of these copulas are not elliptical, but in 

fact the contour lines of the density functions of their corresponding distributions are elliptical.  
 
14. It is important to make a clear distinction between symmetry and ellipticity.  Moosavian (2017a) uses the multivariate skewed t-distribution to 

model price risks. He clarifies that although the multivariate skewed t-distribution is elliptical, it is not symmetric. However, multivariate 
student’s t density function is both symmetric and elliptical.  
 
15. Another problem with the class of elliptical distributions is that, in most cases, these copulas cannot be given an explicit functional form, due 

to the fact that the CDF and the inverse marginal CDFs and PDFs usually do not have closed-form functional forms, and usually have integral 
representations. Moosavian (2017b) make a comparison between copula families, and bring up the strengths and drawbacks of each family.  
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become inflexible in high dimensions.
16

 An additional problem with the use of Archimedean copulas in high 

dimensions has to do with the fact that the rendered dependency is symmetric with respect to the permutation of 

variables, which means the distribution is exchangeable (Okhrin and Ristig, 2012). The property of permutation-

symmetry is a severe restriction in more than two dimensions. Usually, this symmetry is not plausible when 

modeling a high-dimensional dataset. However, Hierarchical (aka Nested) Archimedean Copulas (HACs) overcome 

this problem by considering the compositions of simple Archimedean copulas, as introduced by Joe (1997). The 

general notion of HACs is to define multivariate copulas by nesting different lower-dimensional Archimedean 

copulas, which can somewhat overcome the permutation-symmetry in high dimensions. After all, HACs have 

serious shortcomings as well. Nicklas (2013) points out to the drawbacks as follows: “For any hierarchical structure 

and any selection of Archimedean copulas, the conditions on the composite generator functions have to be verified 

separately.”
17

 He also adds that these conditions can be highly limiting and restrictive. As a result, the restriction to 

one copula family for all copulas in the hierarchy greatly limits the applicability of HACs. However, the recent 

development of vine copulas (aka pair-copula construction) has enabled dependence modelers to flexibly model the 

dependence structure for portfolio risks in high dimensions without suffering from the above-mentioned 

weaknesses. Considering the discussion above, and given the nature of the joint behavior in the context of MP 

insurance plans, which typically deals with a number of random variables, vine copulas would be a very useful 

approach to flexibly modeling the dependence structure of sources of risks in such a high dimensional space. 

Bedford and Cooke (2002) introduce vines as a new graphical model for dependent random variables. 

Vines are indeed a new graphical model to generalize the Markov trees which are often used in modeling high-

dimensional distributions. As Bedford and Cooke (2002) explain, vines “differ from Markov trees and Bayesian 

belief nets in that the concept of conditional independence is weakened to allow for various forms of conditional 

dependence.” Vine copulas (VCs) overcome the limitations of the elliptical and Archimedean copula families, and 

those of HACs. VCs are capable of modeling complex dependency constructions and patterns by taking advantage 

of a wide variety of bivariate copulas as building blocks for higher-dimensional distributions (Brechmann and 

Schepsmeier, 2013). According to Kramer and Schepsmeier (2011), the dependency structure and pattern are 

defined by the bivariate copulas and a nested set of trees. Comparing to other competing copula approaches, vine 

approach is more flexible, since one can select bivariate copulas from a rich variety of (parametric) families, 

including, but not limited to, elliptical, Archimedean, mixture copulas (e.g., BB1, BB6, and so on), etc. Model 

estimation in the vine approach has two stages: (1) determining the dependency structure of the data on the basis of 

graph theory, and (2) doing statistical inference (maximum-likelihood, Bayesian approach, etc.) to fit bivariate 

copulas. Vine copula models can be estimated in either of two ways, which are sequential maximum likelihood 

estimation or joint maximum likelihood estimation. 

Considering matters in a bivariate setting, a bivariate copula function C: [0,1]
2
 → R is a distribution on 

[0,1]
2
 with uniform marginals. A bivariate distribution F has marginal distributions F1 and F2. Sklar's Theorem 

(1959) states that there exists a two dimensional copula C(u1,u2), such that  

 (x1,x2)
2
 ϵ R

2
: F(x1,x2) = C(F1(x1),F2(x2))                                                (9) 

                                                           
16. Archimedean copulas are popular among researchers because they allow for modeling dependence structure in arbitrarily high dimensions with 

only one dependence parameter, which governs the strength of dependence between any two variables in all the 2-dimentional spaces spanned by 
the two variables. As such, Archimedean copulas are most useful in the context of bivariate cases or in applications where we expect all pairs to 

have similar dependencies. Employing Archimedean copulas for high-dimensional analyses could result in issues associated with the curse of 

dimensionality. The fact that Archimedean copulas have only one dependence parameter (for all pairs of variables) is both a blessing (as it 
simplifies matters) and a curse (as it causes inflexibility).   

 
17. As Nicklas (2013) explains, “the conditions are only easy to verify if all Archimedean copulas in the hierarchy belong to a special 

Archimedean family. For instance, if all copulas in the structure are of Gumbel type, of Clayton type, or of Frank type, one only has to check that 
the dependence parameters decrease with the hierarchy level (Aas and Berg, 2009).” Moreover, by making model comparisons, Fischer et al. 

(2009) and Aas and Berg (2009) showed that HAC models could perform worse than other competing dependence structures in some 

circumstances. 
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The copula C is unique if F1 and F2 are continuous. It further holds that the corresponding 2-dimensional copula 

density is:  
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                                                           (10) 

which implies the following joint and conditional densities: 

)()())(),((),( 221122111221 xfxfxFxFcxxf                                         (11) 

)())(),(()|( 2222111212 xfxFxFcxxf                                              (12) 

Now, a multivariate density of form ),...,( 1 dxxf can be represented as a product of pair copula densities and 

marginal densities. A 3-dimensional example of this result is as follows:  

)()|(),|(),,( 11121|221312|3321 xfxxfxxxfxxxf                                      (13) 

where  

)())(),(()|( 22221112121|2 xfxFxFcxxf                                             (14) 

)|())|(),|((),|( 232|3232|3212|12|1321312|3 xxfxxFxxFcxxxf                             (15) 

)())(),(()|( 33332223232|3 xfxFxFcxxf                                             (16) 

As a result, the multivariate density ),...,( 1 dxxf can be decomposed and represented as: 

f(x1,x2,x3) = f1(x1) f2(x2) f3(x3)   (marginals)                                                          (17) 

                                                    . c12(F1(x1),F2(x2)). c23(F2(x2), F3(x3))    (unconditional pairs) 

                                                                . c13|2(F1|2(x1| x2),F3|2(x3|x2))   (conditional pairs) 

Following Joe (1996), Bedford and Cooke (2001), Aas et al. (2009), Czado (2010), Brechmann and Schepsmeier 

(2013), and Kramer and Schepsmeier (2011), a generic form of Pair-Copula Construction (PCC) in a d-dimensional 

space will be as follows:   
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kkjiijiid xfcxxf                                           (18) 

 

where )),...,|(),,...,|((:
1111 ,...,|,,...,|, kkkk iijiiiiijiiiji xxxFxxxFcc   for kiiji ,...,,, 1 with ji  and kii  ...1 . It 

is important to note that the decomposition is not unique, and that Bedford and Cooke (2001) introduce a graphical 

structure called Regular Vine (R-Vine) structure to help organize the decomposition. For instance, a 5-dimensional 

regular vine structure can be represented as the following:  

Pair copula densities Marginal densities 
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Figure 1: An Example of a Non-Classified Regular Vine in Five Dimensions 

 

Source: The Example is Taken from Kramer and Schepsmeier (2011) 

Kurowicka and Cooke (2006) make a distinction between two special cases of vine copulas: the Canonical Vine (for 

short, C-Vine), in which each tree has a unique node that is linked to all other nodes, and the Drawable Vine (for 

short, D-Vine), in which each tree is a path. Figure 2 exhibits example representations of C-vine and D-vine for a 4-

dimensional density of the following form: 

12|341|241|2314131243211234 ccccccfffff                                           (19) 

 

Figure 2: Examples of a C- and D-vines Structures in Four Dimensions 

                                             C-Vine                                                       D-Vine        

 

Source: Examples are Taken from Kramer and Schepsmeier (2011) 

Following Kramer and Schepsmeier (2011), it will be more intuitive and helpful to put the preceding equation in the 

following form:  

12|341|241|2314131243211234 ccccccfffff                            (20) 
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The main difference between the C-vine and the D-vine is in the decomposition they use to represent a multivariate 

density function as combinations of pair-copula construction (PCC). In fact, the C-vine relates a single variable to all 

other variables, as shown above in figure 2 on the panel on left, while a D-vine has pairwise combinations variables 

in the initial level of the tree, and each tree is a path, as shown on the panel on right.  

 The multivariate copulas obtained from C-vine and D-vine structures and their pair-copula constructions 

are finally called C-vine and D-vine copulas. According to Brechmann and Schepsmeier (2013), these copulas 

generally create highly flexible copula-based models, since bivariate copulas can easily accommodate complex 

dependence structures such as asymmetric dependence or strong joint tail behavior
18

. These copulas can somewhat 

accommodate other possible features such as non-zero-tail-dependence, nonlinearity, and non-ellipticity in 

dependence. To sum up, compared to the elliptical copula family, bivariate Archimedean copula family, and 

hierarchical Archimedean copulas, vine copulas are superior in that are explicit (they have explicit functional 

forms), their conditioning mechanism yields simulation algorithms as well, models are easily constructed (any pair 

copula works), they are highly flexible, and they accommodate positive/negative dependence, upper/lower tail 

dependence, as well as asymmetries, non-linearities, and non-ellipticities in dependence. 

 As Brechmann and Schepsmeier (2013) put it, there are several steps that need to be taken for fitting a vine 

copula model. As the first step, an appropriate vine tree structure has to be identified out of all possible pair-copula 

constructions. Such a vine tree structure could either be given by the data itself, or, in other contexts, has to be 

chosen manually or through expert knowledge. For a given vine structure, adequate copulas have to be selected. As 

the next step, the copulas in the vine structure chosen must be estimated. Tables 1 and 2 in appendix 2 summarize 

the main properties and dependence parameters of a set of elliptical and Archimedean copulas which are widely 

used as pair-copula building blocks. In the final step, the estimated copula-based model needs to be evaluated and 

compared to alternatives models. The workflow shown in Figure 3 summarizes, in a visual form, these steps of data 

analysis and model building for vine-copula-based models. 

Figure 3: Workflow of Data Analysis and Model Building in Vine-Copula Modeling 

 

Source: Brechmann and Schepsmeier (2013) 

 

4. Literature Review:  

In the past two decades, there has been a sizeable body of empirical literature devoted to examining various aspects 

of the U.S. crop insurance program. One aspect that has received considerable attention has been how different crop 

insurance plans should be rated. In this section, the existing literature on the U.S. crop insurance program is 

reviewed with an emphasis on Revenue Protection plans, Margin Protection plans, and copula methods. A select set 

of studies have been reviewed from the crop insurance literature, primarily concerning the structure and rating of 

these insurance plans. The information and knowledge gained from this part will be used to first identify the existing 

gaps in the respective literature and also to build up a theoretical framework to pursue the main purpose of the 

present paper. 

Chen and Goodwin (2010) design and propose multiyear crop insurance contracts that provide lower 

premium rates, and can be attractive for farmers. They use simulations to show that actuarially fair premium rates 

                                                           
18. For more information on these two features, you can see Joe, Li, and Nikoloulopoulos 2010. 
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for the multiyear plans were lower than corresponding single-year plans. They also investigate correlation patterns at 

county level in Iowa, seeing that correlation patterns vary from county to county, mostly due to heterogeneous 

weather patterns and geographical locations, as they argue. Moreover, they study the dependence using copula 

methods. They mention that the copula method provides better estimate of the dependence than Pearson correlation 

coefficient. They also provide an example of multiyear insurance contract design for Adair County in Iowa to show 

the details. They also exemplify how farmers can obtain partial payment each year and total indemnity at the end of 

the insurance contract term. They predict that the proposed multiyear plans will be an interesting insurance plan to 

both government agencies and farmers. 

Goodwin and Hungerford (2015) estimate copula-based models of systemic risk in U.S. agriculture and 

provide implications for crop insurance and reinsurance contracts. They evaluate the suitability of the current 

actuarial practices applied in rating revenue protection plans and the validity of the assumption of a Gaussian copula 

model to the pricing of dependent risks in the context of revenue protection insurance. They consider a number of 

alternative copula models and use combinations of pair-wise copulas of conditional distributions to model several 

sources of risk. Their findings and computed model-fitting criteria indicate that their approach is generally preferred 

to the conventional ones in the applications they examined. They also demonstrate that taking alternative approaches 

to modeling dependencies in a portfolio of risks may have significant implications for premium rates in crop 

insurance, which in turn can naturally have significant influence on the production and marketing decisions of 

producers. 

Ramsey et al. (2016) propose a new type of crop revenue insurance program called Exotic Price Coverage 

(EPC) and detail the construction and rating of the aforementioned insurance type. They argue that “this is a more 

general type of price replacement feature where the payout on the insurance policy is made on an order statistic or 

an average of prices,” compared to the current form of Revenue Protection programs, which are sold with a harvest 

price replacement feature that pays out on lost yields at the higher of a realized or projected harvest price. This type 

of insurance can be regarded as one of the add–ons to insurance policies with revenue guarantees that are exotic 

functions of prices. They go on to say that “price coverage is one area where private insurers have the flexibility to 

furnish products beyond those offered under the federal crop insurance program.” They also compare the EPC 

program with the RP program, and bring up deficiencies in conventional modeling approaches. As they state, 

common methods may not be flexible enough to account for multivariate aspects of risks. They model the within–

contract serial dependence of futures prices and state that this modeling is a prerequisite for pricing exotic coverage. 

In his study, they use copula methods and specifically elliptical and hierarchical Archimedean copulas, and show 

that it is possible to characterize underlying dependence structures and quantify the risk associated with these types 

of insurance offerings through copula modeling. They finally conclude that exotic price coverage is one possible 

avenue for private insurers to play a bigger role in agricultural insurance in the United States. 

Zhu et al. (2008) study the Whole-Farm Insurance (WFI) plan, which provides overall coverage to all of a 

farm’s crops
19

, and evaluate and model the risks of corn and soybean production by focusing on the risk of revenue 

variability that comes from variations in either prices, or yields, or both. They model yield through a family of Beta 

distributions, and model price shocks by the log-normal distribution. In order to characterize the behavior of the 

multivariate risk due to yield risk and price risk, which are usually highly correlated, they apply a copula approach 

and use various copula models and investigate their suitability in modeling yield and price risks. Finally, they 

illustrate their proposed copula approach with simulated data to calculate the premium rate of the whole farm 

insurance. Their results indicate that WFI is superior to crop-specific insurance since it is a more efficient risk 

management tool with actuarially fair premiums 36% cheaper than those for the combination of the corresponding 

crop-specific contracts at the same protection level. Their findings indicate that the efficiency and accuracy of 

modeling cross-crop yield and price associations and rating of whole-farm insurance contracts can be improved by 

                                                           
19. The idea of whole-farm insurance is to pool all of a farm’s insurable risks into a single insurance policy that provides cheaper premium rate at 
the same protection level against the gross farm revenue losses. 
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using the copula approach that they employ. Their simulation results also suggest that the crop producers would 

switch from purchasing the crop-specific revenue insurance contracts to the WFI contract if the WFI were offered. 

Additionally, they state that the social planner should take finding into consideration when the crop insurance 

program is designed, since this way, the subsidy plan in the crop insurance program would favor crop producers 

who purchase whole-farm contracts, which subsequently would improve the efficiency of crop insurance program.  

Ahmed and Goodwin (2015) use copula-based modeling to examine the dependence structure among 

spatially distinct agricultural commodity markets. They argue that such modeling will measure the speed of 

volatility transmission from one market to another. They have applied copula-based models that consider the 

multivariate joint distribution of food grain prices from different markets. In their analysis, they study three of the 

most traded food grains (rice, wheat and corn). Their findings imply that Gaussian copulas show statistically 

significant dependence for most price pairs between markets, but with small Kendall’s tau values, which imply low 

dependence among markets. Considering the fact that Gaussian copulas, by construction, do not capture tail 

dependence, they employ other copulas than Gaussian that are capable of capturing tail dependence. As a result, 

they find a significant improvement in Kendall’s tau values, implying a strong dependence. They finally conclude 

that identifying and understanding this high level of dependence among markets could serve as a risk management 

tool in future policy formulation and in price forecasting for both speculators in the commodity futures markets and 

policy-makers in food-importing countries. 

Chen and Chen (2016) analyze energy and agricultural commodity markets with the policy mandated using 

a vine copula-based ARMA-EGARCH model. That is, they analyze the dependence structure of commodities with 

the  policy  effect of  the Energy Independence and Security Act of 2007 along  the  biofuel  supply  chain  in  the  

U.S. agricultural market. They refer to EISA of 2007 which targets an increase in ethanol production to 36 billion 

gallons per year by 2022. They argue that since biofuels are mainly produced from agricultural commodities, 

increasing demand for biofuels would have an impact on agricultural commodity prices. They mention that linear 

models of relationships among crude oil prices and prices of agricultural commodities are not appropriate choices to 

explain the asymmetric dependency among these prices. They use daily futures data from January 1st, 2003 until 

December 31st, 2012 to examine linkages among crude oil futures, corn futures, soybean futures, soybean meal 

futures, rice futures, and wheat futures markets in the United States. In modeling the dependency of agricultural 

futures price returns in the United States, they use the skewed student’s t to describe the marginal distribution and 

vine copulas to build the joint distribution of residuals according to the lowest AIC values. They propose that vine-

copula modeling can provide a flexible measurement to capture an asymmetric dependence among the mentioned 

commodities. In fact, they employ vine copulas to better capture an asymmetric dependence among commodities 

using five U.S. agricultural commodities and crude oil. Their empirical results show that vine copula-based ARMA-

EGARCH(1,1) is an appropriate model to analyze returns dependency of crude oil and agricultural commodities 

before EISA. Based on their findings on the relationship among energy and agricultural commodities, they finally 

suggest that policymakers and industry participants should formulate and implement appropriate strategies for risk 

management, hedging strategies, and asset pricing. 

Bozic et al. (2014) provide a model that accounts for nonlinear dependence in pricing margin insurance for 

dairy farmers. In particular, they focus on the Livestock Gross Margin Insurance for Dairy Cattle (LGM-Dairy), and 

examine the assumptions underlying the current method being used to determine LGM-Dairy premiums. They 

analyze the dependence structure through copula methods. They find that there is a significant relationship between 

milk and feed prices that increases with time-to-maturity and severity of negative price shocks. They state that “a 

common theme in financial and actuarial applications and in agricultural crop revenue insurance is that tail 

dependence increases the risk to the underwriter and results in higher insurance premiums.” However, they claim 

that they present the first case ever in which tail dependence may actually reduce actuarially fair premiums for an 

agricultural risk insurance product. Their argument seems to be valid if one takes into account the natural hedge 

inherent in the computation of a margin that usually occurs when prices of both inputs and outputs move together. 
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They also challenge the assumptions underpinning the univariate marginal distributions used in the rating method, 

specifically those of no-biases in futures prices or implied volatilities inferred from option premiums, and those of 

marginal distributions being log-normal. They finally conclude that “rating methodology that accounts for tail 

dependence between milk and feed prices extends the optimal hedging horizon and increases hedging effectiveness 

of the LGM-Dairy program.” 

Gosh et al. (2013) propose a framework for optimal model mixing in a cross-validation context. Using two 

objective functions in the optimization process for optimal mixing weights of copulas in an out-of-sample 

framework allows for defining and designing specifications that are both efficient and flexible compared to the 

single copula distributions. Using data on corn from 1973-2009 for 602 counties in the Mid-west area two different 

efficient methods are proposed to generate the optimal mixtures using the cross validation approach. They use a 

resampling technique to check for the significance of the expected indemnities. The optimal mixture models that 

they apply indicate that the mixture between the Archimedean families rank best. 

One remarkable observation that can be noticed in this literature review section is that in cases where an 

insurance plan somehow includes several variables (potentially moving in the opposite direction – i.e., there is a 

natural hedge) (e.g., the LGM-Dairy insurance as studied by Buzic et al., 2014), or several periods (during which 

fluctuations occurring in the opposite direction offset each other – i.e., there is a natural hedge), or several products 

being insured altogether (among which price fluctuations could occur in the opposite direction offsetting each other 

– i.e., there is a type of hedge) (e.g., Whole Farm Insurance as studied by Zhu et al., 2008), then risk and 

subsequently the related risk premium reduces and a higher level of hedging effectiveness can be attained. The 

intuitive economic root causes of such phenomena could be explained through potential reasons such as natural 

hedge, movement of prices together (in the same or opposite direction), diversification, different desired weather 

conditions for different crops, etc. This result is in essence very similar to the general idea and the key insight of the 

modern portfolio theory (MPT) put forth by Harry Markowitz, which suggests that diversification reduces the 

overall risk of a (all-weather) portfolio to the systematic risk in the market. 

To conclude, it should be noted that much of the attention to the U.S. federal crop insurance program has 

been paid to Revenue Protection insurance programs thus far, and Margin Protection programs have not received 

much attention yet. As such, this is the identified lack in the existing literature that the present paper is to fill in. 

Further, MP insurance plans are financially attractive since the financial stability of farming operations depends 

more on operating margins than solely revenues. It is also theoretically interesting because there are comparably 

more random variables involved in the modeling of this insurance, compared to those of RP insurance plans. While 

copula-based modeling through mixtures of mixtures and vine copulas can bring us numerous desired properties, 

such as be a high degree of flexibility and a great power of predictability of joint behaviors of and dependence 

among random variables, they have been barely utilized in the context of crop insurance. Therefore, the present 

paper aims to model portfolio risks using mixtures of mixtures in the context of crop insurance program.  

 

5. Empirical Application:  

In this section, some quantitative investigations and empirical applications will be supplied so as to provide 

empirical evidence to support why copula-based modeling should be utilized to model MP insurance premiums, and 

also to propose a new method that better suit the nature of MPP than the conventional method of modeling 

dependence in rating MP premiums. Conducting this task (obtaining better fitted models of dependence than the 

conventional models) will be the ending point of the present paper, and next potential steps to advance this study 

(such as studying indemnities and premiums under the alternative and proposed methods, and showing how 

accounting for irregular dependence features such as tail dependence between input prices and output prices can 

result in higher levels of accuracy in rating premiums, and therefore higher levels of hedging effectiveness of MPP 
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in the mentioned markets) will be left for future research to be pursued later. The variables to be studied in this 

paper are as follows: the output prices and input prices that are relevant to the production of livestock. In particular, 

the LGM-Cattle plan is to be studied in greater details in this paper. The primary data to be used is daily spot prices 

of the related inputs and output from 2004 to 2015 from Commodity Research Bureau (CRB), and the variables of 

interest, in particular, include live cattle price, feeder cattle price, corn price, soybean price, and soymeal price. 

These are variables that are identified and insured in LGM programs. Prices will be studied in the form of price 

relative deviates (price shocks). The first empirical application models the multivariate distribution of the five 

random variables mentioned above. The second empirical application models the first three random variables 

introduced above, which are particularly relevant to the LGM-Cattle insurance plan.  

As noted earlier, in studying risks involved in an insurance plan, often, we are not interested merely in a 

single random variable, but instead we are often interested in the joint behavior of several random variables, which 

can be captured by a multivariate distribution function. Covariance and correlation matrices are two instruments that 

exhibit the linear association of the random variables involved. It is generally difficult to obtain much information 

by just inspecting the covariance matrix, since it depends on the variances of the random variables as well as the 

strength of the linear relationship between them. To gain a better understanding of the relationships between the 

random variables, it is more informative to examine their sample correlation matrix instead, since it only depends on 

the strength of the linear relationship between them, and not the variances anymore (Ruppert, 2011). Tables 1 and 2 

in appendix 1 present the tables of the summary statistics as well as the table of the coefficients of correlation for the 

variables under study.
20

  

Nonetheless, a coefficient of correlation is only a summary statistic of the linear relationship between 

variables. Since it is only a single numerical value, it does not reveal any information on how the dependence is 

distributed. As a consequence of this shortcoming, interesting features, such as nonlinearities, asymmetry, and non-

ellipticity in dependence, and/or tail dependence (i.e., the joint behavior of extreme values) still remain unrevealed 

and hidden when only correlations are estimated and examined.
21

 A possible solution to overcome this shortcoming 

is drawing the so-called scatterplot matrix. 

Despite the fact that lack of non-linearities, asymmetries, non-ellipticity, and tail dependence are typical of 

some contexts, they still should not be taken for granted. Rather, one should always look at the scatterplot matrix to 

investigate these features. The primary advantage of the assumption of multivariate normality (whose dependence 

parameter is the so called Pearson’s coefficient of correlation) lies in the fact that it simplifies many useful 

probability applications and calculations. For instance, it is often argued that if the returns on a set of financial assets 

have a multivariate normal distribution, then it can be said that the return on any portfolio formed from a 

combination of these financial assets will subsequently be normally distributed. In fact, this is because the return on 

the portfolio is indeed the weighted average of the returns on the financial assets. Therefore, the normal distribution 

could be used, for instance, to find the probability of some loss, say 5%, of the portfolio. These types of calculations 

have important applications in finding a Value-at-Risk (VaR) (Ruppert, 2011).
22

 However, the validity of the 

multivariate normality assumption should not be taken for granted. Instead, one should always check whether or not 

it holds, as there are many contexts in which the validity of this assumption is under question. 

                                                           
20. As for the table of summary statistics, it is important to note that although the magnitude of the average price deviates seem to be trivial, they 

are in fact average “daily” price deviates, and as a result, even such seemingly small deviates are absolutely considerable if one takes into account 
the compounding nature of price increases over time. 

 
21. To examine whether extreme values tend to occur together in the same period (here, on the same day), one can take advantage of scatterplots. Tail 
independence in the context of multiple random variables can be seen in a scatterplot matrix by noticing that the outliers have tendency to lie along x- 

and y-axes. On the other hand, tail dependence occurs when outliers tend to occur together, that is, in the upper-right and lower-left corners, instead of 

being concentrated along the axes. In short, when the outliers lie along x- and y-axes, it is said that the scatterplot indicates tail independence, while 
when the outliers are concentrated in the upper-right and lower-left corners, it is said that the scatterplot implies tail dependence. 

 
22. A stock portfolio provides a fine example to illustrate the notion of dependence. A portfolio is riskier if large negative returns on its individual 
assets tend to occur together on the same days.  
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If the only problem under such circumstances (violations of the multivariate normality assumption) is the 

existence of heavy tails, then one can apply alternatives, which include heavy-tailed multivariate distributions (to 

account for outliers), such as t-distributions for marginals together with a t-copula to join the marginals. However, if 

the extent of the problem is beyond the existence of heavy tails, and extends to include tail dependence, non-

linearities, asymmetries, and/or non-ellipticities in dependence, then the best alternative to multivariate normal 

distribution is the copula-based modeling of the joint behavior of the random variables of interest. As noted above, a 

solution to reveal these irregular and anomalous features in dependence is drawing the so-called scatterplot matrix. 

A scatterplot matrix is a matrix of scatterplots, each of which is a scatterplot for each pair of random variables. A 

scatterplot matrix is a good starting point to look at the above-mentioned interesting features of dependence. Figure 4 

depicts a scatterplot matrix for five of the random variables involved in the LGM insurance premiums calculations. 

Figure 4: Scatterplot Matrix for the Random Variables Involved in the LGM Insurance Premium 

 Calculations along with Their Histograms and Fitted Normal Densities 

 

This scatterplot matrix exhibits several features, which typically cannot be captured by the coefficient of correlation. 

These features include asymmetries in dependence, non-linearities in dependence, non-ellipticity in dependence, and 

tail dependencies,
23

 which indicate why one should not assume multivariate normality when modeling the joint 

behavior of such random variables. In addition, figure 5 demonstrates the scatterplot matrix of the random variables 

involved in the LGM insurance premium calculations together with the corresponding Q-Q plots of each pair of the 

                                                           
23. Considering the fact that the number of observations in this empirical application is quite large (2997), and that the dot points on the scatterplot 
matrix are rather large, clearly observing some of the above-mentioned interesting features on these scatterplots is hard or impossible.  
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variables. A Q–Q plot is a graphical method for comparing two univariate distributions by plotting the quantiles of each 

distribution against those of another. A Q–Q plot is usually employed to compare the shapes of two distributions, 

illustrating how interesting properties such as location, scale, and skewness are alike or different. Q–Q plots can also be 

used to compare the underlying distributions of two random variables, and graphically check whether they follow the 

same distribution or not. The Q-Q plots reported in the following scatterplot matrix imply that, except for few cases 

such as the pair of corn and soybean, almost all the variables follow different underlying distributions, implicitly 

suggesting that their marginal distributions should be modeled using various parametric distributions, which can be 

taken as an additional piece of evidence suggesting why we need copula methods for modeling dependence among the 

random variables at hand, as the alternative models such as multivariate t distributions only accommodate modeling of 

marginals following the same parametric distribution family (only student’s t marginals). 

 

Figure 5: Scatterplot Matrix for the Random Variables Involved in the LGM Insurance Premium  

Calculations Together with Q-Q Plots for Each Pair of Variables 

 

Another reason why one cannot always utilize multivariate normal distribution to model the joint behavior of a set 

of random variables lies in the fact that there are many cases where marginals are not normally distributed, which 

implies that a vector of the random variables involved will not have a multivariate normal distribution. According to 

Ruppert (2011), usually, “the marginal distributions of financial times-series are not well fit by normal distribution.” 

Under such circumstances, one needs to resort to copula-based modeling, which can accommodate non-normal 

marginals. This is one of the primary reasons why copulas are a popular method for modeling multivariate 

distributions. Figures 6 and 7 provide evidence on non-normality of the marginals being examined in the empirical 

application of the present paper; that is, they demonstrate that almost none of the marginals can be fit well by a 

(single) normal distribution. Figure 6 depicts the histograms of the marginals along with the fitted normal densities 
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of the five variables being investigated, and makes it evident that, in most case, the marginals are not well fit by 

normal distribution. Figure 7 shows the Q-Q plots of the sample quantiles versus theoretical normal quantiles for the 

marginals, which indicates non-normality of the marginals. The existence of these non-normal marginals can be 

considered as an additional piece of evidence to support the idea why one needs to take advantage of copula-based 

modeling for rating MP insurance premiums.  

Figure 6: Histograms and Fitted Normal Densities for Five Variables Involved in the LGM Insurance 
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Figure 7: Results of the Q-Q Plots of the Sample Quantiles vs. Theoretical Normal Quantiles for the Marginals 

                                           Corn Price Deviate                                       Feeder Cattle Price Deviate 

 
 

                                      Live Cattle Price Deviate                                     Soymeal Price Deviate                                                               

 
   Soybean Price Deviate 
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The Q-Q plot is a graphical tool to assess whether a set of data plausibly comes from some theoretical distribution 

such as a Normal. To check the validity of the assumption of multivariate normality which assumes marginal 

variables are normally distributed, we used Normal Q-Q plots to check the assumption. While straightforward, a Q-

Q plot is only a visual check, and as such, it should not be regarded as a formal proof. More formally, one can test 

normality of marginals using the Shapiro-Wilk (SW) normality test, as it has been done below in table 1.  

Table 1: Results of Shapiro-Wilk (SW) Normality Test 

Shapiro-Wilk Normality Test Results 

Variable $d_corn $d_fcat $d_lcat $d_soymeal $d_soybean 

Statistic 

and 

p-value 

W = 0.9682, 

p-value < 2.2e-16 

W = 0.60061, 

p-value < 2.2e-16 

W = 0.79964, 

p-value < 2.2e-16 

W = 0.95884, 

p-value < 2.2e-16 

W = 0.9534, 

p-value < 2.2e-16 

Test 

Result 

Normality is 

rejected 

Normality is 

rejected 

Normality is 

rejected 

Normality is 

rejected 

Normality is 

rejected 

 

 

The W statistic of the Shapiro-Wilk test of normality tests the null hypothesis that the population is normally 

distributed. Thus, when the p-value is less than a selected significance level, then the null hypothesis is rejected, 

implying that there is statistically significant evidence that the data tested are not from an underlying normally 

distributed population, i.e., the data are non-normal.
24

  

Now that it has been verified none of the marginals can be well fit by a single normal distribution, it seems 

reasonable to conjecture that these single-normal fits can be improved by fitting mixtures of normal distributions 

through the flexibility that such a mixture estimation method can potentially bring about. Typically, in a mixture of 

two normal distributions, each distribution can explain well one of the underlying sub-populations, through which, 

for instance, one can capture the mean of the whole population well, and another can capture the variance of the 

whole population well, which could overall improve the predictability power of the marginals and consequently that 

of the multivariate model of interest as a whole.  

In general, when the objective of estimation is to describe the distribution of a single variable, there might 

arise cases where the data at hand is not representative of well-known distributions. One possibility to deal with such 

a situation is to resort to a nonparametric method, such as kernel density estimation, to describe the distribution, so 

as to generate a smoothed, numerical approximation to the unknown distribution function. However, this approach 

might not be the best and the most succinct way to describe an unknown underlying distribution. Rather, a finite 

mixture model (FMM) provides a parametric alternative that describes the unknown distribution in terms of 

mixtures of well-known distributions. FMMs provide modelers with a flexible estimation framework for analyzing 

and modeling a wide variety of data. FMMs have several advantages, some of which are as follows. A FMM permits 

researchers to evaluate the probabilities of events or simulate draws from the unknown distribution (Kessler and 

McDowell, 2012). In addition, FMMs allow for a parametric modeling approach to one-dimensional cluster 

analysis. An additional benefit of using a model-based approach to clustering (such as FMM) is that it permits 

estimation and hypothesis testing within the framework of standard statistical theory (McLachlan and Basford 

1988). Furthermore, in the context of regression analysis, FMMs provide a mechanism that can take into account 

unobserved heterogeneity in the data. Some important categories of the data (e.g., age group, region, and gender) are 

not always measured. These latent classification variables can cause over-dispersion, under-dispersion, or 

                                                           
24. Some argue that the SW test could be statistically significant from a normal distribution in any large samples, which is due to the fact that the 

test is biased by sample size. As such, they suggest that an examination of the associated Q–Q plots needs to be done for verification in addition 
to the SW normality test. This task was conducted in the present paper before the SW normality test, verifying that the data are non-normal.  
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heteroscedasticity in a standard, traditional model. However, FMMs overcome these issues through the high 

flexibility they possess by construction (Kessler and McDowell, 2012). 

 In modeling joint behaviors of random variables, quite often, there is a delicate trade-off between flexibility 

and tractability. In this paper, the objective of the analysis is to attain as much flexibility as possible both in 

representing the marginals (through mixtures of normal distributions), as well as in representing the joint 

distribution of dependent random variables, here input prices and output prices (through mixture copulas and vine 

copulas), while still preserving a tractable approach to estimation and inference, in order to avoid the curse of 

dimensionality that a high-dimensional multivariate problem could typically present. In principle, with adequate data 

compared to the dimension of the multivariate data, a mixture model can fit a data set arbitrarily well and capture 

most of its features (Tran et al., 2014).  

  Regardless of the modeler’s purpose of employing mixture models, the theory of FMMs is based on the 

assumption that each of subpopulations follows a particular parametric form of distribution, and often this form is 

univariate normal (Benaglia et al., 2009). With regards to the computational procedures of FMM, the FMM method 

applies the fitted component distributions and the estimated mixing probabilities to calculate a posterior probability 

of component membership. An observation is assigned membership to the component with the maximum posterior 

probability. A FMM estimates two sets of parameters. One set consists of the parameters of the several separate 

distributions, and another set comprises the mixture parameter, which indeed estimates the probabilities of 

component membership for each observation (Benaglia et al., 2009). FMMs are typically estimated with the 

Expectation-Maximization (EM) algorithm within a maximum likelihood framework (Dempster, Laird, and Rubin 

1977) and with Markov Chain Monte Carlo (MCMC) sampling (Diebolt and Robert 1994) within a Bayesian 

framework (Leisch, 2004).  

Consider a generic FMM with K components of the following form: 
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where y is a dependent variable with conditional density function h, and x is a vector of independent variables, and 

πk is the prior probability of component k, and k is the component specific parameter vector for the density function 

f, and ),,,,,( 11
 kk   is the vector of all parameters. If f is a univariate normal density with component-

specific mean xk  and component-specific variance 2

k , then ),( 2  kkk  will be the vector of component-specific 

parameters (Leisch, 2004). 

Figure 8 depicts the mixtures of normal distributions fitted for the five variables being examined, and table 

2 reports the corresponding details related to the fitted single, individual, and mixture distributions. Also, figure 1 in 

appendix 2 demonstrates these fitted mixtures of normal in greater detail. Table 2 summarizes the goodness-of-fit 

measures for the fitted mixture, single, and individual normal curves of the random variables involved in the LGM 

insurance premium calculations. As the table reports, the measures of goodness-of-fit (AIC, BIC, and LLF) 

associated with the three mixture models are superior to those of their corresponding singular normal distributions. 

This suggests that the use of the mixtures of normal distributions will improve the predictability power of the 

marginals, which in turn enhances the predictability power of the multivariate model of random variables involved 

in the rating process of the LGM insurance premiums.  
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        Figure 8: Results of the Fitted Mixtures of Normal Distributions for the Marginals 

 

 

 

Table 2: The Summary Table of the Goodness-of-Fit Measures for the Fitted Mixture, Single, and Individual 

Normal Curves of the Random Variables Involved in the LGM Insurance Premium Calculations 
Goodness-

of-Fit 

Measures 

Corn 

Price 

(Mixture 

of 

Normals) 

Corn 

Price 

(Single 

Normal) 

Soybean 

Price 

(Mixture 

of 

Normals) 

Soybean 

Price 

(Single 

Normal) 

Soymeal 

Price 

(Mixture 

of 

Normals) 

Soymeal 

Price 

(Single 

Normal) 

Feeder 

Cattle 

Price 

(Mixture 

Normal) 

Feeder 

Cattle 

Price 

(Single 

Normal) 

Live 

Cattle 

Price 

(Mixture 

Normal) 

Live 

Cattle 

Price 

(Single 

Normal) 

AIC -15206.1 -14935.1 -16105.2 -15722.1 -15056.9 -14706.7 -22455.6 -18698.6 -22455.6 -18162.6 

BIC -15200.5 -14923.5 -16099.6 -15710.5 -15051.3 -14695.1 -22450.0 -18687.0 -22550.0 -18151.1 

LLF 7609.0 7470.6 8058.6 7864.1 7534.4 7356.4 11233.8 9352.3 11233.8 9084.3 

 

After obtaining better fits of marginals, now we can turn our attention to modeling the dependence among the 

random variables at hand. In appendix 1, tables 3 through 5 and figure 1 report the results of modeling the 

dependence among the variables of interest using select, conventional copula models, including Normal, t, Gumbel, 

and Clayton copulas. Tables 8, 9, and 10 in appendix 2 provide the properties of these copula functions in brief. In 



27 

 

the empirical applications of this paper, multivariate normal and t are treated as benchmarks to make comparisons 

with the fitted vine-copula models. As explained in section 3, the present paper proposes the use of mixture copulas 

and vine copulas to model dependence among variables involved in MP insurance plans, because of the numerous 

advantages of these copulas, which were introduced in section 3. Figure 2 in appendix 2 exhibits a snapshot of a 

visual comparison of some select bivariate copulas as a step of choosing the best copula families in the vine-copula 

model estimation, which occurs as the underlying computational processes in the statistical software R when 

selecting the best vine structures based on some optimization algorithms. Figure 3 in appendix 2 and its associated 

tables show pair-copula constructions (PCCs), R-vine trees, C-vine trees, D-vine trees, measures of goodness-of-fit 

(GOF), model selection, and parameter estimation for the five-dimensional empirical application. Figure 4 in 

appendix 2 and its associated tables present the similar reports for the case of the three-dimensional empirical 

application. Finally, figure 5 in appendix 2 demonstrates general 3-dimensional plots of the three-variable model, 

which is simulated from the three-dimensional R-vine model estimated. Such simulations can be later used for 

estimating actuarially fair premiums, as the continuation of the present research. After all, conducting this task is left 

for future research purposes. According to the Akaike Information Criterion (AIC), Bayesian Information Criterion 

(BIC), and Log-Likelihood Function (LLF) criterion, the mixture copulas and the vine-copula models estimated, 

(i.e., some mixture copulas were used as some of the building blocks of the vine-copula models), outperform the 

corresponding Gaussian and t copula models. Among the vine-copula models estimated for the 5-variable model, 

table 3 shows that based on all the three GOF criteria, R-vine is preferred to D-vine, and D-vine is preferred to C-

vine. For the 3-variable model, based on all the AIC and LLF criteria, R-vine is preferred to D-vine, and D-vine is 

preferred to C-vine. However, based on the BIC criterion, D-vine is preferred C-vine, and C-vine is preferred to R-

vine. This difference in model selection based on AIC and BIC (both of which are penalized-likelihood criteria) 

occurs as a result of the fact that the BIC criterion penalizes model complexity more heavily than the AIC criterion.  

 

Table 3: The Summary Table of the Goodness-of-Fit Measures for Different Vine Copula Models  

for the 3-Variable Model and the 5-Variable Model 

Model The 5-Variable Model The 3-Variable Model 

Vine/Criteria AIC BIC LLF AIC BIC LLF 

R-Vine -4370.700 -4280.620 2200.350 -64.77664 -34.74980 37.38832 

C-Vine -4324.684 -4240.609 2176.342 -62.92029 -38.89882 35.46014 

D-Vine -4360.152 -4270.072 2195.076 -63.77917 -39.75770 35.88959 

Test Result Based on all the three GOF criteria, R-vine is preferred to 

D-vine, and D-vine is preferred to C-vine. 

Based on all the AIC and LLF criteria, R-vine is preferred 

to D-vine, and D-vine is preferred to C-vine. However, 
based on the BIC criterion, D-vine is preferred C-vine, and 

C-vine is preferred to R-vine.  

 

The AIC and BIC are often used for comparing non-nested models. However, it is important to note that both of the 

C-vine and D-vine are special cases of a more general unclassified structure called R-vine, and as such, vine models 

are nested versions of each other. Hence, these models should be compared by a statistical test that is designed for 

comparing nested models. In short, the Vuong closeness test is likelihood-ratio-based test for model selection 

between two models that can be nested, non-nested or overlapping. The null hypothesis of the Vuong test is that the 

two models being compared are equally close to the true data generating process. The alternative hypothesis is that 

one of the models is closer that the other. Table 4 reports the results of the Vuong test for the 5-varibale model as 

well as the 3-variable model.  
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Table 4: The Results of Vuong Test for the Vine Copula Models Estimated 

Note: statistic: test statistics without correction - statistic.Akaike: test statistic with Akaike correction - statistic.Schwarz: 

test statistic with Schwarz correction - p.value: p-values of tests without correction - p.value.Akaike: p-values of tests 

with Akaike correction - p.value.Schwarz: p-values of tests with Schwarz correction 

 

As with the AIC and BIC, the Vuong test statistic could be corrected for the number of parameters used in the 

models to be compared. Two possible corrections have been suggested in the literature, which are called the Akaike 

correction and the Schwarz correction, which correspond to the penalty terms in the AIC and the BIC, respectively 

(rdrr.io, 2017). In short, table 4 reports the results of the Vuong test for the 5-varibale model and those for the 3-

variable model, showing that for both models, the results of the Vuong tests indicate that R-vine is preferred. The 

relatively better performance of R-vine copula models can be attributed to the more flexibility that R-vine models 

exhibit, primarily because of their less restricted choice of tree structures when optimizing the structure to better 

model dependence. 

To sum up, the mixtures-of-mixtures approach proposed in the present paper brings about two sets of 

advantages. With respect to marginals, using mixture marginal distributions is a parametric alternative for non-

parametric distributions, and allows to flexibly model unknown marginal distributions in the form of mixtures of 

well-known distributions, which in turn allows to evaluate the probabilities of events or simulate draws from the 

unknown distribution. It also allows for a (semi-)parametric modeling approach to one-dimensional cluster analysis 

of sub-populations in the marginals, which permits estimation and hypothesis testing within the framework of 

standard statistical theory. Taking this estimation approach to modeling marginals also enables researchers to easily 

characterize existing sub-populations in the marginals by classifying observations, and estimate sub-population-

specific parameters. With respect to dependence, using mixtures of copulas within the framework of vine copula 

models enables dependence modelers to effectively deal with high-dimensional problems, and easily accommodate 

complex dependence structures such as asymmetric, nonlinear, and non-elliptical dependence and/or strong joint tail 

behavior. Compared to their other alternatives for modeling high dimensions, the use of mixture copulas within the 

framework of vine copulas are superior in that they can end up with explicit functional forms; their conditioning 

mechanism yields simulation algorithms as well; and their models are easily constructed. Additionally, they are 

highly flexible compared to their competing methods, since one can select bivariate copulas from a rich variety of 

 5-Variable Model   3-Variable Model  

C5 vs. D5 C5 vs. R5 D5 vs. R5  C3 vs. D3 C3 vs. R3 D3 vs. R3 

Vuong test  

statistic 

Vuong test 

statistic 

Vuong test 

statistic 
Vuong test 

statistic 
Vuong test 

statistic 
Vuong test 

statistic 
-3.004444 -3.410513 -0.8180402 -1.22562 -0.808866 -0.6410602 

statistic.Akaike statistic.Akaike statistic.Akaike statistic.Akaike statistic.Akaike statistic.Akaike 

-2.84407 -3.269802 -0.8180402 -1.22562 -0.3893677 -0.2133251 

statistic.Schwarz statistic.Schwarz statistic.Schwarz statistic.Schwarz statistic.Schwarz statistic.Schwarz 

-2.362517 -2.847292 -0.8180402 -1.22562 0.8702527 1.071028 

p.value p.value p.value p.value p.value p.value 

0.002660664 0.0006484089 0.4133342 0.2203417 0.4185923 0.5214836 

p.value.Akaike p.value.Akaike p.value.Akaike p.value.Akaike p.value.Akaike p.value.Akaike 

0.004454126 0.001076228 0.4133342 0.2203417 0.6970041 0.8310734 

p.value.Schwarz p.value.Schwarz p.value.Schwarz p.value.Schwarz p.value.Schwarz p.value.Schwarz 

0.01815133 0.004409288 0.4133342 0.2203417 0.3841623 0.2841569 

D preferred R preferred R preferred D preferred R preferred R preferred 

Statistically 
significant 

Statistically 
significant 

NOT statistically 
significant 

NOT statistically 
significant 

NOT statistically 
significant 

NOT statistically 
significant 
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(parametric) families, including, but not limited to, elliptical, Archimedean, mixture copulas (e.g., BB1, BB6, and so 

on), etc. As a result, they accommodate positive/negative dependence, upper/lower tail dependence, as well as 

asymmetries, non-linearities, and non-ellipticities in dependence. These numerous significant advantages make the 

method of mixtures-of-mixtures (MOM) a very suitable and beneficial approach to modeling dependence in high 

dimensional spaces. 

Examining the structure and rating of margin protection insurance policies and modeling them through 

high-dimensional copula models help efficiently and accurately determine actuarially fair policy premiums. In 

particular, employing flexible mixtures of parametric distributions together with flexible mixtures of alternative 

copulas is an appropriate and advantageous approach to modeling dependence for such a high dimensional problem. 

This is primarily because the rating methodology that accounts for tail dependence, non-linearity, asymmetry, and 

non-ellipticity in dependence between input prices and output prices can result in better fits and consequently more 

accurate premiums, and therefore can increase the hedging effectiveness of the MPPs. As shown in the empirical 

application of this paper, goodness-of-fit tests affirm that the mixtures-of-mixtures method outperform conventional 

approaches (which are based upon single marginal distributions and the Gaussian copula model). Specifically, 

among the various types of vine copula models estimated, the results of the Vuong tests indicate that the R-vine 

model is preferred. The relatively better performance of R-vine copula models can be attributed to the higher degree 

of flexibility that these models exhibit, primarily because of their less restricted choice of tree structures when 

optimizing the structure towards attaining the best model of dependence.  

In fact, there are several reasons to explain why the conventional approaches to determining policy 

premiums might not be adequate, realistic, or sufficiently flexible to take into account the multivariate aspects of 

risks involved in farming operations. These include failure to allow for flexibility in modeling marginals as well as 

failure to account for abnormal and irregular features in dependence such as non-linearity, asymmetry, non-

ellipticity and tail dependence between input prices and output prices, which are typical of some contexts. As a 

result, the underlying assumptions based on which the MPP policy premiums are determined are in question in some 

circumstances, and normal and usual features of dependence should not be taken for granted. Working on such 

questionable assumptions and fragile premises when pricing margin protection insurance coverage could induce 

important distortions in the production and marketing decisions of farmers and producers.  

The U.S. federal crop insurance program is currently the primary mechanism of support to agricultural 

producers in the United States. The total liability covered by the program is so large that frequently exceeds 100 

billion dollars. Thus, the precision and accuracy of the rating methods of insurance premium rates provided by this 

huge federal program are of crucial importance, as even small deviations from actuarially fair premiums could result 

in significant distortions from socially desired outcomes, given the extremely large scale of the program as a whole. 

Assumptions and premises made about the nature of dependencies among different sources of risk, such as 

variations in output prices and inputs prices and their joint behaviors, in the empirical modeling of an insurance 

policy could have significant implications for the resulting values of the parameters and operation of the entire 

program. That is, making an invalid assumption about dependence among random variables could simply lead to 

misleading implications for the parameters estimated. The mixtures-of-mixtures method proposed in this paper 

allows modelers to take into account irregular dependence features (i.e., nonlinearity, asymmetry, and non-ellipticity 

in dependence as well tail dependence) among two or more dependent variables, and also enables modelers to 

flexibly model marginal distributions of interest by taking advantage of any parametric distribution or any mixtures 

of parametric distributions for modeling marginals.
25

 Then, it will be possible to characterize the accurate policy 

premium which is not necessarily the same as the premium that is obtained under the unrealistic assumptions about 

the dependence features. Put differently, it could be either greater or smaller than the premium obtained under the 

                                                           
25. Without copulas, modelers are usually limited to using normal or student’s t distributions, which may or may not explain well the frequency of 

the observations at hand. This freer choice of parametric distributions for modeling marginals will help modelers attain better fits, more predictive 
and more realistic models, and as a consequence, actuarially fairer premiums. 
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unrealistic assumptions, since it is free of those a priori assumptions.
26

 Conducting this task is left to be pursued later 

in future research. Hence, developing a clear understanding of the dependence structure among multiple random 

variables involved in MP insurance plans is a crucial prerequisite to accurately analyze how financially healthy the 

insurance plan of interest is likely to function and how the insurance premium should be priced. To this end, the 

mixtures-of-mixtures method to model multivariate sources of risks would shed light on how dependently the 

multivariate sources of the risks could behave. Findings of the present paper contribute to the existing knowledge 

and sizable, growing literature on the U.S. federal crop insurance program, and more specifically on the limited 

literature on the newly-introduced MP insurance programs. The findings of the paper also aid in the shaping of 

agricultural economic policies and interventions to enhance the status of agricultural production in the U.S. 

economy.  

 

6. Conclusion:  

The U.S. federal crop insurance program is currently the primary mechanism of support to agricultural producers in 

the United States. The total liability covered by the program is so large that frequently exceeds 100 billion dollars. 

Thus, the precision and accuracy of the rating methods of the insurance premiums of this huge federal program are 

of crucial importance, as even small deviations from actuarially fair premiums could result in significant distortions 

from socially desired outcomes, given the extremely large scale of the program as a whole. Margin Protection 

Programs (MPPs) are relatively new insurance plans that have been introduced and made available by the USDA’s 

Risk Management Agency (RMA). The attractiveness of these risk management instruments lies in the fact that the 

financial stability of agricultural production and farming operations is more dependent on margins than solely 

revenues. This paper examines the structure and rating of margin protection insurance policies. To efficiently and 

accurately determine actuarially fair policy premiums of MP insurance plans, it is necessary to first model the joint 

distribution function of input and output prices. The present paper proposes that this task can be effectively carried 

out using the mixtures-of-mixtures method.  

The mixtures-of-mixtures method proposed in this paper allows modelers to take into account irregular 

dependence features (i.e., nonlinearity, asymmetry, and non-ellipticity in dependence as well tail dependence) 

between two or more dependent variables, and also enables modelers to flexibly model marginal distributions of 

interest by taking advantage of any mixtures of parametric distributions for modeling marginals. Thereby, it will be 

possible to characterize the accurate policy premium which does not necessarily turn out to be the same as the 

premium that is obtained under the unrealistic assumptions about the dependence features (i.e., using the 

conventional methods). Conducting this last task is left to be pursued in future research later on.
27

 Hence, 

developing a clear understanding of the dependence structure among multiple random variables involved in MP 

insurance plans is a crucial prerequisite to accurately analyze how financially healthy the insurance plan of interest 

is likely to function, and how the insurance premium should be priced. To this end, the mixtures-of-mixtures method 

to model multivariate sources of risks would shed light on how dependently the multivariate sources of the risks 

                                                           
26. The existence of any sizable tail dependence between an input price and the output price, ceteris paribus, will result in a natural hedge, and 

thereby, accounting for such a tail dependence tends to estimate an actuarially fair premium rate that is lower than that computed using the 
conventional method (i.e., computed based on the assumption of multivariate normality, which by construction has zero tail dependence). On the 

other hand, the existence of any sizable upper tail dependence between two input prices, ceteris paribus, will result in a higher degree of risk, and 

thereby, accounting for such a tail dependence tends to estimate an actuarially fair premium rate that is greater than that computed using the 
conventional method (i.e., computed on the basis of the assumption of multivariate normality, which has no tail dependence). 

 
27. The next potential steps to advance this study (such as studying indemnities and premiums under the alternative methods, and showing how 

accounting for irregular dependence features such as tail dependence between input prices and output prices can result in higher levels of 
accuracy in rating premiums, and therefore higher levels of hedging effectiveness of MPP in the mentioned markets, and showing in what ways 

failure to account for the irregular dependence features can result in market distortions and inefficiencies) will be left for future research to be 

pursued later on. 
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could behave. In terms of the novelty of the ideas and methods being addressed and used in this paper, as far as the 

author is aware, it is the first time that a study models portfolio risks using mixtures of mixtures in the context of 

crop insurance, although it can also be applied for any sort of portfolio analyses. Additionally, though there have 

recently been very few studies, perhaps one or two, in the area of MP for the dairy market, the empirical application 

of the present paper is the first one that studies the MP insurance program in the context of the U.S. cattle production 

market (the LGM-Cattle program).   

 Empirical applications are presented to provide empirical evidence supporting why copula-based modeling 

should be utilized to model MP insurance premiums. Vine copulas generally create highly flexible copula-based 

models, since bivariate copulas can easily accommodate complex dependence structures such as asymmetric 

dependence or strong joint tail behavior. These copula models can accommodate other possible features such as non-

zero-tail-dependence, nonlinearity, and non-ellipticity in dependence. According to the results from the empirical 

applications, the AIC and BIC and LLF criteria confirm that the mixtures-of-mixtures model estimated, i.e. the 

mixture marginals together with mixture copula within the framework of vine copula models estimated, outperform 

the corresponding single normal marginals and Gaussian copula models.  

In sum, the mixtures-of-mixtures approach proposed in the present paper brings about two sets of 

advantages. As for marginals, using mixture marginal distributions is a parametric alternative for non-parametric 

distributions, and allows to flexibly model unknown marginal distributions in form of mixtures of well-known 

distributions, which in turn permits to evaluate the probabilities of events or simulate draws from the unknown 

distribution, and also allows for a (semi-)parametric modeling approach to one-dimensional cluster analysis of sub-

populations in the marginals, which permits and facilitates estimation and hypothesis testing within the framework 

of standard statistical theory. Taking this estimation approach to modeling marginals also enables researchers to 

easily characterize existing sub-populations in the marginals by classifying observations, and estimate sub-

population-specific parameters. As for dependence, using mixtures of copulas in the context of vine copulas allows 

dependence modelers to effectively deal with high-dimensional problems, and easily accommodate complex 

dependence structures such as asymmetric, nonlinear, and non-elliptical dependence and/or strong joint tail 

behavior. Compared to their other alternatives for modeling high dimensions, mixture copulas and vine copulas are 

superior in that have explicit functional forms; their conditioning mechanism yields simulation algorithms as well; 

and that their models are easily constructed. Additionally, they are highly flexible compared to their competing 

methods, since one can select bivariate copulas from a rich variety of parametric families, including, but not limited 

to, elliptical, Archimedean, mixture copulas (e.g., BB1, BB6, and so on), etc., and as a result, they accommodate 

positive/negative dependence, upper/lower tail dependence, as well as asymmetries, non-linearities, and non-

ellipticities in dependence. In particular, among the various types of vine copula models estimated, the results of the 

GOF tests and Vuong tests indicate that the R-vine model is preferred to the C-vine and D-vine models for the 

empirical application of the present paper. The relatively better performance of R-vine copula models can be 

attributed to the higher degree of flexibility that these models exhibit, primarily because of their less restricted 

choice of tree structures when optimizing the dependence structure towards attaining the best model of dependence. 

To conclude, these numerous massive advantages make the method of mixtures-of-mixtures (MOM) a very 

suitable and beneficial approach to modeling dependence in high dimensions. The method of mixtures of mixtures 

as a rating methodology can account for tail dependence, non-linearity, asymmetry, and non-ellipticity in 

dependence between input prices and output prices, which in turn can result in better fits and consequently more 

accurate premiums, and therefore can increase the hedging effectiveness of the MPPs. As shown in the empirical 

applications of this paper, goodness-of-fit tests affirm that the mixtures-of-mixtures method outperform the 

conventional approaches (which are based on single marginal distributions and the Gaussian copula model). In fact, 

there are several reasons to explain why the conventional approaches to determining policy premiums might not be 

adequate, realistic, or sufficiently flexible to take into account the multivariate aspects of risks involved in farming 

operations. These include failure to allow for flexibility in modeling marginals as well as failure to account for 
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abnormal and irregular features in dependence such as non-linearity, asymmetry, non-ellipticity and tail dependence 

between input prices and output prices, which are typical of some contexts. As a result, the underlying assumptions 

based on which the MPP policy premiums are determined are in question in some circumstances, and normal and 

usual features of dependence should not be taken for granted. Working on such fragile assumptions and questionable 

premises when pricing margin protection insurance coverage could induce important distortions in the production 

and marketing decisions of farmers and producers. Findings of the present paper contribute to the existing 

knowledge and sizable, growing literature on the U.S. federal crop insurance program, and more specifically on the 

limited literature on the newly-introduced MP insurance programs. The findings also aid in the designing of new MP 

insurance programs, and in the shaping of agricultural economic policies and interventions to enhance the status of 

agricultural production in the U.S. economy.  
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Appendix 1: Quantitative Investigations on Variables Involved in LGM Protection Insurance –  

Results from Benchmark, Baseline, and Conventional Methods 

Table 1: Table of Summary Statistics of the Variables of Interest 

Variable N Mean Std Dev Minimum Maximum 

p_corn 2997 435.6598 173.5788 179.0000 864.5000 

p_fcat 2997 133.4679 37.8251 73.6300 244.9900 

p_lcat 2997 106.8691 25.1307 73.8600 173.3600 

p_soymeal 2997 323.6597 107.9694 148.0000 618.7000 

p_soybean 2997 1028.8500 323.0678 480.0000 1790.0000 

d_corn 2997 0.0001527 0.0200115 -0.1615005 0.0856726 

d_fcat 2997 0.0003121 0.0106807 -0.0968035 0.2208619 

d_lcat 2997 0.0002022 0.0116796 -0.0588405 0.0716157 

d_soymeal 2997 0.0000982 0.0207887 -0.1307072 0.1412188 

d_soybean 2997 0.0000380 0.0175492 -0.1318199 0.0734492 
 

Table 2: Correlation Matrix of the Variables of Interest 

Correlation Matrix 

  d_corn d_fcat d_lcat d_soymeal d_soybean 

d_corn 1.0000 -0.0345 -0.0275 0.4555 0.5358 

d_fcat -0.0345 1.0000 0.1298 -0.0002 0.0001 

d_lcat -0.0275 0.1298 1.0000 0.0158 -0.0085 

d_soymeal 0.4555 -0.0002 0.0158 1.0000 0.7645 

d_soybean 0.5358 0.0001 -0.0085 0.7645 1.0000 
 

Figure 1: Scatterplot Matrix for the Random Variables Involved in the LGM Insurance Premium Calculations along 

with Their Histograms and Fitted Normal Densities 

 



35 

 

Table 3: Pearson’s, Kendall’s, and Spearman’s Correlation Matrices of the Variables of Interest in the Original Data 

The COPULA Procedure 

Model Fit Summary 

Number of Observations 2997 

Data Set WORK.DATA 

Copula Type Normal 

 

Correlation Matrix 

  d_corn d_fcat d_lcat d_soymeal d_soybean 

d_corn 1.0000 -0.0345 -0.0275 0.4555 0.5358 

d_fcat -0.0345 1.0000 0.1298 -0.0002 0.0001 

d_lcat -0.0275 0.1298 1.0000 0.0158 -0.0085 

d_soymeal 0.4555 -0.0002 0.0158 1.0000 0.7645 

d_soybean 0.5358 0.0001 -0.0085 0.7645 1.0000 

 

Kendall Correlation Matrix 

  d_corn d_fcat d_lcat d_soymeal d_soybean 

d_corn 1.0000 -0.0220 -0.0175 0.3010 0.3600 

d_fcat -0.0220 1.0000 0.0829 -0.0001 0.0001 

d_lcat -0.0175 0.0829 1.0000 0.0100 -0.0054 

d_soymeal 0.3010 -0.0001 0.0100 1.0000 0.5540 

d_soybean 0.3600 0.0001 -0.0054 0.5540 1.0000 

 

Spearman Correlation Matrix 

  d_corn d_fcat d_lcat d_soymeal d_soybean 

d_corn 1.0000 -0.0330 -0.0263 0.4388 0.5180 

d_fcat -0.0330 1.0000 0.1240 -0.0002 0.0001 

d_lcat -0.0263 0.1240 1.0000 0.0151 -0.0082 

d_soymeal 0.4388 -0.0002 0.0151 1.0000 0.7491 

d_soybean 0.5180 0.0001 -0.0082 0.7491 1.0000 
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Figure 2: Simulated Normal Copula with Uniform Marginals 

Scatterplot Matrix 

of the Original Data Transformed into Uniform Marginals (Copula) 

 
The COPULA Procedure 
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Table 4: Results for the Fitted t Copula to the Data 

 
The COPULA Procedure 

Model Fit Summary 

Number of Observations 2997 

Data Set WORK.DATA 

Copula Type T 

Log Likelihood 2048 

Maximum Absolute Gradient 1.49776E-6 

Number of Iterations 10 

Optimization Method Newton-Raphson 

AIC -4073 

SBC -4007 

 

Algorithm converged. 

 

Parameter Estimates 

Parameter Estimate Standard 

Error 

t Value Approx 

Pr > |t| 

DF 9.362831 0.611111 15.32 <.0001 

 

Correlation Matrix 

  d_corn d_fcat d_lcat d_soymeal d_soybean 

d_corn 1.0000 -0.0328 -0.0257 0.4708 0.5519 

d_fcat -0.0328 1.0000 0.1215 0.0035 0.0060 

d_lcat -0.0257 0.1215 1.0000 0.0079 -0.0038 

d_soymeal 0.4708 0.0035 0.0079 1.0000 0.8053 

d_soybean 0.5519 0.0060 -0.0038 0.8053 1.0000 

 

Kendall Correlation Matrix 

  d_corn d_fcat d_lcat d_soymeal d_soybean 

d_corn 1.0000 -0.0209 -0.0164 0.3121 0.3722 

d_fcat -0.0209 1.0000 0.0775 0.0022 0.0038 

d_lcat -0.0164 0.0775 1.0000 0.0050 -0.0024 

d_soymeal 0.3121 0.0022 0.0050 1.0000 0.5960 

d_soybean 0.3722 0.0038 -0.0024 0.5960 1.0000 
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Table 5: Results for the Fitted Gumbel and Clayton Copula Models to the Data 

 
The COPULA Procedure 

Model Fit Summary 

Number of Observations 2997 

Data Set WORK.DATA 

Copula Type Gumbel 

Log Likelihood 335.26170 

Maximum Absolute Gradient 7.50466E-7 

Number of Iterations 5 

Optimization Method Newton-Raphson 

AIC -668.52341 

SBC -662.51804 

 

Algorithm converged. 

 

Parameter Estimates 

Parameter Estimate Standard 

Error 

t Value Approx 

Pr > |t| 

Theta 1.113446 0.006043 184.25 <.0001 

 
 

 

 

 

The COPULA Procedure 

Model Fit Summary 

Number of Observations 2997 

Data Set WORK.DATA 

Copula Type Clayton 

Log Likelihood 354.37987 

Maximum Absolute Gradient 3.5527E-10 

Number of Iterations 5 

Optimization Method Newton-Raphson 

AIC -706.75973 

SBC -700.75437 

 

Algorithm converged. 

 

Parameter Estimates 

Parameter Estimate Standard 

Error 

t Value Approx 

Pr > |t| 

Theta 0.191931 0.009027 21.26 <.0001 
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Appendix 2: Quantitative Investigations on Variables Involved in LGM Protection Insurance –  

Results from the Proposed Methods by the Present Paper 

Figure 1: Results of the Fitted Mixtures of Normal Distributions for the Marginals 
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Table 1: Summary Table of the Estimated Parameters of the Mixture, Single, and Individual  

Normal Curves (mu, sigma, and lambda) 
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Figure 2: Underlying Process for Comparing Select Bivariate Copulas to Choose the Best Copula Families 
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Figure 3: Pair-Copula Constructions (PCCs), R-Vine Trees, C-Vine Trees, D-Vine Trees, Measures of Goodness-

of-Fit, Model Selection, and Parameter Estimation for the Five-Dimensional Empirical Application 

(The Five-Variable Model) 
 

 

Optimized R-Vine Tree Configuration and Estimated Parameters 

    
 
 

                                 
 

Table 2: Summary Table of the Estimated Dependence Parameters in R-vine Structure 

Tree Edge # Family Family Name Par Par2 

1 3,2 2 t 0.13 12.67 

1 1,3 224 Tawn2_90 -1.14 0.05 

1 5,1 2 t 0.54 5.59 

1 5,4 2 t 0.80 2.91 

2 1,2 ; 3 1 N -0.03 - 

2 5,3 ; 1 214 Tawn2_180 1.58 - 

2 4,1 ; 5 2 t 0.05 30 

3 5,2 ; 1,3 14 Gumbel_180(SG) 1.02 - 

3 4,3 ; 5,1 14 SG 1.02 - 

4 4,2 ; 5,1,3 0 I - - 

Type: R-vine         LLF: 2200.58         AIC: -4271.16         BIC: -4281 

1: d_corn       2: d_fcat     3:d_lcat     4:d_soymeal     5:d_soybean 
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Optimized C-Vine Tree Configuration and Estimated Parameters 

 

         
 

            
 

 

Table 3: Summary Table of the Estimated Dependence Parameters in C-vine Structure 

Tree Edge # Family Family 

Name 

Par Par2 

1 1,2 1 Gaussian -0.0355 - 

1 1,3 5 Frank -0.19235 - 

1 1,4 2 t 0.459454 7.783127 

1 1,5 2 t 0.539195 5.5942 

1 1,2 ; 1,3 2 t 0.13164 12.878641 

1 1,2 ; 1,4 14 SG 1.012362 - 

1 1,2 ; 1,5 14 SG 1.019673 - 

3 2,3 ; 5,2 3 Clayton 0.041528 - 

3 2,4 ; 3,2 3 Clayton 0.00982 - 

3 4,3 ; 5,1,2 2 t 0.745286 3.3898 

1: d_corn       2: d_fcat     3:d_lcat     4:d_soymeal     5:d_soybean 
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Optimized D-Vine Tree Configuration and Estimated Parameters 
 

 
 

 

     
 

Table 4: Summary Table of the Estimated Dependence Parameters in D-vine Structure 

Tree Edge # Family Family 

Name 

Par par2 

1 1,2 1 Gaussian -0.03551 - 

1 2,3 2 t 0.132183 12.71171 

1 3,4 3 Clayton 0.029354 - 

1 4,5 2 t 0.803797 2.91101 

1 4,5 ; 3,4 5 Frank -0.18839 - 

1 3,4 ; 2,3 16 SJ 1.010134 - 

1 2,3 ; 1,2 24 Gumbel_90 -1.01743 - 

3 1,4 ; 3,2 2 t 0.46056 7.886461 

3 4,3 ; 2,5 2 t 0.008927 27.97411 

3 5,1 ; 2,3,4 2 t 0.332713 12.92332 

1: d_corn       2: d_fcat     3:d_lcat     4:d_soymeal     5:d_soybean 
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Figure 4: Pair-Copula Constructions (PCCs), R-Vine Trees, C-Vine Trees, D-Vine Trees, Measures of Goodness-

of-Fit, Model Selection, and Parameter Estimation for the Three-Dimensional Empirical Application 

(The Three-Variable Model) 

 

 

Optimized R-Vine Tree Configuration and Estimated Parameters 

 

 

 

                           
 

 

 

Table 5: Summary Table of the Estimated Dependence Parameters in R-vine Structure 

Tree Edge # Family Family Name Par Par2 

1 3,1 134 Tawn_270 -1.14 0.05 

1 3,2 2 t 0.13 12.67 

2 2,1 ; 3 1 Gaussian -0.03 - 

Type: R-vine         LLF: 37.39         AIC: -64.78         BIC: -34.75 

1: d_corn       2: d_fcat     3:d_lcat 
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Optimized C-Vine Tree Configuration and Estimated Parameters 

 

 

 
 

 

 

 

Table 6: Summary Table of the Estimated Dependence Parameters in C-vine Structure 

Tree Edge # Family Family Name Par par2 

1 1,2 1 Gaussian -0.0355 - 

1 1,3 5 Frank -0.1923 - 

2 1,2 ; 3 2 t 0.1316 12.8786 

1: d_corn       2: d_fcat     3:d_lcat    
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Optimized D-Vine Tree Configuration and Estimated Parameters 

 

 

 
 

 

 

 

 

 

Table 7: Summary Table of the Estimated Dependence Parameters in D-vine Structure 

Tree Edge # Family Family Name Par par2 

1 1,2 1 Gaussian -0.0355 - 

1 1,3 2 Frank 0.1322 12.7117 

2 1,3 ; 2 5 t -0.1884 - 

1: d_corn       2: d_fcat     3:d_lcat    
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Figure 5: General 3D Plots of the Three-Variable Model Simulated from the Three-Dimensional Model Estimated 
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Table 8: Bivariate Functional Forms of Well-Known Copula Families 

Copula Name Copula Functional Form 
 

Independent copula uvvuC  ),(  
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Archimedean  copula )}()({),( 1 vuvuC   
where  is the copula generator.  

 

Clayton copula 
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Table 9: Properties of Bivariate Elliptical Copula Families 

 
Source: Brechmann and Schepsmeier (2013) 

 

 

Table 10: Properties of Bivariate Archimedean Copula Families 

 

Note:  


 


0
1

1)exp(

/
)( dx

x

c
D  is the Debye function. For =1, the upper tail dependence coefficient of the BB8 is 2-2

1/
. 

Source: Brechmann and Schepsmeier (2013) 


