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Abstract

When a police officer decides whether to initiate a traffic stop, the
driver’s race is less likely to be known during darkness, but always
observed after the stop takes place. If officers use information opti-
mally, this flow of information about race leads to specific empirical
predictions, which are tested using data on traffic stops in Minneapo-
lis. The prediction about stops is supported, but those concerning
searches are not. This pattern of results implies that police choices
were inconsistent, which is evidence against both statistical discrim-
ination and optimizing with a taste for discrimination. The results
may reflect cognitive biases present in the time-sensitive decision to
initiate a stop.
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1 Introduction

There are large racial disparities in traffic stops, both in the rate at which drivers
are stopped and in the probability of a search subsequent to a stop. The use
of race in policing is contrary to public policy in the United States and illegal
in many jurisdictions.1 Attributing these disparities to race per se—establishing
a racial bias—is difficult, however. Does race affect decisions about people who
are—to a police officer—otherwise observationally identical? This question can
be asked about either traffic-stop decision point, but in economics they have been
disconnected. Most analyses of search rates have assumed that police use race in
their decisions and have developed methods to distinguish between reasons for
bias, specifically, statistical discrimination and prejudice (Knowles, Persico and
Todd, 2001; Hernández-Murillo and Knowles, 2004; Anwar and Fang, 2006; Close
and Mason, 2006; Antonovics and Knight, 2009). The sparser literature about
stops has been concerned with testing for racial bias without regard to causes
(Jeffrey Grogger and Greg Ridgeway, 2006—GR henceforth—and Horrace and
Rohlin, 2016).2

This paper brings together the analysis of stops and searches by developing
and empirically testing a model of optimizing police officers—police officers as
homo economicus—that makes separate empirical predictions about stops and
searches based on the information available at the two decision points. The anal-
ysis relies on two simple behavioral assumptions. First, police officers maximize
expected net benefits from stops and searches. Second, race is payoff-relevant
information for police officers, either because of law enforcement benefits or taste
for discrimination or both.

The empirical predictions of the model are driven by two features of the flow
of information about race. First, during darkness race is less likely than during
daylight to be known when the officer decides whether to initiate a stop. This is
the fact that GR leverage to identify racial bias in stops. The second, which I use

1As of 2014, 30 states had some form of racial profiling statute (NAACP, 2014).
2Part of the reason for the disconnect is that any study of racial bias in traffic stops and
searches faces a nearly intractable statistical challenge: only a tiny fraction of what a police
officer observes is recorded in the data. Thus all of the cited papers rely on strong identifying
assumptions of various sorts.
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here to extend GR’s methodology to searches, is that race can be easily observed
after the stop takes place, so that during darkness stops are more likely to reveal
information about race, which can then be used in the search decision.

Statistical identification also relies on GR’s insight that in urban areas driving
patterns are more tied to clock time than to whether it is light or dark. Thus
driving and policing patterns at, say, 6:30 P.M. are essentially the same whether
it is June (still light) or December (already dark). By restricting the sample to
stops that occur between the times of the earliest and latest sunset of the year,
which they term the intertwilight period, GR argue that they isolate exogenous
variation in the rate at which police officers can discern the race of drivers. Since
this assumption is pivotal, it is discussed extensively in section 3.1 and robustness
checks are reported in section 6.1, including restricting the analysis to stops near
switches to and from daylight saving time.

Section 3 shows that these behavioral and identification assumptions lead to
GR’s prediction (the proportion of stopped drivers who are black is lower during
darkness) and two additional predictions about discretionary search rates during
the intertwilight period: (i) Search rates for black drivers will be higher during
darkness than during daylight. (ii) Search rates for white drivers will be lower
during darkness. The search-rate predictions are generated by the fact that a
higher fraction of drivers of unknown race are stopped during darkness, and
the implied selection changes in opposite directions for white and black drivers.
The predictions about search rates are a direct consequence of optimizing police
officers using race in the decision to stop a vehicle.

There may at first seem to be little point in looking for racial bias in two
separate decisions made by the same person, but consistency in decision making
is the hallmark of optimization in economics. The model highlights the fact
that the stop and search decisions are not separable, so testing both predictions
can, on the one hand, strengthen conclusions about presence or absence of racial
bias or, on the other hand, reveal behavioral inconsistencies that a single test
cannot. In fact, applied to data collected during 2002 by the Minneapolis Police
Department, the tests generate results that imply inconsistent decision making.
There is strong evidence that police use race in stops—the fraction of stopped
white or black drivers who are black is more than 5 percentage points lower
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during darkness than daylight.3 If police used race consistently, the search rate
predictions should be supported as well, but there is evidence against them.
Since statistical discrimination is an outcome of optimization, the inconsistency
is evidence against statistical discrimination. It is also evidence against optimal
exercise of a taste for discrimination.

There are three possible reasons for finding this pattern of results. First, the
evidence of racial bias in stops could be a false positive because of failure of the
identification assumptions; section 6 argues that this is unlikely. The second is
that the additional assumptions about information in search decisions are invalid.
These assumptions are weak, however, so the most plausible interpretation is that
police officers’ behavior was, in fact, inconsistent (section 7). The possibility that
police officers do not behave as homo economicus is likely to have important
implications, not only for understanding their choices, but also for designing
interventions to mitigate the pernicious effects of racial bias.

One explanation for inconsistent decisions, which adds structure to the de-
viation from optimality, is that cognitive processing of information involved in
a police officer’s decision to stop a motorist is different than that employed in
the decision to search a motorist who has already been stopped. Although this
hypothesis is necessarily speculative in the present context, research on decision
processes in other contexts reveals that outcomes often differ sharply between
decisions made rapidly on the basis of intuition and those to which conscious
thought has been applied (Kahneman, 2011). Specifically, the stop decision is
taken under considerable time pressure and is based on much less specific infor-
mation (beyond an observed traffic violation). In the metaphor used by Kahne-
man (2011), “System 1” is active in the stop decision, while the search decision
can be processed by “System 2.” System 1 employs heuristics that can lead to
bad judgements in some contexts.

In the context of processing information about race, this bifurcation of cogni-

3The traffic stop data used in this paper were collected by the Minneapolis Police Department
during 2002 because of contemporary concern about racial profiling in Minnesota. The
Department subsequently instituted efforts to avoid profiling, some of which were outlined
in a federal mediation agreement in December 2003. There was also a change in Department
leadership at the beginning of 2004. More recent data would be required to evaluate the
impacts of these changes.
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tive processes suggests that the circumstances of the stop decision are more likely
to trigger implicit discrimination (Bertrand, Chugh, and Mullainathan, 2005).
This hypothesis would imply that subconscious racial bias can be offset in the
deliberative process following the stop so that evidence of racial bias would tend
not to be evident in searches, even if present in stops, as found here. Second, it
would suggest that training with a narrow focus on avoiding the use of heuristics
could be more effective than training with a general goal of making officers aware
of bias in their decisions.

The paper proceeds as follows. Section 2 discusses GR’s key identifying as-
sumption in more detail. Section 3 analyzes how darkness affects stop and search
decisions when race enters into officers’ objective function. Section 4 describes
the data in and discusses issues about how to define a discretionary search. Sec-
tion 5 tests the predictions about stops and searches, and section 6 considers
robustness to violations of assumptions. Section 7 considers implications and
interpretations of the empirical results.

2 Grogger and Ridgeway’s empirical strategy

Grogger and Ridgeway’s approach to detecting racial bias in stops (which I
adopt) starts with the observation that recognizing the race of a driver is more
difficult in darkness than in daylight.4 A simple day-night comparison is insuffi-
cient, however, because driving and policing patterns differ throughout the day.
There is no reason to think these variations are independent of race. Moreover,
data on these patterns are not generally available and expensive to collect.

GR refine the day-night comparison by noting that there are times of day
that are before sunset during part of the year and after sunset during part of
the year (also between earliest and latest sunrise, but there are many fewer
traffic stops early in the morning). They argue that in urban areas driving
and policing patterns are more tied to the clock than to whether it is dark, so
that the populations of drivers at risk of being stopped as well as how they

4GR cite evidence that rates of recognizing race are rather high during daylight and very low
during darkness.
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are observed by police officers are approximately the same at a given time of
day whether it is dark or not. If this identification assumption is correct, the
darkness-daylight contrast generates variation in the ability of police officers to
know the race of a driver before initiating a traffic stop that is not correlated with
unobservable determinants of stops. Thus they propose discarding stops that did
not happen between the time of earliest sunset and latest sunset; they refer to this
as the “intertwilight period.” (In Minneapolis the evening intertwilight period is
roughly between 5 and 9 P.M.)

Given this source of variation, the empirical question is: How does the the
experience of black drivers change relative to white drivers when it becomes dark?
GR assume that, if there is a bias against black drivers, the fraction of drivers
stopped who are black should be higher when race is observed than when race is
not observed (that is, the prediction is not based on an explicit model of police
behavior). They show that this prediction carries over to an imperfect indicator
of whether race is observed, namely whether it is dark, though the measured
effect is biased downward. Thus, the method identifies only the sign of bias.

For essentially the same reason, the test can have low power; an observa-
tion carries no information if the officer could not identify the driver’s race ex
ante.5 Also, as GR point out, if police are able to infer the driver’s race from
characteristics of the vehicle that are visible in darkness, the power of the test
will be lower (because the race recognition gap between daylight and darkness is
reduced).

A related concern is that police may use “vehicle profiling”—statistical dis-
crimination based on a correlation between characteristics of vehicles (which may
be less visible in darkness) and characteristics of drivers. To the extent that ve-
hicle profiling is an indirect way of identifying black drivers, it strengthens the
identification of racial bias. But if, for example, it is used to identify drivers with
low socioeconomic status, which is correlated with race, GR’s test for racial bias
could create false positives. This concern is discussed further in section 6.

5Horrace and Rohlin (2016) use detailed information about the locations of streetlights relative
to stops to increase the power of the test. Precise location information is not available in
the data used here.
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3 Predictions about stops and searches

If police officers systematically use information about race, they have two oppor-
tunities to do so: in deciding whether to stop a vehicle and in deciding whether
to initiate a search. This section develops predictions about how decisions of
an optimizing officer are affected by how darkness alters the flow of information
about race. It provides an explicit decision-theoretic foundation for GR’s stop
rate test and extends the logic to testable predictions about searches.

The overall decision structure and information flow are intended to mimic that
which occurs in an encounter between a driver and a police officer. The officer
first observes some characteristics and behaviors of a driver and, sometimes,
race. The officer then decides whether or not to stop the vehicle. If a stop takes
place, the officer observes the driver’s race as well as additional characteristics
and behaviors, then decides whether to search.

Prior to a stop, the officer observes a set of non-race characteristics and
behaviors x (shortened to “characteristics” in the sequel). This generally includes
a traffic violation. The officer also observes R ∈ {w, b, u}, an indicator of whether
the driver’s race is white (w), black (b), or unknown (u). For simplicity I assume
that officers do not make errors (e.g., identifying a w driver as b) or probabilistic
judgements of race (for example, “The probability that driver is white is 0.7.”).6

The latter is inconsequential, as explained below.

Let ` = 1 indicate daylight and ` = 0 darkness. Race is observed with
probability δ during daylight and η during darkness, i.e., P (R = u|` = 1) = 1−δ
and P (R = u|` = 0) = 1 − η. I assume that, conditional on `, whether race is
observed and x are independent. Until stated otherwise, time of day (t) is held
constant, and I suppress this time notation until needed.

After a stop takes place, the officer observes additional non-race characteris-
tics and race. Denote all characteristics known after the stop by x∗ (to be clear,

6The statement that officers do not make probabilistic judgements refers to direct observation
of race. Non-race characteristics may contain information correlated with race and, in any
case, police officers would have priors based on population proportions.
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x ⊂ x∗), and denote the post-stop observation of race by R∗ ∈ {b, w}. I will also
use R∗ to denote the actual race of an individual.

The police receive benefits from traffic enforcement and from criminal law
enforcement, but the process of stopping and searching a motorist whom they
have observed also has psychological costs or benefits, potential legal costs, and
opportunity costs (such as foregone traffic enforcement). For analytical conve-
nience I separate these into three parts. The first part is the benefit stemming
directly from an observed traffic violation (e.g., issuing a speeding ticket), which
I denote by A. A is a random variable in the sense that officers encounter mo-
torists randomly, but for simplicity, I assume these benefits are known prior to
the stop and are independent of whether race is observed (though not necessarily
of race). A does not play a large role in the sequel, but highlights the role that
traffic enforcement plays in the law enforcement aspects of police decisions.

The second component, S, is the net of all other benefits and costs of stopping
an observed motorist, including the cost of the stop, but excluding expected costs
and benefits of a potential search. For instance, S could represent the realized
benefit of stopping motorist suspected of being intoxicated or, if there is a taste
for discrimination, the psychological benefit of stopping a black driver. The
marginal value of foregoing the stop is normalized to zero.

The third component, S∗, is the net benefit of a search. The marginal value of
foregoing a search (returning to patrol after issuing a citation or warning) is also
normalized to zero. It is not necessary to assume that A, S or S∗ is independent
of race, time of day, or location. It is also not necessary to reduce S∗ to a binary
success measure, as papers focusing on hit rates implicitly do.

Letting s = 1 denote that a stop takes place with s = 0 otherwise, the stop
decision is

max
s∈{0,1}

{
0, s
(
A+ E[S|x,R] + max{0,E[S∗|x,R])}

}
for R ∈ {b, w, u}. After a stop takes place, benefits (or costs) A and S are
received, and the officer observes race (R∗) and x∗. Letting h be an indicator for
a search, the officer solves

max
y∈{0,1}

{
(1− h)(A+ S) + h

(
A+ S + E[S∗|x∗, R∗]

)}
.
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I now turn to assumptions that add more structure to the decision problems,
giving them empirical content. Let E[V |x,R] = E[S|x,R] + max{0,E[S∗|x,R]};
; this is the expected net benefit of a prospective stop given x and pre-stop
information about race.

Assumption 1. Officers order characteristics such that if x ranks higher than y,
E[V |x,R] > E[V |y,R] for any R and if x∗ ranks higher than y∗ then E[S∗|x∗, R∗] >
E[S∗|y∗, R∗]. The orderings meet standard conditions on preference orderings:
completeness, transitivity, and reflexivity.

This assumption means, first, that officers coherently evaluate the non-race
characteristics and, second, that these characteristics affect the perceived return
in the same direction, regardless of race. For notational convenience, represent
the ordering of characteristics by a scalar function J(x) or J∗(x∗).7 By construc-
tion E[V |J,R] is increasing in J and E[S∗|J∗, R∗] is increasing in J∗.

The stop decision can be rewritten as

max
s∈{0,1}

{
0, s
(
A+ E[V |J,R]

)}
, (P-1)

where I assume that E[V |J,R] 6= E[V |R] (officers observe relevant information
other than race). The search decision is

max
y∈{0,1}

{
(1− y)(A+ S), y

(
A+ S + E[S∗|J∗, R∗]

)}
. (P-2)

A lot of detail is swept into the rather inclusive definitions of S and S∗.
However, the only specific assumption about S and S∗ that is required for the
empirical predictions is that race enters officers’ choice problem in a specific
way:

Assumption 2. Race changes the expected return from stops and searches:

(i) E[V |J1, b] = E[V |J2, w] implies J1 < J2, and

7One could instead directly assume “suspicion indexes” J and J∗. However, it is helpful later
to recognize that J and J∗ summarize an array of characteristics.
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(ii) E[S∗|J∗1 , b] = E[S∗|J∗2 , w] implies J∗1 < J∗2 .

Note that J affects the return from a stop only through its influence on the
return from a possible search, which cannot take place unless the stop does.
Assumption 2 does not say why expected returns differ by race, only that when
officers observe a driver’s race, their (discrete) choices may be affected. The
results in the remainder of this section elucidate how this assumption interacts
with darkness to affect the outcomes of the stop and search decisions.

3.1 Decision to stop

Let F (J,A,R, `) denote the joint distribution of observed characteristics, traffic
enforcement benefits, race observation, and light level. The following assumption
is sufficient (but not necessary) to rule out the possibility that the distribution
of observed characteristics reverses the effect of Assumption 2 in stops.

Assumption 3. (i) For any fixed A and `, F (J |A,w, `) ≥ F (J |A, b, `). (ii) For
any fixed J and `, F (A|J, w, `) ≥ F (A|J, b, `).8

To understand the role of this assumption, suppose that the characteristics
of black drivers led police officers to think them much less likely on average to be
carrying contraband than white drivers. In terms of the net expected benefit of
making a stop, that would offset to some extent whatever effect race has through
Assumption 2. In principle, the offset could be large enough to reverse any effect
of racial bias; black drivers would be treated better than white drivers despite
racial bias.

The next assumption is that the distribution of J does not depend on ` after
conditioning on whether race is observed.

Assumption 4. F (J |A,R, ` = 1) = F (J |A,R, ` = 0) and F (A|J,R, ` = 1) =
F (A|J,R, ` = 0).

8These are the inequalities required for first-order stochastic dominance, but I do not assume
strict inequality for some J or A, respectively.

9



The first part of this assumption greatly simplifies notation and results in
clearer empirical predictions, but it is difficult to judge whether it is a good
approximation to reality. In particular, problems could arise if non-race charac-
teristics used by police are correlated with race and their visibility changes with
darkness. Potentially that could either hide evidence of bias or generate findings
of bias where none exists. These possibilities are therefore assessed in detail in
section 6. Substantively, the assumption is a stand-in for the idea that changes
in visibility of non-race characteristics do not overwhelm or, more importantly,
mimic the effect of changing visibility of race. The assumption implies that `
enters the analysis in the remainder of this section only via its effect on the
visibility of race.

The second part, about the distribution of observed traffic violations is eas-
ier to evaluate. Driving violations, such as speeding or running red lights are
readily visible at night. Equipment and registration violations are less visible in
darkness, but can be excluded as a robustness check (section 6).

Consider a police officer’s observation of a single motorist at a particular
time t. Since E[V |J,R] is increasing in J , the equation A + E[V |Jr(A), R] = 0
defines Jb(A), Jw(A), and Ju(A), which are the levels of J that trigger a stop
when race is observed to be b, w, or u, respectively. Assumption 2 implies
that Jb(A) < Jw(A). Conversely, if race does not affect the expected return
from stops, Jb(A) = Jw(A). Let W (t) and B(t) be the rates at which officers
encounter vehicles driven by white and black drivers, respectively. Then

E[V |J, u] =
W (t)

W (t) +B(t)
E[V |J, w] +

B(t)

W (t) +B(t)
E[V |J, b]. (1)

Thus Ju(A) lies between Jb(A) and Jw(A).9

Denote by P (stop|R∗, R,A) be the probability an R∗ driver (R∗ ∈ {b, w}),
observed as R ∈ {b, w, u}, is stopped, conditional on A. (Recall that time of
day is being held fixed.) The stopping probabilities for drivers of known race

9Relaxing the assumption that officers do not make probabilistic judgements about race would
change the weights in equation (1), but would not change the conclusion Jb(A) < Ju(A) <
Jw(A), which is the key point here.
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(R = R∗) are

P (stop|b, b, A) =

∫ ∞
Jb(A)

dF (J |A, b)

P (stop|w,w,A) =

∫ ∞
Jw(A)

dF (J |A,w).

(2)

Assumption 3 and the fact that Jb(A) < Jw(A) imply that10

P (stop|b, b, A) > P (stop|w,w,A). (3)

The stopping probabilities for drivers of unknown race (r = u) are

P (stop|w, u,A) =

∫ ∞
Ju(A)

dF (J |A,w)

P (stop|b, u, A) =

∫ ∞
Ju(A)

dF (J |A, b).
(4)

Assumption 3 and the fact that Jb(A) < Ju(A) imply11

P (stop|b, b, A) > P (stop|b, u, A) (5)

and similarly, since Ju(A) < Jw(A),

P (stop|w,w,A) < P (stop|w, u,A) and

P (stop|b, u, A) ≥ P (stop|w, u,A).
(6)

Integrating A out of inequalities (3)–(6), we have the following key inequali-
ties:

P (stop|b, b) > P (stop|b, u) ≥ P (stop|w, u) > P (stop|w,w). (7)

10Assumption 3 makes it possible to compare the integrands in (2) to show inequality (3).
11This is where Assumption 4 is used in this section. Otherwise, the distributions in (2) and

(4) would also depend on whether race is observed as well as actual race. Effectively, the
assumption rules out the possibility that the distribution of J is so much worse when race is
unobserved that it offsets the disadvantage of being known to be black and/or it is so much
better that it offsets the advantage of being known to be white.
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(Assumption 3 guarantees that the directions of the inequalities remain the same
when A is integrated out.)

Two assumptions about the effect of darkness are used to statistically identify
the effect of race on stops.

Assumption 5. Darkness impedes recognition of race: η < δ.

GR’s insight that darkness can be used as exogenous variation in visibility of
race during the intertwilight period is embedded in the following assumption.

Assumption 6. During the intertwilight period, the following do not depend
on whether it is dark or light: (i) the distribution of actual race and non-race
characteristics of drivers (as distinct from characteristics observed by police, x);
(ii) the rates at which police observe vehicles driven by b motorists, B(t), and w
motorists, W (t); and (iii) the unconditional distribution of costs of stopping or
searching motorists.

As discussed in section 2, this assumption asserts that comparing outcomes
between daylight and darkness adequately controls for the mix of drivers on the
road, their vehicles, their driving, and their criminal behavior. Similarly, policing
might be more intensive in certain neighborhoods or certain times of day, but
this assumption requires only that the pattern is stable during the sample period.
It does not require absence of geographic or intra-day variation.

For example, in 1998 the Minneapolis Police Department introduced a crime-
reduction strategy called CODEFOR, which uses the spatial distribution of 911
calls and crime reports to allocate police resources (Myers, 2002). Consequently,
several areas received high-intensity law enforcement, and more police patrols
increased the number of traffic stops. The residents of most of these areas were
disproportionately racial minorities, and therefore stopped drivers were as well.
However, the existence of the CODEFOR program does not violate Assump-
tion 6 because the program did not appear or disappear during the period under
study.

Another aspect of Assumption 6 deserves examination. Taken at face value,
it assumes that those with outstanding warrants or those carrying contraband or
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stolen property do not respond to changes in police actions that result from the
difference between daylight and darkness. Other things equal, if black offend-
ers realize their race is more likely to trigger a stop during daylight, they will
avoid driving then. Conversely, if white offenders realize they are more likely
to be stopped during darkness, they will avoid darkness. It seems unlikely that
offenders are completely unresponsive to policing strategies.

Knowles, Persico, and Todd (2001) and others have made the opposite as-
sumption, that offenders respond optimally. This is also unlikely. Although
some offenders probably behave strategically, the discussions in Engel and John-
son (2006) and Johnson (2007) of cues used by police suggest that many offenders
do not, and that some of their attempts to do so create incongruities that draw
police attention. Dominitz (2003) argues that offenders are unlikely to have
sufficient information to efficiently neutralize police strategies.

Assumption 6 has the advantage that strategic responses by offenders would
attenuate the effects of darkness predicted below, but would not eliminate them
entirely if some offenders do not respond optimally. In other words, strategic
responses would not create false positive findings of racial bias. It is also impor-
tant to bear in mind that offenders are a small fraction of the population, and
the attenuation would be proportional to that fraction.

Recall that δ and η are the probabilities that race is recognized prior to the
stop during daylight and darkness, respectively. Applying the inequalities in (7),
the key insight of GR’s test is this:

P (stop|b, ` = 1) = δP (stop|b, b) + (1− δ)P (stop|b, u)

> ηP (stop|b, b) + (1− η)P (stop|b, u)

= P (stop|b, ` = 0),

(8)

and, similarly,
P (stop|w, ` = 1) < P (stop|w, ` = 0). (9)

It follows that at a given time of day the fraction of stopped drivers who are
black will be larger during daylight (` = 1) than darkness.

Inequalities (8) and (9) capture the main idea behind the test, but they hold
time of day fixed, so using them empirically requires aggregating them to an
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interval, T . Define B̃(t) = B(t)/
∫
s∈T B(s) ds and W̃ (t) = W (t)/

∫
s∈T W (s) ds

and recall that B(t) and W (t) do not depend on `. Then

P (stop|b, ` = 1, t ∈ T )

P (stop|w, ` = 1, t ∈ T )
=

∫
t∈T P (stop|b, ` = 1, t)B̃(t) dt∫
t∈T P (stop|w, ` = 1, t)W̃ (t) dt

>

∫
t∈T P (stop|b, ` = 0, t)B̃(t) dt∫
t∈T P (stop|w, ` = 0, t)W̃ (t) dt

=
P (stop|b, ` = 0, t ∈ T )

P (stop|w, ` = 0, t ∈ T )
.

(10)

The center inequality follows from inequalities (8) and (9), which say that the
numerator on the left is pointwise greater than the numerator on the right and
that the denominator on the left is pointwise less than the denominator on the
right. Rearranged, inequality (10) is GR’s prediction about stop rates:12

Prediction 1. The proportion of drivers stopped during any interval within
the intertwilight period who are b is lower when ` = 0 than when ` = 1: P (R =
b|stop, ` = 0)− P (R = b|stop, ` = 1) < 0.

Before turning to the search decision it is useful to summarize the roles of
assumptions in reaching this prediction. Assumptions 1 and 2 say that officers
are optimizers and use race in that process. Assumption 3 states conditions that
are sufficient to guarantee that the racial bias is not hidden by other factors that
favor stopping w drivers. Assumption 6 says the comparison between daylight
and darkness will not be confounded by other factors. Assumption 4 rules out the
possibility that changes in the distribution of non-race characteristics generate a
false positive finding of racial bias.

3.2 Decision to search

In stopping a vehicle, the officer has in essence purchased an option on a search.
Once a stop has taken place, the officer observes a broader set of characteristics

12GR reach this prediction by assuming P (stop|b, b)/P (stop|w,w) > P (stop|b, u)/P (stop|w, u)
for the entire intertwilight interval and showing that the direction of the inequality is not
changed when daylight/darkness is not perfectly correlated with visibility of race.
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and behavior, x∗, and the driver’s race is always observed. The officer then
chooses whether to exercise the option.13

In many ways the decision to search is very similar to the stop decision, but
there are two key differences. First, race is learned if it wasn’t previously known.
Second, the drivers about whom search decisions are made are the population
of stopped drivers, which is selected differently during darkness than during
daylight.

Let G(J∗) be the distribution function of J∗. The analysis requires two
assumptions about G(J∗). I assume first that after the stop no relevant charac-
teristics are hidden by darkness.

Assumption 7. G(J∗|R∗, ` = 0) = G(J∗|R∗, ` = 1).

In practical terms this is a mild assumption since the officer can inspect the
vehicle and driver at close range after the stop and can use artificial illumination.
Thus the distribution of J∗ is affected by ` only via the latter’s influence on the
racial mix of drivers who are stopped (Prediction 1).

Assumption 8. If J2 > J1, then G(J∗|J2, R∗) < G(J∗|J1, R∗).

This assumption (which differs from first-order stochastic dominance only in
using strict inequality for all J) asserts that the orderings underlying J and J∗ are
consistent with one another in the following sense: If, say, illegally tinted windows
raise suspicion before the stop, then they also shift the distribution of post-stop
suspicion to the right—a high J∗ is more likely, though post-stop observations of
other characteristics could still lead to low J∗. The assumption would be invalid
if officers ignored non-race information in making stops. Section 7.1 argues that
this conjecture is factually incorrect.

Turning now to analysis of the decision whether to search, note that the
solution to problem (P-2) is determined by the sign of E[S∗|J∗, R∗]. Since the

13Stricter requirements must be met for a search to be legal than a stop (Harris, 1997), but
I assume the the legality of a search is factored into S∗. The option language suggests the
possibility of statistical discrimination based on the variance of S, but I do not pursue that
possibility.
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expectation is increasing in J∗, there are two thresholds J∗b and J∗w such that a b
driver is searched if J∗ > J∗b and a w driver is searched if J∗ > J∗w. Assumption 2
implies that J∗b < J∗w.

For a given A, the stop decision means that the population of stopped drivers
is a mixture of two truncated samples of all drivers. For b drivers it consists of
drivers with J > Jb(A) or J > Ju(A), according to whether their race was
observed or not prior to the stop. Darkness shifts the mixture toward truncation
at Ju(A) and therefore shifts the overall distribution of J for b drivers to the
right. Assumption 8 implies that the distribution of J∗ shifts right as well, so a
higher percentage are searched during darkness.

Although the process just described occurs at the stopping stage, it is driven
by concerns about searches because J affects the value of the stop only via
a possible search; J enters problem (P-1) only because it affects the expected
return from a search. Put differently, police officers use J in decisions about
stops only because by initiating a stop they acquire an option to search, which
they might exercise after receiving additional information.

Parallel logic for w drivers works in the opposite direction. Darkness again
drives the mix toward the distribution truncated at Ju(A), but for w drivers this
means a leftward shift of the overall distribution of J . Their distribution of J∗

also shifts to the left so that fewer searches are conducted during darkness.

Thus Assumptions 1–8 imply the following predictions about the use of race
in search decisions. A more formal derivation can be found in the appendix.

Prediction 2. In any interval during the intertwilight period:

(i) A higher fraction of stopped b drivers are searched during darkness than
during daylight: P (search|stop, R∗ = b, ` = 0) > P (search|stop, R∗ = b, ` =
1).

(ii) A lower fraction of stopped w drivers are searched during darkness than
during daylight: P (search|stop, R∗ = w, ` = 0) < P (search|stop, R∗ =
w, ` = 1).
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To put this in terms of the public discourse about race and traffic stops, the
politically charged term “pretextual stop” could be interpreted as acquiring an
option to search when the observed A and J are relatively low, but the driver is
observed to be black. Part (i) of the prediction is an implication of the fact that
darkness interferes with this practice. Part (ii) would be the “white privilege”
converse.

It may seem surprising that Bayes’ Theorem was not used to reach these
predictions since the model of the search decision clearly describes a process of
Bayesian updating. In fact, though, Prediction 2 is a consequence only of the
ordering of the thresholds for stops and searches (Jb(A) < Ju(A) < Jw(A) and
J∗b < J∗w). Put differently, officers do not need to be precise optimizers for the
prediction to hold.

4 Data

As part of a state-sponsored study, the Minneapolis Police Department gathered
data on every traffic stop that took place during 2002, a total of 53,559 stops.14

Only stops of black and white drivers are used in the analysis. During the inter-
twilight period there were 10,567 of these. Although data were collected in other
jurisdictions, I use only Minneapolis to avoid complications arising from mixing
jurisdictions. Also, Minneapolis recorded the most stops of any jurisdiction by a
factor of four (the St. Paul Police Department did not participate). Each record
includes the race of the driver as perceived by the police officer after the stop
was completed (i.e., after direct observation of the driver), the time and date,
the reason for the stop, and, if a search took place, details about the reason for
and outcome of the search. Officer race was not recorded.

All of the data are from reports by the police officer who conducted the stop,
but these data were not integrated into the normal record-keeping process of
the state or city so there is no way to verify the accuracy of the data. Nor did
police cars have video cameras at the time. (In fact cameras were purchased in

14See Myers (2002) for a discussion of the social and political context in which the data were
collected.
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2004 with a grant awarded for participation in the study.) Given the conflicting
demands on officers, it seems likely that some stops were not recorded, but there
is no reason to think that this creates any statistical bias.

As noted, race of the driver is based the officer’s perception, not self-classification
by the driver. Drivers’ self-classifications are not available in the data, but of-
ficers’ classifications would be preferred here in any case since officers are the
decision makers whose choices are being examined for bias. A separate issue is
whether officers accurately recorded the race they believed the driver to be, but
there is no evidence of any falsification.

As illustrated by table 1, racial differences in the raw data are stark: 47.0
percent of black or white drivers stopped were black, but only 18.5 percent of
the combined driving-age population in 2000 was black.15 Discretionary searches,
defined in two ways, were even more concentrated: fully three-quarters of these
searches were of black drivers.

4.1 Intertwilight interval

The evening intertwilight interval is defined as clock times between the earliest
and latest sunsets of the year; these are the hours for which it is light at some
times of the year and dark at other times. Stops that took place before sunset are
categorized as daylight stops. Stops that took place after the end of civil twilight
are classified as darkness stops.16 Stops that took place during civil twilight are
excluded in order to sharpen the distinction between daylight and darkness. The
morning intertwilight period (only 4.5 percent of intertwilight stops) is defined
analogously. Times for sunrise, sunset, beginning of civil twilight, and end of
civil twilight are from the U.S. Naval Observatory.17

15About 16 percent of the 2000 black population was foreign-born according to the Census,
predominantly East Africans.

16Evening civil twilight is defined as the period between sunset and the time at which the
center of the sun is 6 degrees below the horizon, a period which is difficult to define as either
daylight or darkness.

17http://aa.usno.navy.mil/data/docs/RS OneYear.php
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Table 1: Stops and searches by race

(percent of total)

White Black
Driving age populationb 81.5 18.5
Stops (all hours) 53.0 47.0

Stops during intertwilight interval

Stops 52.2 47.8

Discretionary searches
Narrow definitionc 24.0 76.0
Wide definitionc 24.7 75.3

Discretionary searches as percent of stops
Narrow definitionc 4.4 15.3
Wide definitionc 7.8 25.8

bRescaled from CCJ/IRP (2003), based on 2000 Census.
cFor definition see section 4.2.

A scatterplot of the dates and times of stops is shown in figure 1. Note that
the shift to and from daylight saving time causes discontinuities in the times
that separate daylight stops from darkness stops and stretches the intertwilight
period. The morning intertwilight period is two hours shorter than the evening
period because the discontinuities instead compress the intertwilight interval.

4.2 Discretionary searches

During the data collection, when a driver, vehicle, or passenger was searched,
the officer was required to record which type of search took place and one of
the following “authority to search” options: verbal or written consent, “observa-
tion of contraband,” “officer safety,” or “incident to arrest.” The model applies
only to searches the officer decides to undertake—discretionary searches. As
Hernández-Murillo and Knowles (2004) point out, failing to make this distinc-
tion has important consequences. The Minneapolis data has the advantage of
being able to separate discretionary and non-discretionary searches. However,
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Figure 1: Date and Time of Intertwilight Traffic Stops
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Darker points correspond to stops that occurred during darkness.
The curved empty band is the civil twilight interval. Stops during
civil twilight are excluded from the analysis.
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because of the design of the data collection process, there is some ambiguity
about whether certain searches were discretionary. I therefore use two defini-
tions of discretionary searches that differ by the inclusion or exclusion of one
ambiguous category of searches.

Consent searches and officer safety searches are clearly discretionary. There
were only five contraband observed searches during the intertwilight period.
None led to an arrest, so I classify them as discretionary. I exclude searches
in which only the passenger is searched because the race of passengers was not
recorded.

The “incident to arrest” category is where the narrow and broad definitions
differ. When an arrest takes place, the police officer is required to search the
arrested individual, thus the search is considered “incident to arrest.” There are
complications, however. If the officer had probable cause to arrest the driver
before conducting the search, the search can be legally considered “incident to
arrest,” even if an arrest does not take place. In State v. Bauman,18 a Minnesota
case that explicated this principle, the situation was described as follows:

At the time [the officer] asked Bauman to step out of his car so [the
officer] could search for identification, [the officer] had accumulated
significant information. He knew that the driver had given the name
and date of birth of an individual with a valid driver’s license, but
the registered owner of the vehicle had a suspended license. He also
knew that the driver said he did not have his license with him, could
not say how old he was, was unsure of his address, was unsure of the
purported car owner’s address, and could not tell the officer where he
was going. On these facts, he had probable cause to arrest Bauman
for providing false information to an officer.

In fact, Bauman was not arrested, although the Bauman search was considered
“incident to arrest.” It was also clearly discretionary, which would be the case
whenever an arrest did not take place and the search was undertaken under
the legal authority of incident to arrest. Searches that fit this description are,
therefore, considered discretionary under both definitions.

18State v. Bauman no. C5-98-224, November 24, 1998.
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It is easy to imagine that the Bauman search could have turned up contra-
band or stolen property. In that scenario, an arrest would have taken place,
but the search itself would have been no less discretionary. Thus the broader
definition of discretionary search includes all searches classified as incident to
arrest. Unfortunately, it is impossible to distinguish in the data searches that fit
this scenario from searches that took place because the driver was arrested—for
example, was identified as the suspect in a prior crime.

There is one further complication involving incident to arrest searches. When
a vehicle is impounded, a search of the vehicle is mandatory, but impoundment
was not an authority to search option on the form. Apparently, for impound-
ments, officers typically classified the search as “incident to arrest” (probably
because this generally implies a mandatory search). Thus, I consider incident to
arrest searches in which only a vehicle search took place to be non-discretionary
under both definitions.19

5 Empirical implementation

5.1 Stops

This section tests Prediction 1 using 2002 data from Minneapolis. These stop
rate results closely parallel the report by Ritter and Bael (2009). The test is im-
plemented using logit regressions in which the dependent variable is an indicator
of a black driver, and the key independent variable is a dummy for darkness.20

Table 2 reports average marginal effects of darkness from regressions in which
only stops from the morning and evening intertwilight periods are included.
These are estimates of the difference in the probability of a stopped driver being

19See CCJ/IRP (2003) for details. Except for the five “contraband observed” searches, my
narrow definition of discretionary searches exactly follows that report. The broad definition
includes all searches except those that appear to be impoundment searches and seven searches
with incomplete data.

20Although I follow GR’s lead in using logits, results from linear probability models are nearly
identical.
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Table 2: Stop rate tests

Average marginal −0.052∗∗∗ −0.068∗∗∗ −0.058∗∗

effect of darkness (0.010) (0.011) (0.021)

Time-of-day controls No Yes Yes
Month controls No No Yes

Significance: *** = 0.01, ** = 0.05, * = 0.1. N = 10,567 Average marginal ef-
fects from logit regressions using stops from morning and evening intertwilight
periods. Bootstrap standard errors based on 500 replications. Time-of-day
controls are dummies for 16 minute intervals.

black during darkness compared to daylight, P (b|stop, ` = 0)− P (b|stop, ` = 1).
The first column reports estimates that use no controls. The second columns
adds dummies for 16-minute intervals of clock time (16 minutes divides both in-
tertwilight periods almost exactly) to allow for possible intra-day changes. The
third column also adds seasonal controls in the form of month dummies.

The results indicate that the share of stopped drivers who are black is between
5 and 7 percentage points lower during darkness, consistent with Prediction 1.
The effects are quite robust to the inclusion of time-of-day and month controls.
There seems to be little doubt that there was racial bias in traffic stops during
2002.

5.2 Searches

The additional implications of Prediction 2 are that darkness raises the prob-
ability of discretionary searches of black drivers and lowers the probability for
white drivers. Table 3 reports results of regressing an indicator for a discretionary
search on an indicator for darkness and controls separately for each race. The av-
erage marginal effects shown in the table are estimates of P (search|stop, R∗, ` =
0) − P (search|stop, R∗, ` = 1) for R∗ = b and R∗ = w. Only intertwilight stops
not resulting in searches or leading to discretionary searches are included in the
regressions. The impacts of darkness are nearly all statistically indistinguishable
from zero. For black drivers the signs are opposite those predicted. The marginal
effects for white drivers in columns 1 and 2 are statistically significant and their
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Table 3: Search rate tests

Sample Narrow definition Broad definition

Black drivers −0.012 −0.014 −0.015 −0.019 −0.023 −0.044∗

(0.012) (0.013) (0.023) (0.013) (0.014) (0.026)
N = 4,447 N = 4,972

White drivers −0.010∗ −0.013∗∗ −0.001 −0.007 −0.012 −0.002
(0.006) (0.006) (0.013) (0.007) (0.008) (0.015)

N = 5,244 N =5,429

Joint hypotheses (p-values):
Prediction 2 0.210 0.199 0.189 0.065 0.061 0.034
Both equal zero 0.167 0.082 0.977 0.310 0.122 0.315

Time-of-day controls No Yes Yes No Yes Yes
Month controls No No Yes No No Yes

Significance: *** = 0.01, ** = 0.05, * = 0.1. Dependent variable is a dummy for a discretionary
search; sample excludes stops resulting in non-discretionary searches. Average marginal effects of
darkness from logit regressions using stops from morning and evening intertwilight periods. Boot-
strap standard errors based on 500 replications. Time-of-day controls are dummies for 16 minute
intervals. The joint null hypotheses are described in the text.

signs are consistent with predictions. However, these effects are robust to neither
inclusion of seasonal controls nor to the definition of discretionary search.

Since the two inequalities in Prediction 2 are manifestations of the same
mechanism, it makes sense to test them jointly. The bottom of the table displays
results of two tests. The line labeled “both equal zero” reports tests of the null
that β1 = β2 = 0 in the logit regression21

P (search) = Λ(β0+β1black idarki + β2white idarki

+ black icontrolsiγ + white icontrols iδ + εi)
(11)

Those tests together with the effects reported in the table indicate there is not
much evidence in favor of Prediction 2. But is there evidence against it?

The effects of darkness are predicted to be positive for blacks and negative for

21This is a convenience for testing and produces the same estimates as separate estimates for
black and white drivers.
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whites; Prediction 2 does not suggest a specific point null hypothesis. The row
labeled “Prediction 2” reports the fraction of bootstrap replicates of equation 11
with β̂1 > 0 and β̂2 < 0 (the region where Prediction 2 is borne out). This can
be interpreted as a simple diagnostic or as the p-value of a nonparametric (pairs)
bootstrap test of the null hypothesis that β1 > 0 and β2 < 0.22

6 Robustness

Heavy reliance on strong identification assumptions is necessary in all research
on race in traffic stops simply because so little information is available (e.g.,
Knowles, Persico and Todd’s assumption that criminals respond optimally to
police actions). The core assumptions used here can be summarized simply:
Observed changes in the treatment of a given race between daylight and dark-
ness are due to the differential observability of race and are neither masked by
nor caused by differences in patterns of driving and policing or differences in
the observability of non-race characteristics. This section assesses whether the
results of the previous section could be generated by violations of the assump-
tions about the intertwilight period and how darkness changes the visibility of
non-race characteristics.

6.1 Seasonality

Important seasonality of driving or policing would undermine the core idea be-
hind GR’s methodology (Assumption 6). Although the estimates in sections 5.1
and 5.2 include seasonality controls, two additional robustness checks were per-
formed. First, unreported results based on excluding days outside the academic
year (May 15 through Labor Day) are not materially different than those already
reported.

22The logic behind this procedure is the same as for a test of single-parameter null β2 > 0 in
which the p-value is simply the fraction of replicates for which β̂2 > 0, the hypothesis test
equivalent of the confidence interval estimated using percentiles of the bootstrap distribution
of β̂2. Bootstrapping t-statistics rather than coefficients yields p-values that differ by no more
than 0.01 from those in table 3.
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Table 4: Stop rate tests near time changes

Average marginal −0.198∗∗∗ −0.200∗∗∗

effect of darkness (0.051) (0.051)

Time-of-day controls No Yes

Significance: *** = 0.01, ** = 0.05, * = 0.1. N = 379 Aver-
age marginal effects from logit regressions using stops from morn-
ing and evening intertwilight periods. Bootstrap standard errors
based on 500 replications. Time-of-day controls are dummies for
16 minute intervals. Time-of-day dummies capture any difference
between spring and fall because spring and fall times do not overlap
(see Figure 2).

A more draconian approach to removing seasonality is to take advantage of
the switches to and from daylight saving time. Near these switches there is a
about an hour of clock time that switches between darkness and daylight from
one day to the next, and a wider range of clock time that switches over the course
of a few days. To take advantage of this situation I restricted the sample to stops
that occurred within two weeks of one of the time changes, a total of 379 stops
(3.6 percent of the total). The evening stops in the resulting sample are shown
in figure 2.

The results for stops, reported in table 4, are generally similar to those re-
ported above. There is clear evidence of racial bias in stops of black drivers. The
point estimates are much larger, but also less precise. In table 5 the effects of
darkness on searches are imprecisely estimated and mostly insignificant. In this
case, all have signs opposite those predicted and, therefore, the joint test rejects
Prediction 2 more decisively.

6.2 Visibility of non-race characteristics

As mentioned in section 3.1, the visibility of non-race characteristics and behav-
ior could differ between darkness and daylight (violating Assumption 4). Clearly,
the assumption is only an approximation to reality, so it is important to consider
the possibility that violations might undermine Prediction 1 (and, therefore,
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Figure 2: Date and Time of Traffic P.M. Stops in DST-Switches Sample
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Darker points correspond to stops that occurred during darkness.
The curved empty band is the civil twilight interval. Stops during
civil twilight are excluded from the analysis.
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Table 5: Search rate tests near time changes

Controls Narrow definition Broad definition

Black drivers −0.038 −0.041 −0.124∗∗ −0.163∗∗

(0.059) (0.069) (0.063) (0.071)
N = 143 N = 159

White drivers 0.010 0.038∗ 0.062∗ 0.068∗

(0.020) (0.022) (0.036) (0.037)
N = 194 N = 207

Joint hypotheses (p-values):
Prediction 2 0.090 0.023 0.007 0.003
Both equal zero 0.826 0.921 0.054 0.015

Time-of-day controls No Yes No Yes

Significance: *** = 0.01, ** = 0.05, * = 0.1. Dependent variable is a dummy for a
discretionary search; sample excludes stops resulting in non-discretionary searches.
Average marginal effects of darkness from logit regressions using stops from morning
and evening intertwilight periods. Bootstrap standard errors based on 500 repli-
cations. Time-of-day controls are dummies for 16 minute intervals. Time-of-day
dummies capture any difference between spring and fall because spring and fall
times do not overlap (see Figure 2). The joint null hypotheses are described in the
text.
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Prediction 2). If Assumption 4 does not hold exactly, the probabilities in (8)
would depend on ` and be different on each side of the inequality. For example,
P (stop|b, b, ` = 1) 6= P (stop(b, b, ` = 0). In principle, the changes could attenu-
ate or reverse Prediction 1 despite the presence of racial bias, or they could cause
Prediction 1 to hold in the absence of bias.

In the former case, to reverse the prediction, it is evident from (8) that
the changes would need to be large relative to the impact of knowing race on
the probability of being stopped (i.e., P (stop|R∗, R∗) − P (stop|R∗, u)). The
visibility of non-race characteristics is likely correlated with visibility of race,
which suggests that the visibility changes would be small in absolute value. For
example, if race happens to be visible during darkness, other characteristics are
probably visible as well. In any case, like GR’s concern about low power, this
issue is germane only if the data do not support Prediction 1.

The second possibility is more important in the present application. Could
changes in the visibility of non-race characteristics and behavior between dark-
ness and daylight (a significant violation of Assumption 4) generate the stop-rate
results of the previous section in the absence of racial bias? To provide a tenta-
tive answer to this question it is useful to consider characteristics and behavior
in four categories: driver characteristics, vehicle characteristics, non-driving be-
havior, and driving behavior.

A particular behavior or characteristic would need to meet four criteria to
bias the results toward a false finding of racial bias: (a) it is a variable that
affects police officers’ stop decisions; (b) police officers are not using it simply
as an indicator of race; (c) it is correlated with race; and (d) it is differentially
visible between daylight and darkness. I will discuss the possibilities with respect
to these four criteria.

Although one can think of exceptions, driving behavior is generally as visible
during darkness as during daylight, while most non-driving behavior is generally
difficult to observe in either case.23 Except for race and, perhaps, sex and height,
driver characteristics are very difficult to observe prior to a stop, even during

23The data used here were collected during 2002, before widespread concern about cell phone
use while driving.
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Table 6: Stop rate tests, driving violations only

Average marginal −0.056∗∗∗ −0.072∗∗∗ −0.077∗∗∗

effect of darkness (0.012) (0.013) (0.025)

Time-of-day controls No Yes Yes
Month controls No No Yes

Significance: *** = 0.01, ** = 0.05, * = 0.1. N = 6,334 Average marginal effects
of darkness from logit regressions using stops from morning and evening inter-
twilight periods. Bootstrap standard errors based on 500 replications. Time-
of-day controls are dummies for 16 minute intervals.

daylight. Sex and height differences among drivers are probably not correlated
with race.24 Thus vehicle characteristics clearly present the biggest challenge,
particularly physically small or subtle ones (it is not difficult, for example, to
distinguish an SUV from a subcompact after sunset).

Equipment violations and registration violations (such as expired license tags)
are the leading examples. They are, in general, less visible in darkness (though
non-functioning lights are more visible). They are also likely correlated with
income and, therefore, race. If black drivers are more likely than white drivers
to have equipment or registration violations, and these violations are less visible
in darkness, then a lower proportion of stopped drivers would be black during
darkness even if police officers ignore race. Therefore, I repeat the estimation
with a sample that includes only stops triggered by driving violations.

These results, reported in tables 6 and 7, are very similar to those from the
full sample. In particular, there is strong evidence of racial disparity in stops,
but no support for the predictions about searches. The joint tests reported in
the lower panel of table 7 provide slightly less evidence against Prediction 2
than those in table 3. A close comparison of the tables reveals this is largely
because marginal effects for both white and black drivers are closer to zero in
most cases. I conclude that the findings of table 3 are not driven by equipment
and registration violations.

24NHANES data for 1999-2002 indicate a 0.2 inch average height difference between black and
white men and no difference between black and white women (Ogden et al., 2004).
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Table 7: Search rate tests, driving violations only

Controls Narrow definition Broad definition

Black drivers 0.005 0.000 0.017 −0.007 −0.014 −0.053
(0.015) (0.016) (0.032) (0.016) (0.019) (0.033)

N =2,431 N = 2,702

White drivers 0.001 −0.001 0.000 0.004 −0.003 −0.002
(0.006) (0.006) (0.015) (0.008) (0.008) (0.017)

N =3,460 N = 3,549

Joint hypotheses (p-values):
Prediction 2 0.307 0.327 0.401 0.104 0.164 0.044
Both equal zero 0.828 0.961 0.540 0.796 0.804 0.373

Time-of-day controls No Yes Yes No Yes Yes
Month controls No No Yes No No Yes

Significance: *** = 0.01, ** = 0.05, * = 0.1. Dependent variable is a dummy for a discretionary
search; sample excludes stops resulting in non-discretionary searches. Average marginal effects of
darkness from logit regressions using stops from morning and evening intertwilight periods. Boot-
strap standard errors based on 500 replications. Time-of-day controls are dummies for 16 minute
intervals. The joint null hypotheses are described in the text.
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A more subtle issue than equipment violations is that police might target par-
ticular vehicle characteristics (vehicle profiling). (Note that if police use vehicle
or driver characteristics to infer race, the indirect use of race will be detected by
the darkness-daylight comparison; this is a strength of the method, rather than
a weakness.) Engel and Johnson (2006) summarized cues officers are trained
to look for, including a few exterior vehicle characteristics that could be visible
prior to a stop. (Most characteristics on the list would be visible only after the
stop. The list included no non-driving behaviors or driver characteristics that
would be visible prior to a stop.)

The characteristics Engel and Johnson itemize seem unlikely to explain the
large relative effect of darkness on stop rates found above. The first of these is
vehicle type (not model).25 However, as mentioned earlier, broad vehicle type
is generally visible at night, so it would not generate false finding of racial bias
using GR’s approach even if police target vehicle type. Another vehicle charac-
teristic cue mentioned by Engel and Johnson was vehicle modification consistent
with carrying an atypically heavy load. The implication is that the driver is
attempting to conceal the fact that he is carrying cargo by doing so in an or-
dinary passenger vehicle. Such a modification may well be less visible at night,
but also seems unlikely to be generally favored by one race and, in any case,
is extremely rare among the general driving public. Third, training frequently
mentioned license plates from a drug source or distribution center state. It is
not obvious whether out-of-state plates from those specific states are associated
with race on Minneapolis streets, but this would seem to be a more likely threat
to identification on highways.

Additionally, Johnson (2007) reports that police officers participating in focus
groups mentioned illegal window tinting, missing license plates, and evidence of
license plates on the wrong vehicle (dirty plates on an otherwise clean car). All
of these are probably less visible in darkness, and it is not clear what association
these would have with race. However, all are equipment or registration violations

25Ikner, Ahmad, and del Carmen (2005) found experimental evidence that officers associate
vehicle types with racial or ethnic groups. Recall, however, that if the results reflect use of
vehicle type to target black drivers, that is a strength of GR’s method, not a weakness. More
specific information about the brand and model was not mentioned by Engel and Johnson
as something officers are trained to look for, perhaps because the sheer number of models
makes this impractical.
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that are excluded from the sample used in table 6 (provided these were the
reported reason for the stop).

Overall, the available evidence suggests that if police do target particular
vehicle characteristics, these are likely to be equipment or registration violations,
prominent characteristics such as vehicle type that would generally be visible in
darkness, or probably not associated with race. Therefore it seems unlikely that
the results of the previous section are driven by a practice of targeting vehicles
with characteristics correlated with race (but not used because they are correlated
with race).

Two more observations also suggest that visibility of non-race characteristics
does not account for the empirical findings. First, if targeting particular non-
race characteristics is good policing and is the reason for apparent racial bias
in table 2, one would expect to observe the same thing in other jurisdictions.
However, the method has been applied in both Oakland and Cincinnati without
finding similar results (GR, 2006; Schell et al., 2007).

Second, if the reason for the strong effect of darkness in table 2 comes from
targeting of vehicle characteristics associated with race, one would expect the ef-
fect to carry through to search rates because, during darkness, suspicion-arousing
characteristics would be more likely to be revealed after the stop (the same logic
that leads to Prediction 2 when applied to race). In other words, if there are
false positives in testing Prediction 1, there should be false positives in tests of
Prediction 2 as well. But there is no evidence of that in Tables 3 or 7.

7 Discussion

The model developed in section 3 assigns the same motivation for racial bias
in both stops and in searches through the assumption that race affects expected
payoffs. The stop rate tests and the search rate tests are thus looking for evidence
of the same underlying phenomenon. At the stop decision, police officers are
thinking about both traffic and law enforcement. Prediction 2 is a consequence
of using race in the stop decision with an eye toward an option to search.

33



The empirical results about stops and searches are inconsistent with one an-
other, however. It appears that Minneapolis police were using race in deciding
whom to stop, but that this does not have any connection with whom they de-
cided to search. Their actions were, therefore, not consistent with optimization,
either in the form of statistical discrimination or exercise of a taste for discrim-
ination. The previous section addressed the possibility that this is because of
failure of the identifying assumptions. This section instead evaluates possible
interpretations of the inconsistency assuming the effects of darkness on search
rates are close to zero.

If police pay attention to race in the stop decision, and they are sorting
drivers on the basis of J , then average J among stopped black drivers will be
higher during darkness than daylight, while the reverse will be true for white
drivers.26 Prediction 2 simply describes how this sorting matters for search rates.
Therefore, if darkness affects stop rates, but not search rates, it follows either
that police are not using non-race information to sort drivers (effectively violating
Assumption 8 or that the sorting somehow becomes irrelevant to search decisions.
Either scenario undermines the logic of Prediction 2.

7.1 Do police ignore non-race information in stop decisions?

Available evidence says that the first scenario—that police officers (optimally)
ignore non-race behavior and characteristics—is factually incorrect. Some things
police officers are explicitly trained to look for in determining whether to search
(Engel and Johnson, 2006) are sometimes visible before the stop, and police
officers in focus groups frequently mention some types of driving behavior as
suspicious (Johnson, 2007). In addition, officers exercise considerable discretion
about which traffic violations trigger a stop, and that fact enables (though does
not necessarily imply) pretextual stops.27

26The following discussion abstracts from traffic violations, but recall that the model incorpo-
rates traffic enforcement benefits of stops.

27Probably the most important court case concerning race and traffic stops was Whren v.
United States. The plaintiff argued that a traffic stop leading to an arrest and conviction
was pretextual and, therefore, unconstitutional, but the Supreme Court held that a traffic
stop is constitutional provided the officer observes any traffic violation, regardless its severity
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Although logically possible, ignoring non-race information is an especially
poor fit with statistical discrimination, as this would imply that police officers
see policing value only in race, with no mechanism other than randomization for
deciding which black drivers to stop. This seems a very likely description of a
complicated statistical decision process.

For police officers with a taste for discrimination, it would be optimal to
ignore non-race information only if they believe there is no connection between
race and crime. They could exercise their prejudice by, for example, more strictly
enforcing traffic laws for black drivers, but all drivers would be regarded as
equally suspicious, so there would be no reason for darkness to affect search
rates.28

7.2 Does pre-stop information become irrelevant?

The remaining possibility, that pre-stop, non-race information somehow becomes
irrelevant or neutralized in search decisions, necessarily implies non-optimality;
there is no reason to use non-race information (other than traffic violations) in the
stop decision except to retain the option for further law enforcement actions.

The context of the two decisions made by police officers suggests an alterna-
tive to optimization. Research on decision processes reveals that outcomes often
differ sharply between decisions made rapidly on the basis of intuition and those
to which conscious thought has been applied (Kahneman, 2011). The decision
to stop a vehicle must usually be made very quickly. Behavior observed prior to
a stop is unlikely to be direct evidence of a crime, and much of what is observed,
including race, might not be consciously observed. These circumstances are likely
to promote the expression of cognitive and/or racial biases in how information is
processed prior to a stop. Subsequent steps in a traffic stop are taken much more
deliberately. By the time a search decision is made, the officer will have gathered
much more information about the driver and vehicle, and usually several minutes

or the officer’s motive (Harris, 1997; Davis, 1997). The arresting officers in the Whren case
specifically cited unusual driving behavior as a motivation for the stop (Davis, 1997).

28The fact that darkness does not affect search rates would not imply there is no bias in
searches, only the tests used here would not detect it.
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will have elapsed. Also, officers are aware that they might be required by a court
to produce an explicit explanation of probable cause for a search. Applying the
metaphor used by Kahneman, the stop decision must frequently be made by
System 1, while System 2 enters in the decision of whether to initiate a search.

With respect to race, cognitive processes can be influenced by “implicit dis-
crimination”, which is hypothesized to be a consequence of unconscious mental
associations of race with actions or characteristics, and thus a feature of System 1
(Bertrand, Chugh, and Mullainathan, 2005). Bertrand et al. point to evidence
that decisions made under time pressure or involving a high level of ambiguity
encourage the exercise of implicit discrimination.29 One would thus expect im-
plicit discrimination to lead to evidence of bias in stop decisions, but that the
conscious deliberation associated with a search would inhibit its expression.30 In
the absence of sorting on J , implicit discrimination would produce racial bias in
stops, as in Prediction 1, because race would be observed, consciously or sub-
consciously, less frequently during darkness. If the implicit bias disappears with
deliberation, though, changing observability of race would not create a difference
in search rates between daylight and darkness.

Sorting on J almost certainly does take place, however, in which case the
results for stops and for searches can be fully reconciled only if the sorting done by
System 1 also turns out to be generally unreliable in light of System 2 processing
of (more) information after the stop. For example, the sorting could rely on
various cognitive biases and heuristics such as neglect of base rates or availability.
As Kahneman (2011) puts it, “System 1 is designed to jump to conclusions from
little evidence—and it is not designed to know the size of its jumps.”

If this interpretation is correct, it is important to recognize that it provides

29Price and Wolfers (2010) argue that their evidence of taste-based discrimination among
NBA referees is more consistent with implicit discrimination than explicit racial animus
partly because referees’ make split-second decisions. In a context more closely related to
the present research, Payne, Lambert, and Jacoby (2002) found that evidence of implicit
racial stereotyping was time sensitive in an experimental task of determining whether an
individual was holding a weapon or a tool.

30It is possible that a Hawthorne effect contributed to the propensity for conscious deliberation
about the search since officers were aware that they were involved in a study of racial profiling.
But a Hawthorne effect would not give police officers an incentive to equate daylight and
darkness search rates for drivers of one race.

36



no direct evidence about bias in searches, only an explanation of why the bias is
not connected to information available before the stop. Police officers might still
assess post-stop suspicion cues in a racially biased way due to language or other
behavioral differences (Lang, 1986; Engel and Johnson, 2006; Smith and Alpert,
2007).

8 Conclusions

This paper develops a model of traffic stops and searches, which emphasizes how
changing information about a driver’s race affects stop rates and search rates
when police officers use race in their decisions. Empirical results support the
model’s prediction about stops, but not the predictions about searches. Except
under very restrictive assumptions, this implies that police officers’ choices were
inconsistent and, therefore, were not the result of statistical discrimination or op-
timal exercise of a taste for discrimination. The pattern of empirical results could
be the consequence of cognitive biases and implicit discrimination active during
the time-sensitive stopping decision, but the evidence about this interpretation
of the failure of optimization is indirect.
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9 Appendix: Derivation of Prediction 2

To simplify notation I temporarily suppress both the time-of-day notation and
the traffic-enforcement benefit, A. Let G(J∗|J) be the distribution of J∗, condi-
tional on J . For any value of A and any t in the intertwilight interval,

P (search|stop, b, ` = 1)− P (search|stop, b, ` = 0)

= δP (search|stop, b, b) + (1− δ)P (search|stop, b, u)

− ηP (search|stop, b, b)− (1− η)P (search|stop, b, u)

= (δ − η)

[
1

1− F (Jb)

∫ ∞
Jb

[1−G(J∗b |J)] dF (J)

− 1

1− F (Ju)

∫ ∞
Ju

[1−G(J∗b |J)] dF (J)

]

= (δ − η)

[
1

1− F (Jb)

∫ Ju

Jb

[1−G(J∗b |J)] dF (J)

+

(
1

1− F (Jb)
− 1

1− F (Ju)

)∫ ∞
Ju

[1−G(J∗b |J)] dF (J)

]

= (δ − η)

[
1

1− F (Jb)

∫ Ju

Jb

[1−G(J∗b |J)] dF (J)

+

(
F (Jb)− F (Ju)

(1− F (Jb))(1− F (Ju))

)∫ ∞
Ju

[1−G(J∗b |J)] dF (J)

]
.

Assumption 8 implies that the first integrand is less than [1−G(J∗b |Ju)] and that
the second integrand is greater than [1 − G(J∗b |Ju)]. Therefore, since F (Jb) <
F (Ju),

P (search|stop, b, ` = 1)− P (search|stop, b, ` = 0)

< (δ − η)[1−G(J∗b |Ju)]

[
F (Ju)− F (Jb)

1− F (Jb)
+
F (Jb)− F (Ju)

1− F (Jb)

]
= 0

41



The previous inequality holds for every t ∈ T . Averaging over the intertwilight
interval, T yields∫

t∈T
[P (search|stop, b, ` = 1, t)− P (search|stop, b, ` = 0, t)] B̃(t) dt < 0, (A-1)

where B̃(t) = B(t)/
∫
s∈T B(s) ds is the density of observations of b drivers by

police officers at t. Since inequality (A-1) holds for any A, integrating over the
distribution of A produces the inequality in part (i) of the prediction.

For w drivers, similar manipulations yield

P (search|stop, w, ` = 1)− P (search|stop, w, ` = 0)

= (δ − η)

[
− 1

1− F (Ju)

∫ Jw

Ju

[1−G(J∗w|J)] dF (J)

+

(
F (Jw)− F (Ju)

(1− F (Jw))(1− F (Ju))

)∫ ∞
Jw

[1−G(J∗w|J)] dF (J)

]
.

The first integrand is pointwise less than [1 − G(J∗w|Jw)], while the second in-
tegrand is pointwise greater than [1 − G(J∗w|Jw)]. In this case the quantity in
parentheses is positive. Therefore

P (search|stop, w, ` = 1)− P (search|stop, w, ` = 0)

> (δ − η)[1−G(J∗w|Jw)]

[
−
(
F (Jw)− F (Ju)

)
1− F (Ju)

+

(
F (Jw)− F (Ju)

)
1− F (Ju)

]
= 0,

Again, the inequality holds for every t ∈ T , and averaging over T and A proves
part (ii).
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