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Abstract 9 

There is a rich literature on the economic importance of energy. Yet, little has been achieved to harmonize 10 

core economic theory with energetic principles. This paper proposes a theoretical framework that might 11 

prove valuable to do so, based on a slight conceptual modification of the neoclassical economic problem. 12 

By conceiving its necessary condition not as desires but as gaps between desired and spontaneous states 13 

of material reality, an extension of economic imperialism towards the realm of energetics is enabled. 14 

When the origin of the economic problem is placed on physical divergences, goods are exposed as specific 15 

material configurations that close gaps. And as material rearrangements can only be achieved through 16 

energy transferred by prime movers (e.g. workers, horses, engines), such transfers are revealed as the 17 

essence of economic activity. Thus, whenever energy and power constrained agents are analyzed, the 18 

derivation of optimization procedures follows intuitively: consumer’s constraints are energetic, where 19 

economic energies play the role of prices, and firm’s profits are energy surpluses, where prime movers 20 

play the role of factors of production. This leads to familiar refutable hypothesis expressed in energy 21 

terms. Furthermore, equilibrium is characterized by the schedule of energy assignments that lead to utility 22 

maximization, for any set of economic energies and energy contents of goods. Although only autarchic 23 

and single-period agents are analyzed, the stage is set to analyze exchanging and multi-period agents, 24 

which could allow for a general interpretation of economic fundamentals (e.g. prices, capital) as visible 25 

social expressions of invisible energetic dynamics. 26 
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1. Introduction 80 

There is an extensive literature highlighting the importance of energy for economic systems. These range 81 

from biological studies showing the role it plays in maintaining living organisms (Mcnab, 2002; Spicer & 82 

Gaston, 2000), ecological ones pointing to its centrality in ecosystems (Miller & Spoolman, 2010), to 83 

physical ones that stress its role in production (Halliday & Resnick, 1966; Hewitt, 2007). Others use 84 

econometric techniques to show causation and/or correlation between energetic and economic variables 85 

(Asafu-Adjaye, 2000; Liu et al., 2008; Soytas & Sari, 2003; Tsani, 2010; Warr & Ayres, 2010), or give detailed 86 

historical accounts of the role energy played in the transition from hunter/gatherers tribes up to the 87 

globalized economy (Scheidel & Sorman, 2012; Smil, 1994; Warr et al., 2010). 88 

Many authors have criticized neoclassical economics for failing to properly account for it. These can be 89 

grouped into those concerned with the absence of thermodynamics (Georgescu-Roegen, 1971, 1975), the 90 

neglect of the particularity of an economy ran on non-renewable energy sources (Murphy & Hall, 2011), 91 

of the fact that literally and figuratively energy “makes the world go round”, and more generally, the 92 

inconsistency between economics and well-established natural science (H. Daly, 1992; C. Hall et al., 2001; 93 

Jackson, 2009). 94 

The response from the profession’s core has been cold, remaining mostly impervious as compared to 95 

strong reactions to other critiques evidenced by the rich history of economic thought (Backhouse, 2004). 96 

It has analyzed energy markets extensively (Bhattacharyya, 2011), giving valuable insights into the 97 

workings of specific energy markets (Bhattacharyya, 2007; Edwards, 2003), and conditions for optimal 98 

transitions paths from non-renewable to renewable resource base (Hartwick, 1977). Yet it has generally 99 

done so considering energy as another factor of production or another commodity (Asafu-Adjaye, 2000; 100 

Bhattacharyya, 2011), and thus bypassing deeper considerations of thermodynamics, the role of energy 101 

as the vehicle of material change, and the inconsistency between neoclassicism and relevant features of 102 

biology, ecology and physics. 103 

Accordingly, actual responses have come mostly from outside economic mainstream, as energy-theories 104 

of value (Alessio, 1981; Costanza, 1980; Huettner, 1982), and streams of biophysical and ecological 105 

economics (Hall & Klitgaard, 2012; Herrmann-Pillath, 2015). These proposals have generally been ignored 106 

, and when not so, heavily criticized by economic mainstream (Varian, 1991). Likely, this has to do 107 

somewhat with the inflexibility of the profession, but mostly to lack of rigor, procedures that seem non-108 
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economical, or the failure to deliver the crucial produce of scientific endeavors: refutable hypotheses 109 

(Bridgman, 1927; Friedman, 1953). 110 

The central question of this paper, while arguing why energy has a particular role in economic systems, is 111 

how can it be included into economic analysis in a convincing way. In brief, it can be done by extending 112 

economic imperialism (Becker, 1993; Lazear, 1999) to the realm of energetics.  113 

To do so, it is highlighted that the satisfaction of desires is intrinsically associated with specific materialities 114 

(Meskell et al, 2005; Slater, 2002). This is the basis for a slight precision to Robbin’s (1932) famous 115 

definition of the economic problem, as the notion of “ends” is specified as the closure of gaps: a complex 116 

formed by desires and divergent materialities between spontaneous states of material reality and those 117 

consistent with the satisfaction of desires, instead of desires alone. 118 

The first implication of this is that formed by two elements, gaps can be closed in two distinct ways: a 119 

subjective approach based on managing desires, and an objective one based on rearranging mater. As the 120 

latter deals with material configurations, it naturally connects with physics, and the key insight taken from 121 

it is that the unique source of material change is energy transfers (Halliday & Resnick, 1966; Hewitt, 2007). 122 

Moreover, energy is not transferred at will, but requires prime movers to do so, system capable of taking 123 

energy sources and transferring them to achieve desired change (Smil, 2013). 124 

If the objective approach deals with material rearrangements that close gaps, which are argued to be 125 

goods, and these are fundamentally produced by energy transfers, then the notion of “scarce means” can 126 

be specified as limited energy sources to transfer energy (e.g. rice, hay, oil), and limited prime movers to 127 

perform such transfer (e.g. workers, horses, engines). Therefore, optimization procedures are enabled by 128 

recognizing that an agent’s production of goods is constrained by energy and power, and that the closure 129 

of gaps enabled by those goods is its objective. This allows for the “relentlessly and unflinchingly” (Becker, 130 

1976) application of neoclassical procedures, and the derivation of refutable hypotheses (Samuelson, 131 

1965). 132 

This paper, given space-constraints, only develops optimization procedures for autarchic and single-133 

period agents in (mostly) long-run equilibrium, and therefore is mainly a benchmark from where future 134 

research starts-off. Other papers are underway extending this framework to 1) exchanging agents, thus 135 

dealing with markets, market prices, and among other issues, inequality, 2) multi-period agents, where 136 

intertemporal considerations of non-renewable energy becomes central, 3) full analysis of short-term 137 

equilibrium, where energy expenditure and its intrinsic opportunity cost differ, and 4) issues of choice 138 

under uncertainty and path dependency that derive from this perspective. 139 
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In the basic framework developed here, the producer problem is set to minimize their total (direct plus 140 

indirect) energy expenditure, given a target level of production. This leads to, among other results, 141 

tangency conditions, conditional demand functions, and unambiguously downward-sloping own-142 

substitution effects and upward-sloping cross-substitution effects.  143 

Alternatively, the producer problem is specified as producers of a good seeking to maximize the energy 144 

surplus it provides. This leads to the equating of marginal energy income and expenditure, such that total 145 

energy surplus is maximized. Also, to the same tangency conditions found in the minimization setting, 146 

unconditional demand functions, unambiguous downward-sloping own-substitution effects and upward-147 

sloping supply curves. Moreover, this setting implies that non-energy goods (e.g. books, cars), can only be 148 

produced given the energy surplus secured by the production of energy goods (e.g. rice, oil). 149 

Yet these procedures are only necessary conditions for energy-constraint agents to maximize their utility. 150 

Specifying the consumer problem as utility (a la Fisher1) maximization subject to an energy budget 151 

constraint, tangency conditions are found, together with conditional demand functions for non-energy 152 

goods, unambiguously downward-sloping own substitution effects for non-energy goods, and ambiguous 153 

price effects for energy goods. 154 

Merged into an equilibrium setting that equates production and consumption, optimal marginal energy 155 

expenditure on each non-energy good equals the marginal rate of substitution between the good and 156 

energy. Also, energy goods in the long-run yield, at the margin, zero energy surplus and utility, yet in the 157 

short-run they yield positive marginal energy surplus and negative marginal utility. This creates internal 158 

dynamics that drive agents to transition from the short to the long-run, where the steady-state is 159 

characterized by no possible additional energy surplus. During this transition, total energy surplus is 160 

transferred progressively from consumers to producers, and ends up being totally assigned to the latter. 161 

The remainder of this paper is organized as follows. Section 2 develops the perspective of the gap in 162 

greater detail, and sections 3 and 4 presents the subjective and objective approach respectively. Section 163 

5 focuses on the objective one. Section 6 presents concluding remarks and future research.  164 

                                                            
1 In his doctoral dissertation Mathematical Investigations in the theory of Value and Prices (1892), Irwin Fisher uses 
the concept of utility explicitly independent from any psychological consideration related to pleasure and pain. He 
uses it “merely as a way to describe individual’s behavior” (Backhouse, 2004). 
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2. The gap 165 

This paper is based on the proposition that gaps between spontaneous arrangement of material reality 166 

and those associated with the satisfaction of desires constitute the necessary condition of the economic 167 

problem. They, as a complex formed by desires and materiality, have internal dynamics that will be 168 

overlooked: Desires can lead to material divergences between spontaneous and desired states, or certain 169 

spontaneous material configurations can lead to desires. Both possibilities have merits and limitations, 170 

yet both sustain the core proposition of this paper: gaps are the necessary condition for the economic 171 

problem to arise. 172 

The fact that gaps are less perceived than desires is irrelevant. While desires are subjectively felt, and thus 173 

arguably part of the economic problem, both spontaneous and desired material configurations are often 174 

invisible and ignored. Nonetheless, what agents perceive or think is not of relevance for economics, but 175 

only how they behave. The proposition of the gap as the necessary condition of the economic problem 176 

implies assuming that consciously or not, agents behave as if closing gaps. 177 

Gaps emerge as a contingent phenomenon dependent on the desires of agents, their environment, and 178 

the time period under consideration, which implies that neither their existence nor inexistence is 179 

guaranteed. Yet the complete inexistence of gaps implies Paradise, where all desires are taken care of 180 

even before they are felt. Thus, the existence of at least a few gaps is virtually assured after some 181 

reasonably short period of time. As Nature is not bound to be kind to humans, matter is unlikely to arrange 182 

itself spontaneously according to its desires. The remainder of this section formalizing this. 183 

An agent is defined as any person or groups of people, being an individual agent a single person, and a 184 

collective one any group, from a family to humankind. Also, “The World” 𝜑 is defined as the entirety of 185 

the external material reality of an agent, comprising natural elements such as wind and soil, and social 186 

elements such as roads and other agents. Such elements, which for an agent can be relevant (e.g. food) 187 

or irrelevant (e.g. distant star), are characterized by their precise velocities and locations, as conceived by 188 

Laplace (1951), which determine their quantities and qualities.  189 

Thus 𝜑 is unique for every specific set of its constituent material elements 𝐴, which is in turn unique for 190 

every specific combination of constituents 𝒛 = (𝑧1, … , 𝑧𝐾) (where 𝐾 is the total amount of elements in 191 

𝐴). Furthermore, each 𝑧𝑘 is unique for every specific combination of velocity and location.  192 

While defining 𝒛 there is a need for an arbitrary definition of scale. Thus 𝒛 is 𝒛𝑠=1,…,𝑆, where 1 and 𝑆 193 

respectively represent the smallest and largest level of organization of matter. Hereafter only two levels 194 
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will be of interest: the molecular level 𝑠 = 1, and the object level 𝑠 = 𝑟 (where 𝑟 is the jumps in scale 195 

from the former to the latter). Also, 𝑧𝑘 will be a constituent of 𝑧𝑘
𝑟  whenever the referred molecule is part 196 

of the object, and hereafter “material configuration” will refer to precise velocity and location of 𝒛. 197 

Material configuration changes as time 𝑡 changes exogenously2, which redefines 𝜑 as 𝜑{𝐴[𝑧(𝑡)]}, but to 198 

simplify notation it will be referred as 𝜑(𝐴, 𝑡). Note that for every agent at any 𝑡 there is a unique 𝜑(𝐴, 𝑡), 199 

which is almost the same across agents. If 𝜑(𝐴, 𝑡) completely describes the material configuration of 200 

reality (including irrelevant 𝒛), and assuming that material reality is the same at any 𝑡 regardless of the 201 

observer, then the sole difference in 𝜑(𝐴, 𝑡) among agents is that others are part of it, while the agent 202 

itself is not. By defining the subset of 𝒛 that the agent can influence as 𝐶, then 𝜑(𝐶, 𝑡) can vary widely 203 

given how different the within-reach 𝒛 can be. 204 

For any agent there are three fundamental states of 𝜑(𝐴, 𝑡): The first is the “Present State” 𝜑(𝐴°, 𝑡°) 205 

which corresponds to 𝜑(𝐴, 𝑡) at a particular time 𝑡 = 𝑡°. This is what the agent recognizes as its present 206 

material reality, and from where it perceives the future material configuration of 𝜑. The second is the 207 

“Spontaneous state” 𝜇 = 𝜑(𝐴′, 𝑡° + ∆𝑡) which corresponds to 𝜑(𝐴, 𝑡) after certain time ∆𝑡 when the 208 

Agent has not interfered in The World, where 𝐴′ represents the spontaneously modified set of 𝒛. This 209 

spontaneous change makes the Present State 𝜑(𝐴°, 𝑡°) follow a “Spontaneous Trajectory” towards 𝜇. 210 

Note that by “spontaneous” any notion of natural trajectory or state is purposefully avoided. The 211 

Spontaneous Trajectory, and thus 𝜇, could be fundamentally shaped by other Agents.The third is the 212 

“Desired State” 𝜃 = 𝜑(𝐴∗, 𝑡° + ∆𝑡) which corresponds to material configuration consistent with the 213 

satisfaction of the agent’s desires at 𝑡° + ∆𝑡, where 𝐴∗ represents the desired material configuration.  214 

The intuition of the perspective of the gap is worth emphasizing. A gap exists whenever agents wish for a 215 

tree to order itself as a wooden table, for mixed minerals to be refined, for knowledge to enlighten the 216 

workings of a given process, or for a cure to remedy a certain illness. Given this generality, gaps can be as 217 

different between agents as are their desires, nature, and values. 218 

General and particular gaps respectively refer to the distance between Spontaneous and Desired general 219 

states of 𝜑, and between Spontaneous and Desired particular configurations of 𝒛. Thus, general gaps 220 

between 𝜇 and 𝜃 are due to one or more particular gaps between the configuration of 𝒛 in 𝐴′ and 𝐴∗. 221 

Hereafter, when talking plainly about gaps, particular ones will be referred to.  222 

                                                            
2 Given that our focus is on economics, it seems appropriate to use Euclidean instead of Minkowski space (Naber, 
2012). This implies that we will obviate the fact that time is in itself a measurement of changes in velocity and 
location. 
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gap 

To represent gaps as in figure 1 the following is done: First, the three dimensions of space are collapsed 223 

into the variable location 𝑙 (as commonly done in any phase space (Prigogine, 1996)), and put in the y-224 

axis. Then, velocity is held constant3, and the exogenous passing of time is measured in the x-axis. Finally, 225 

𝜑 is mapped in terms of the location 𝑙𝑘 of one 𝒛 and its evolution over time. This could be done mapping 226 

the particular 𝒛 under consideration, but this presentation is more meaningful: it directly implies how 227 

particular gaps, ceteris paribus, lead to general ones. To depict a general gap, one dimension per diverging 228 

𝑧𝑘 has to be added to figure 1.  229 

 230 

 231 

 232 

 233 

 234 

 235 

 236 

The concept of the gap represented in figure 1 is only a first approach, and as such, clearly insufficient. To 237 

fully develop the complexity of this concept, seven distinct characteristics are recognized. Gaps are unique 238 

to time, velocities, and location of 𝒛, where location also determines quantity and quality. Quantity refers 239 

to the amount of the same 𝑧𝑘 at a specific location (e.g. amount of 𝐻2𝑂 in a pot), while quality refers to 240 

differences in otherwise identical 𝑧𝑘
𝑟  due to marginal modifications of their constituent 𝑧𝑘  (e.g. changes 241 

in temperature of water in a pot). Quantity allows reinterpreting figure 1 by mapping 𝜑 not to time and 242 

location 𝑙𝑘 of one 𝑧𝑘, but to time and quantity of 𝑧𝑘
𝑟, ceteris paribus. By doing this, gaps are reduced to 243 

divergences between spontaneous and desired quantities of 𝑧𝑘
𝑟, determined by divergences in their 𝒛. 244 

Hereafter particular gaps will be considered like this.  245 

A second characteristic is that under the vast majority of circumstances, agents face multiple gaps 246 

simultaneously. As suggested, this means that general gaps can only be fully represented by a hyperspace 247 

representing time and one additional dimension by each divergent 𝑧𝑘
𝑟  in terms of quantity, ceteris paribus. 248 

                                                            
3 Velocity is a fundamental part of the material configuration of 𝜑, but to illustrate gaps it is reasonable to omit it. 
Location could be hold constant instead, but this would be less intuitive.  

Fig. 1 

𝑡 𝑡° 𝑡° + ∆𝑡 

𝜑(𝐴°, 𝑡°) 

𝜑(𝐴∗, 𝑡° + ∆𝑡) 

𝜑(𝐴′, 𝑡° + ∆𝑡) 

𝑙𝑘  

Spontaneous 

Trajectory 

Desired 

Trajectory 
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Importantly, multiplicity of gaps, whenever an agent has scarce resources to close them all, implies the 249 

problem of choice. This will be explored in section 5. 250 

A third characteristic is bearability, which refers to the possibility of keeping a gap open over time. Some 251 

gaps can be carried forward only for a limited time, in which case they are understood to be urgent and 252 

thus unbearable. These can be easiest understood as related to physiological needs. Others that can be 253 

carried into the future indefinitely are understood as non-urgent and thus bearable. For most gaps this 254 

distinction is not clear, varying between agents according to its environment, culture, and other factors. 255 

Fourth, gaps can be more or less stable according to how frequently otherwise identical gaps emerge. 256 

Unstable gaps force agents to close the same type over and over again. Considering enough time, all gaps 257 

are unstable, because as long as 𝜑 does not spontaneously follow 𝜃, the organization of matter will 258 

eventually tend to disorganize itself. 259 

Gaps can have up to three more characteristics: uncertainty, indirectness and interdependency. While all 260 

are relevant, only the four detailed up to here are necessary for the scope of this paper. More details on 261 

all characteristics are presented in part A of the online appendix. 262 

Made of desires and divergent materialities, the closure of gaps can be conceived from two approaches: 263 

focusing on desires by moving 𝜃 towards 𝜇 -the subjective approach-, or dealing with material 264 

configurations by stirring 𝜇 towards 𝜃 -the objective approach-. Both imply changing 𝐴, which is ultimately 265 

dependent on a change of its constituent 𝒛. 266 

3. The subjective approach: managing desires 267 

The subjective approach to closing gaps consists of an agent managing its desires regarding the future 268 

material configuration of 𝜑, achieving a change of 𝐴∗ with 𝐴′, and thus allowing for 𝜃 → 𝜇.  269 

Nonetheless, 𝜃 can be adjusted only to a limited extent: if agents face unbearable gaps, the acceptance 270 

of 𝜇 is not an option. For example, if the gap under consideration is having food or not, accepting 𝜇 means 271 

death. Unfortunately, distinguishing which gaps can or cannot be closed subjectively is as difficult as 272 

differentiating between bearable and unbearable gaps, and thus contingent upon many factors.  273 

With this in mind, two assertions can be made. One is that the subjective approach seems to have 274 

extensive applications today. Whether it be for societies where the “Lebow doctrine” (Lebow, 1955) or 275 
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the “machinery for consumer-demand creation” (Galbraith, 1998) has been consolidated4, where groups 276 

are driven by conspicuous consumption and pecuniary emulation (Veblen, 1899), or where cultures show 277 

highly sophisticated and/or damaging patterns of consumption (Brown & Cameron, 2000; Spangenberg & 278 

Lorek, 2002). In all these contexts, in line with buddhist economics (Brown, 2017; Sivaraksa, 2016), this 279 

approach can be useful in closing some gaps and narrowing down others.  280 

Yet, the other assertion is that no agent can close all gaps subjectively for any significant timespan. Certain 281 

unavoidable ones emerge as a consequence of physical and biological dynamics that force agents to 282 

always do some effort: as a bare minimum, they must perform basal work (Mcnab, 2002; Spicer & Gaston, 283 

2000). Human organisms, as well as all living beings, are systems far from thermal and entropic 284 

equilibrium (Morowitz, 1968; Proops, 1983; Schrodinger, 1944) and as such require constant efforts to 285 

neutralize entropy increase, sustain thermal imbalances, and maintain highly complex organizations 286 

(Boltzmann, 1886; Glansdorff & Prigogine, 1971; Nicolis & Prigogine, 1977). In short, agents cannot 287 

completely solve their economic problem subjectively, because doing so is incompatible with the 288 

maintenance of the thermal disequilibrium state of life (Schrodinger, 1944).  289 

Thus, the subjective approach can be useful to close and/or narrow some gaps sometimes, but it is not 290 

enough to close all gaps all the time. Also, it does not lead to refutable hypothesis. Given this, the objective 291 

approach turns out to be unavoidable for the agent, and of higher interest to the economist.  292 

4. The objective approach: doing work  293 

The objective approach to closing gaps consists of agents rearranging future material configurations, 294 

achieving a change of 𝐴′ with 𝐴∗, and thus allowing for 𝜇 → 𝜃. Given that by definition the subset of 𝒛 that 295 

agents can modify is 𝐶, it will be used instead of 𝐴 from now on. 296 

Rearrangements of matter to close gaps is work, and by emphasizing that it consists specifically of 297 

rearrangements of 𝒛 –of their location and velocity that leads to specific 𝑧𝑟-, this notion of work is 298 

compatible with how both economics and physics understand it. It is economical in the sense that it is 299 

done to satisfy a desire, and it is physical in the sense that it deals with movements of matter. Taking this 300 

perspective, before becoming a theory of choice economics starts of as a theory of change; of how 301 

purposeful change comes to pass.  302 

                                                            
4 Constant displacement of 𝜃 away from 𝜇, thereby creating economic problems in an attempt to stimulate 
economic activity. 
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The idea that work consists of rearrangements of matter from one (given) configuration to another 303 

(desired) one is wholly natural. As examples, a farmer moves soil and water from one place to another 304 

and places fertilizers and pesticides. A teacher modifies neural connections in student’s brains. A mining 305 

company separates non-useful elements from useful minerals. A construction company puts in place all 306 

sorts of materials to form a house, a bridge, or a hospital. Moreover, this same logic applies to families, 307 

governments, and any other type of aggregate agent. They do work by rearranging matter towards a 308 

specific configuration consistent with the satisfaction of their desires, and by doing so they close gaps. 309 

4.1 Goods and services 310 

The work agents perform leads to particular material arrangements that are different from those 311 

crystallizing in their absence: to changes in 𝒛 that lead to changes in quantities of 𝒛𝑟, and ultimately to 𝐶∗ 312 

as opposed to 𝐶′. Whenever this new configuration of matter can or cannot be unquestionably observed 313 

by an outside observer, it will respectively be a good or a service. Nevertheless, without loss of generality, 314 

both will be referred to as goods. 315 

This notion of goods is not artificial. A car (𝑧𝑘
𝑟) is a set of minerals and other materials (𝑧𝑘) taken from 316 

underground, rearranged, and assembled in a precise way. A book (𝑧𝑘
𝑟) is cellulous and hydrocarbons (𝑧𝑘) 317 

rearranged in a way that assembles pages with ink. Even healthcare (𝑧𝑘
𝑟) creates neural connections (𝑧𝑘) 318 

that provide knowledge about healing, and then the material conditions for actual healing, and 319 

consultancy (𝑧𝑘
𝑟) configures neurons (𝑧𝑘) to achieve knowledge about a certain topic. Hereafter 𝑸𝒌 will be 320 

used to refer to the quantity of 𝑧𝑘
𝑟  produced during ∆𝑡, where 𝑸𝒌 = (𝑄1, … , 𝑄𝐾). 321 

Regardless of their nature, all goods have two common features: they are a precise configuration of 322 

matter resultant from an agent’s work, and they are produced to close gaps. Thus, something that is not 323 

the result of an agent’s work is not a good, as are not material configurations useless to close gaps. 324 

As goods are produced to close gaps, the characteristics of gaps (section 2) lead to precise characteristics 325 

of goods. Specificity of gaps makes goods unique to time, velocity, and location, just as Debreu (1959) 326 

argues. Multiplicity to the issue of choice when agents do not have, for whatever reason, the capacity to 327 

produce enough goods to close them all. Bearability to the notion of basic and luxury goods. Other 328 

characteristics are presented in part B of the online appendix. 329 

By taking this perspective, the “black box” of production is enlightened. Production of goods is no longer 330 

an opaque process that combines labor and capital to obtain outputs given certain technology, but a series 331 

of movements that change material configuration from 𝜇 to 𝜃. Nonetheless, the specific set of movements 332 
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to produce each good, remains relevant to the industrial engineer but not to the economist. In that sense, 333 

the black box is replaced with a grey one, which enables a better recognition of the nature of the 334 

productive process while avoiding overwhelming details. 335 

4.2 Work and energy 336 

A significant implication of the perspective of the gap is that if work consists of material rearrangements, 337 

then it turns out that its essence is nothing else than energy transfers, as they are the  unique source of 338 

material change (Halliday & Resnick, 1966; Hewitt, 2007).  339 

While this claim might be controversial for the mainstream of the economics profession, it is only natural 340 

for other disciplines. As Smil (1999) states, “Energy is the only universal currency: one of its many forms 341 

must be transformed to another in order for stars to shine, planets to rotate, plants to grow, and 342 

civilizations to evolve. Recognition of this universality was one of the great achievements of nineteenth-343 

century science, but, surprisingly, this recognition has not lead to comprehensive, systematic studies that 344 

view our world through the powerful prism of energy”. Being unfamiliar to economists, this is orthodoxy 345 

in physics: movement and change are the testimony of invisible energy transfers. 346 

When agents do work to produce goods, they are transferring energy to achieve material 347 

reconfigurations. This is why energy reveals itself as the fundamental economic resource, which in turn 348 

implies a particular theory of cost explored in sections 4.3 and 5.1. This has been suggested before 349 

(Alessio, 1981; Fermi, 1937; Gillett, 2006; Hannon et al., 1986; Patterson, 1998), but not with an economic 350 

logic. By virtue of this, work is measurable in energy, in particular, in joules5. 351 

4.3 Energy expenditure, embodied energy, and prime movers 352 

The energy an agent transfers to reconfigure matter and produce goods is its energy expenditure6 𝑒𝐺. To 353 

make such transfers it must control mechanisms capable of doing so called prime movers (Smil, 1994, 354 

2013). Thus, agents produce goods transferring 𝑒𝐺 using an array of prime movers denoted by 𝒙. 355 

An agent’s 𝑒𝐺 is the total energy transferred by the sum of all its 𝐿 types of 𝒙 to produce 𝑸𝒌, such that 356 

𝑒𝐺 = 𝝎 ∙ 𝒙, where 𝝎 = (𝜔1, … , 𝜔𝐿), 𝒙 = (𝑥1, … , 𝑥𝐿), 𝑥𝑙  is the quantity of prime movers of type 𝑙, and 𝜔𝑙 357 

                                                            
5 One Joule (J) is the force of one newton acting on an object over one meter. 
6 The word “expenditure” could be problematic, given that energy is neither created nor destroyed. Nevertheless, 
for an agent the energy it uses to perform work is in fact spent in the proper sense of the word. 
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is the energy dissipated at full workload7 by it. Accordingly, the total energy spent to produce one 358 

particular good 𝑄𝑘 will be 𝑒𝐺𝑘 = 𝝎𝒌 ∙ 𝒙𝒌, which is similar in structure but distinct in meaning to Fisher 359 

and Kaysen’s (1962) model of energy consumption. The problems of aggregation derived from energy and 360 

prime movers types and qualities will be overlooked (see Cleveland et al., (2000),  Podobnik (2005), 361 

Bhattacharyya (2011), and Smil (2013, 2016)).  362 

The average energy cost of good 𝑘, called its average embodied energy, is 
𝑒𝐺𝑘

𝑄𝑘
= 𝛾𝑘

𝐴. This defines the triple 363 

equality 𝑒𝐺𝑘 = 𝝎𝒌 ∙ 𝒙𝒌 = 𝛾𝑘
𝐴 ∙ 𝑄𝑘, and by extension, 𝑒𝐺 = 𝝎 ∙ 𝒙 = 𝜸𝑨 ∙ 𝑸. Moreover, the marginal energy 364 

cost of such good, called its marginal embodied energy, is 
𝜕𝑒𝐺𝑘

𝜕𝑄𝑘
= 𝛾𝑘, which in turn defines 𝑑𝑒𝐺𝑘 =365 

𝛾𝑘𝑑𝑄𝑘 + 𝒙𝒌𝑑𝝎𝒌 + 𝝎𝒌𝑑𝒙𝒌. A reader interested in embodied energy analysis can read IFIAS (1974) Bullard 366 

& Herendeen (1975) Costanza (1981), Huettner (1982), and Machado et al. (2001). 367 

All 𝒙 have finite power 𝒑8, which corresponds, in Watts, to its rate of energy transfer. As rough examples, 368 

humans show 𝑝 of 100 W, horses of 700 W, and gas turbines surpass 6 ∙ 108 W (6 million times that of a 369 

human). The overall power of an agent corresponds to 𝑝𝑎 = 𝒑 ∙ 𝒙. In 2013 humanity’s 𝑝𝑎 was estimated 370 

at 16.8 TW (Schramski, Gattie, & Brown, 2015), equivalent to 168 billion humans. The additional power of 371 

161 billion humans comes primarily from Otto and Diesel engines, and steam and gas turbines. The 372 

recognition that agents have more than their bare hands to perform work is crucial, otherwise, this 373 

perspective would be useful to interpret hunter/gatherer tribes, but little more.  374 

4.4 Energy budget, energy content, and primary energy sources 375 

Agents draw 𝑒𝐺 from their energy budget 𝑒𝐵, which contains exclusively free energy (i.e. energy that can 376 

do work, see Georgescu-Roegen (1975)), which is a concept intimately conditioned on the 𝒙 the agent 377 

controls (waste heat is energy, yet not part of an agent’s 𝑒𝐵, and gasoline is not part of aboriginal tribe´s 378 

𝑒𝐵, yet it is for a car owner). Also, 𝑒𝐵 can have, following Lotka (1925), either endosomatic and exosomatic 379 

energy, which is again a concept intimately conditioned on the 𝒙 the agent controls. The former is defined 380 

by being transferred by an agent’s own biological organism, and the latter by any other 𝒙. Thus, 381 

endosomatic energy is stored chemical energy in the form of glucose (e.g. rice), while exosomatic energy 382 

                                                            
7 This is estimated as the potential output (in Joules) of the prime mover times its availability factor, plus the 
energetic depreciation of the prime mover. 
8 One Watt is the rate at which work is done when an object’s velocity is held constant at one meter per second 
against constant opposing force of one newton. 
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can be widely more diverse (e.g. rice, hay, oil) in relation to the diversity of 𝒙 an agent controls (e.g. 383 

workers, horses, internal combustion engines).  384 

Defining 𝑒𝐵 =  𝑒𝐼 + 𝑒𝐴 allows for an exogenous energy endowment 𝑒𝐴, and for an endogenous energy 385 

income 𝑒𝐼 = 𝜹𝒊 ∙ 𝑸𝒊, where 𝜹𝒊 = (𝛿1, … , 𝛿𝑚), 𝑸𝒊 = (𝑄1, … , 𝑄𝑚), 𝑄𝑖 is energy good of type 𝑖, and 𝛿𝑖 is its 386 

unitary caloric content in joules. The issues of energy types and qualities will also be overlooked. 𝑸𝒊 are 387 

characterized by being compatible with an agent’s 𝒙, and provide a positive marginal energy surplus 𝜶𝒊 =388 

𝜹𝒊 − 𝜸𝒊. As examples, 𝛿𝑖 (in GJ/ton) is 46 for oil, 28 for coal, and 15 for cereal (Smil, 1999)), while their 𝛾𝑖  389 

is less precise, and time and space specific, yet as reference 2.3 for oil, 0.6 for coal (J. Lambert et al, 2012), 390 

and 10 for cereal (Zahedi et al., 2015).  391 

The idea of 𝛼𝑖 > 0 might be puzzling given the first law of thermodynamics. Yet such law is not violated, 392 

as 𝜹𝒊 rarely comes from 𝜸𝒊, but from primary energy sources (PES). These are the originally untouched 393 

sources of energy (IEA, 2003), that are converted into secondary energy forms (here called 𝑸𝒊), to make 394 

them compatible with agent’s 𝒙, and thus the external sources of energy which allows for the existence 395 

of 𝜶𝒊 without breaking any laws of physics. If there is anything as a free lunch, PES are it.   396 

Goods that show 𝛿𝑘 > 0 but 𝛼𝑘 < 0 are quasi-energy goods and those with 𝛿𝑘 = 0 non-energy goods. 397 

Without loss of generality, both will be referred to as non-energy goods and denoted by 𝑸𝒋 = (𝑄1, … , 𝑄𝑛). 398 

What allows for their production is the total energy surplus 𝐸 = ∑ ∫ 𝛼𝑖(𝑄𝑖)
𝑄𝑖

0
𝑚
𝑖=1 𝑑𝑄𝑖. Such is the 399 

importance of 𝜶𝒊, as argued by the Energy Return Over Investment (EROI) literature (Hall, Balogh, & 400 

Murphy, 2005; Hall, Lambert, & Balogh, 2014; Lambert et al., 2013). Note that 𝜶𝒊 and EROI are intimately 401 

related, as 𝑬𝑹𝑶𝑰𝒊 =
𝜹𝒊

𝛾𝑖
𝐴 and marginal EROI is 𝑴𝑬𝑹𝑶𝑰𝒊 =

𝜹𝒊

𝛾𝑖
. 402 

Another important difference between 𝑸𝒊 and 𝑸𝒋 assumed hereafter, is that 𝜸𝒊 depends positively on the 403 

level of production, and therefore 𝜸𝒊(𝑸𝒊) (and thus 𝜶𝒊(𝑸𝒊)). This is justified given that 𝑸𝒊 stem from PES, 404 

and their heterogeneous characteristics leads agents to tap first the most convenient ones, while leaving 405 

the least convenient ones for when the “lowest-ganging fruits” have been saturated. This fact of any 406 

𝑸𝒊 has been used to explain differential rent back in the work of Ricardo, Malthus, West, and Torrens 407 

(Backhouse, 2004). On another hand, 𝜸𝒋 will be assumed constant for any 𝑸𝒋, and thus 𝜸𝒋 = 𝜸𝒋
𝑨. 408 

The idea that agents produce goods by transferring energy using prime movers can now be further 409 

specified as them transferring the 𝜹𝒊 of their 𝑸𝒊. Thus a quadruple identity is found, such that 𝑒𝐺𝑘 = 𝝎𝒌 ∙410 

𝒙𝒌 = 𝛾𝑘
𝐴 ∙ 𝑄𝑘 = 𝜹𝒊,𝒌 ∙ 𝑸𝒊,𝒌, where 𝑸𝒊,𝒌 are all the energy goods used to produce 𝑄𝑘 (e.g. tons of rice and/or 411 
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oil). Given this, 𝝎𝒌 = 𝜹𝒊 ∙ 𝑸𝒊,𝒍, where 𝑸𝒊,𝒍 are the energy goods used by each 𝑥𝑙  (e.g. tons of rice per 412 

worker, tons of oil per steam turbine). 413 

It is a physical imperative that 𝑒𝐵 ≥ 𝑒𝐺, because agents cannot transfer energy they do not have. Such 414 

condition will be referred to as the energy budget constraint (eBC). Thus, an energy-constraint agent 415 

specifically implies that 𝑒𝐵 = 𝑒𝐺, or 𝑒𝐴 + 𝜹𝒊 ∙ 𝑸𝒊 = 𝜸𝑨 ∙ 𝑸.  416 

The eBC must hold regardless if it is built through producing, exchanging, borrowing, or stealing 𝑸𝒊. The 417 

last two ways are irrelevant in the long-run, and only production and exchange are activities of interest to 418 

economists, precisely because they provide the way for agents to satisfy their eBC in the long-run. The 419 

eBC can be violated in some periods, yet only when it is observed at a larger and encompassing one. For 420 

example, for two periods, if 𝑒𝐼1 > 𝑒𝐺1 then 𝑒𝐼2 < 𝑒𝐺2 can occur if 𝑒𝐼1+2 ≥ 𝑒𝐺1+2 holds. This is possible 421 

through 𝑒𝐴, which is built in 𝑡1 and used in 𝑡2. Note that this could not happen the other way around 422 

(there is no such thing as – 𝑒𝐴) because for energy to be transferred it must first be available. Borrowing 423 

does not change this, as it only changes the distribution of 𝑸𝒊 between agents over time.  424 

4.5 Embodied energy and economic energy 425 

Although the capacity to produce 𝑸𝒌 is governed by energy constraints, agents’ behavior is not 426 

determined by energy per se, but by its intrinsic opportunity cost. This is how much energy is spent 427 

securing an additional unit of energy: the inverse of a 𝑸𝒊’s EROI. Naturally, if an agent spends higher 428 

(lower) amounts of energy to secure an additional unit, it will value energy expenditures more (less).  429 

As energy expenditure and its intrinsic opportunity cost are the same only under precise circumstances, 430 

agents actually face two parallel energy budgets. One is the eBC, based on energy expenditures, embodied 431 

energy, and energy income, while the other is an economic budget constraint (EBC), based on the intrinsic 432 

opportunity cost of energy expenditure, economic energy, and economic income. These parallel budgets 433 

must be satisfied simultaneously and are linked by 𝑸𝒊’s EROI. 434 

Assuming 𝑸𝒊 only uses the same 𝑸𝒊 to be produced (e.g. oil to produce oil as done in Gagnon, Hall, & 435 

Brinker (1992)), then 𝐸𝑅𝑂𝐼𝑖 = 𝑄𝑖/𝑄𝑖𝑛. This leads to 𝛾𝑘
𝐴 =

𝜹𝒊,𝒌∙𝑸𝒊,𝒌

𝑄𝑘
=

𝛿𝑖∙𝑄𝑖𝑛

𝑄𝑖
= 𝛿𝑖 ∙

1

𝐸𝑅𝑂𝐼𝑖
= 𝛽𝑘

𝐴, which is its 436 

economic energy: the intrinsic opportunity cost of the energy used in its production. Given that marginal 437 

analysis is required to properly analyze opportunity costs, the previous expression can be re-specified as 438 

𝛾𝑖 = 𝛿𝑖 ∙
1

𝑀𝐸𝑅𝑂𝐼𝑖
= 𝛽𝑖, where 𝑀𝐸𝑅𝑂𝐼𝑖 = 𝑚𝑄𝑖/𝑄𝑖𝑛 represents the marginal EROI of 𝑄𝑖: the marginal 439 

quantity of 𝑄𝑖 produced (𝑚𝑄𝑖) by each unit of 𝑄𝑖 used (𝑄𝑖𝑛). 440 
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Although 𝜸𝒊 = 𝜷𝒊, this does not stand for 𝑸𝒋. Whereas their embodied energy is 𝛾𝑗 =
𝜹𝒊,𝒌∙𝒎𝑸𝒊,𝒌

𝑄𝑘
, their 441 

economic energy is 𝛽𝑗 =
𝜹𝒊,𝒌∙𝒎𝑸𝒊,𝒌

𝑴𝑬𝑹𝑶𝑰𝒊
∙

1

𝑄𝑘
≤ 𝛾𝑗. Thus the intrinsic opportunity cost of the energy spent in the 442 

production of a good is by definition smaller, or at most equal, to the energy spent. No distinction is made 443 

between average and marginals given 𝜸𝒋
𝑨 = 𝜸𝒋 implies 𝜷𝒋

𝑨 = 𝜷𝒋.  444 

The eBC (𝑒𝐼 ≥ 𝑒𝐺), which can be expressed as 𝜹𝒊 ∙ 𝑸𝒊 ≥ + ∑ ∫ 𝛾𝑖(𝑄𝑖)
𝑄𝑖

0
𝑚
𝑖=1 𝑑𝑄𝑖 + 𝜸𝒋 ∙ 𝑸𝒋, underlies the 445 

EBC (𝐼 ≥ 𝐺), where 𝐼 and 𝐺 are respectively the economic income and expenditure. The EBC, expressed 446 

as ∑ 𝛾𝑖 ∙ 𝑄𝑖(2 −
1

𝑀𝐸𝑅𝑂𝐼𝑖
)𝑚

𝑖=1 ≥ ∑ ∫ 𝛽𝑖(𝑄𝑖)
𝑄𝑖

0
𝑚
𝑖=1 𝑑𝑄𝑖 + 𝜷𝒋 ∙ 𝑸𝒋, is linked to the eBC by 𝑸𝒊’s EROI. While 𝐺 is 447 

straightforward to understand, 𝐼 was not derived from theory, and was found inductively based on 448 

simulations (see part C of the online appendix).  Both budgets must be satisfied simultaneously, which can 449 

be seen in the special case when 𝜸𝒊 → 𝜹𝒊. As this implies that 𝑴𝑬𝑹𝑶𝑰𝒊 → 𝟏 Then 𝜷𝒋 → 𝜸𝒋 and 450 

∑ 𝛾𝑖 ∙ 𝑄𝑖(2 −
1

𝑀𝐸𝑅𝑂𝐼𝑖
)𝑚

𝑖=1 → 𝜹𝒊 ∙ 𝑸𝒊. Under such condition, which happens in long-run equilibrium (shown 451 

in section 5.1.2), the EBC converges towards the eBC.  452 

Lifting the assumption of no sectoral interlinkages does not change any of the previous results. MEROI 453 

remains the link between eBC and EBC which converge in long-run equilibrium. The only difference is that 454 

the estimation of MEROI and 𝜸𝒋 becomes cumbersome as feedbacks must be accounted for using input-455 

output tables (Casler & Wilbur, 1984; Herendeen, 1978; Karkacier & Goktolga, 2005). 456 

4.6 Efficiency  457 

Not all 𝑒𝐺 is effectively converted into physical work 𝑊𝑝 used to close gaps. The Second Law of 458 

Thermodynamics (SLT) states that all energy transfers are subject to inefficiencies, and thus 𝑒𝐺 is always 459 

larger than 𝑊𝑝. The difference between both will be called useless energy transfer 𝑊𝑢, which usually takes 460 

the form of waste heat, and thus 𝑒𝐺 = 𝑊𝑝 + 𝑊𝑢.  461 

Given this, the first-law-efficiency of an agent can be defined as 
𝑊𝑝

𝑒𝐺
, bounded between 0 and 1. The first 462 

limit implies that all energy transferred is converted into waste heat, while the second that all is used to 463 

perform physical work. Because of the SLT, this second boundary can never be reached, and in many 464 

cases it becomes impossible to come close9. Nevertheless, given the aims of this paper and without loss 465 

of generality, it will be assumed that such boundary can be approached. 466 

                                                            
9 Modern steam turbines and diesel engines have thermal-efficiencies of 40 and 50% respectively (Smil, 2013).  
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Moreover, 𝑊𝑝 is usually larger than the physical minimum amount of work required to achieve desired 467 

change 𝑊𝑚. To perform only 𝑊𝑚 agents have to be fully diligent, when in many cases they are not. Also, 468 

they need to do “negative work”10, which in many cases is not known, possible, or convenient. 𝑊𝑚 can be 469 

estimated with physical equations, either using Newtonian or quantum mechanics, entropy, or 470 

thermodynamics, as shown in part D of the online appendix. 471 

The difference between 𝑊𝑝 and 𝑊𝑚 is non-useful work 𝑊𝑛, and thus 𝑊𝑝 = 𝑊𝑚 + 𝑊𝑛. This defines the 472 

work-efficiency of an agent as 
𝑊𝑚

𝑊𝑝
, bounded between 0 and 1. The first limit implies that all physical work 473 

uselessly rearranges matter, closing no gaps. On the contrary, the second means that all physical work 474 

reconfigures matter that closes gaps. Given how diligent, faultless, and knowledgeable agents must be to 475 

achieve this second boundary, it will be assumed it can be approached but not reached. 476 

By multiplying these two types of efficiencies, an agent’s total-efficiency (efficiency hereafter) 𝜌 =
𝑊𝑚

𝑒𝐺
 is 477 

obtained, which is naturally bounded between 0 and 1. This implies that total-efficiency is influenced both 478 

by the physics governing the material reconfigurations under consideration, and by the magnitude of 479 

agent’s diligence, mistakes, and random events. Naturally, there is a distinct 𝜌𝑘  for the production of each 480 

𝑄𝑘, yet for simplicity only a common 𝜌 will be assumed for all 𝑘. 481 

A depiction of how agents objectively close gaps is presented in figure 2. 482 

                    Fig. 2 483 

 484 

 485 

 486 

 487 

 488 

5. Reinterpreting economics 489 

Unbearable and unstable gaps, together with a limited 𝑒𝐵, leads to energy-constrained agents such that 490 

𝑒𝐵 = 𝑒𝐺. As these agents cannot, by definition, objectively close all the gaps they face, they have clear 491 

                                                            
10 An example of this is a Kinetic Energy Recovery Systems (KERS) that allows kinetic motion to be transformed into 
electricity instead of waste heat when a car uses its breaks. 
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incentives to minimize 𝑒𝐺, or alternatively, to maximize 𝐸. Otherwise, they would not be pareto efficient, 492 

as spending less energy or securing more energy surplus would allow them to, ceteris paribus, produce 493 

more goods and thus close additional gaps.  494 

Yet agents do not only face a technical-productive problem. As they face multiple gaps, they must not 495 

only deal with the problem of change, but also with the problem of choice: of choosing which goods will 496 

be produced, and thus which gaps will be close. Therefore, energy-constraints leads to the opportunity 497 

cost of producing goods, which are the goods not produced, yet more importantly leads to the opportunity 498 

cost of closing gaps, which are the gaps not closed.  499 

The following analysis will be limited to autarkic, single-period, and mostly long-run equilibrium. As such, 500 

exchange and intertemporal issues will be excluded, and the energetic and economic budget will be 501 

exactly equivalent. Moreover, issues of instability, uncertainty, indirectness and interdependency will be 502 

overlooked. 503 

5.1 The producer problem 504 

Any given 𝜌 implies that there is a maximum 𝑄𝑘 that can be produced with a given set of 𝒙𝒌 used at full 505 

workload. This relation between 𝒙𝒌 and 𝑄𝑘, dependent on 𝜌, corresponds to an agent’s production 506 

function 𝑓, such that 𝑄𝑘 = 𝑓(𝒙𝒌). As 𝜌 → 1 , 𝑓 will increase the quantity produced given 𝒙𝒌, and as it 507 

reaches one, thermodynamic limits to efficiency enhancements are met. 𝑓 is assumed to be quasiconvex, 508 

continuous, and twice differentiable.   509 

5.1.1 Energy expenditure minimization  510 

When attempting to produce 𝑸̅𝒌 with minimum energy expenditure, agents face the following problem: 511 

        min 𝑒𝐺            𝑠. 𝑡: 𝑄𝑘 = 𝑄̅𝑘         ∀ 𝑘 = 1 … 𝐾 512 

Recalling that 𝑒𝐺 = 𝝎 ∙ 𝒙, and 𝑄𝑘 = 𝑓(𝒙𝒌): 513 

                                    min 𝝎 ∙ 𝒙                           𝑠. 𝑡: 𝑓(𝒙𝒌) = 𝑄̅𝑘   ∀ 𝑘 = 1 … 𝐾 514 

                         𝑥𝑙 ≤ 𝑥̅𝑙            ∀ 𝑙 = 1 … 𝐿 515 

By assuming long-run the last restriction is relaxed. Thus the Lagrangian is: 516 

ℒ = 𝝎 ∙ 𝒙 + ∑[𝜙𝑘(𝑄̅𝑘 − 𝑓(𝒙𝒌))

𝐾

𝑘=1

] 517 



20 
 

(i): 
𝜕ℒ

𝜕𝑥𝑙
= 𝐾 ∙ 𝜔𝑙 − ∑ 𝜙𝑘𝑓𝑙,𝑘

𝐾
𝑘=1 = 0     ∀ 𝑙 = 1 … 𝐿 518 

(ii): 
𝜕ℒ

𝜕𝜙𝑘
= ∑ [𝑄̅𝑘 − 𝑓(𝒙𝒌)]𝐾

𝑘=1 = 0                                                           ∀ 𝑘 = 1 … 𝐾 519 

This setup is equivalent to conventional neoclassical specification of producer cost minimization problem. 520 

The difference is that factors of production are replace with 𝒙, and factor payments with 𝝎. Thus well-521 

known mechanics can be used to derive FOC and refutable hypothesis, yet obtaining solutions that have 522 

distinct interpretations. Given the equivalent setting, tangency conditions, refutable hypothesis, and 523 

other solutions from the producer problem will only be stated and interpreted. Detailed procedures can 524 

be found in Silberberg & Suen (2001) or any other advanced microeconomic textbook.  525 

Setting 𝐾 = 1 and denoting any two 𝑥 by 1 and 2, the tangency conditions are: 526 

𝑓1

𝑓2
=

𝜔1

𝜔2
 𝑎𝑛𝑑 

𝑓1

𝜔1
=

𝑓2

𝜔2
 527 

What the first form tells us is that the MRTS between two 𝑥 must equal their relative energy expenditure. 528 

The second one that each unit of energy spent by each 𝑥 must report the same amount of additional 529 

production. 530 

Given a production function, we can use the tangency conditions to solve this system of equations, and 531 

obtain optimal demand function 𝒙∗(𝝎, 𝑄̅𝑘), as well as the minimum marginal energy cost of production 532 

𝜙∗(𝝎, 𝑄̅𝑘). By setting 𝐿 = 2, totally differentiation the FOC, and applying Kramer’s rule, we derive 533 

refutable hypothesis that yield the following unambiguous proposition: 534 

𝜕𝑥1
∗

𝜕𝜔1
=

−𝑓1
2

|𝐻|
< 0     

𝜕𝑥2
∗

𝜕𝜔1
=

𝑓1𝑓2

|𝐻|
> 0 535 

Where |𝐻| = |

𝑓11 𝑓12 𝑓1

𝑓21 𝑓22 𝑓2

𝑓1 𝑓2 0
| 536 

𝑒𝐺 can be evaluated at its optimum to obtain the energetic cost function 𝐶∗(𝜔1, 𝜔2, 𝑄̅𝑘) = 𝜔1𝑥1
∗ + 𝜔2𝑥2

∗, 537 

derive Sheppard’s Lemma to recover optimal 𝒙 demands and the energy cost of production, find that 𝐶∗ 538 

is homogeneous of degree 𝑟 in 𝜔1 and 𝜔2, and symmetric in 
𝜕𝑥1

∗

𝜕𝜔1
=

𝜕𝑥2
∗

𝜕𝜔2
. Also, with 𝐶∗ is possible to identify 539 

optimal average and marginal embodied energy, 𝛾𝑘
∗𝐴 and 𝛾𝑘

∗respectively.  540 
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5.1.2 Energy surplus maximization  541 

Whereas energy expenditure minimization seems the most intuitive process followed by energy-542 

constraint agents, energy surplus maximization also seems a reasonable objective. Moreover, given that 543 

energy expenditure minimization implies energy surplus maximization, such process should be expected 544 

to exists. To simplify, 𝑸𝒊 and 𝑸𝒋 will be analyzed separately. 545 

There are two ways to present the problem for 𝑸𝒊. The first is that agents maximize the difference 546 

between energy income 𝑒𝐼 = 𝜹𝒊 ∙ 𝑸𝒊 and 𝑒𝐺 = ∑ 𝑒𝐺𝑖(𝑄𝑖)𝑚
𝑖=1  associated with such production. Thus: 547 

max 𝐸 = 𝑒𝐼 − 𝑒𝐺 = 𝜹𝒊 ∙ 𝑸𝒊 − ∑ 𝑒𝐺𝑖(𝑄𝑖)

𝑚

𝑖=1

 548 

𝜕𝐸

𝜕𝑄𝑖
= 𝛿𝑖 −  

𝜕𝑒𝐺𝑖(𝑄𝑖)

𝜕𝑄𝑖
= 0                ∀ 𝑖 = 1 … 𝑚 549 

𝛿𝑖 =  𝛾𝑖(𝑄𝑖)               (1)  550 

𝑄𝑖
∗ is such that marginal energy income (𝛿𝑖) equates marginal energy expenditure (𝛾𝑖(𝑄𝑖)). Note that 𝑄𝑖

∗ 551 

is determined on technical terms, influenced by 𝜌𝑖, and independent from subjective characteristic of 552 

agents (except from those that lead them to be energy constraint in the first place). If 𝑒𝐺𝑖(𝑄𝑖) is known, 553 

𝑄𝑖
∗ can be obtained, and with it the maximum total energy surplus  𝐸∗ = ∑ ∫ [𝛿𝑖 −  𝛾𝑖(𝑄𝑖)]𝑑𝑄𝑖

𝑄𝑖
∗

0
𝑚
𝑖=1 . 554 

The second way to present this problem focuses on the use of 𝒙, such that 𝑄𝑖 = 𝑓(𝒙𝒊). Thus: 555 

max 𝐸 = ∑ 𝛿𝑖𝑓(𝒙𝒊)

𝑚

𝑖=1

− ∑ 𝝎𝒊 ∙ 𝒙𝒊

𝑚

𝑖=1

 556 

𝜕𝐸

𝜕𝑥𝑙
= ∑ 𝛿𝑖𝑓𝑙,𝑖

𝑚
𝑖=1 − 𝑚 ∙ 𝜔𝑙 = 0   ∀ 𝑙 = 1 … 𝐿 557 

Furthermore, by setting 𝑚 = 1 and 𝐿 = 2, the same tangency conditions presented in energy expenditure 558 

minimization, so in fact 𝛾𝑖(𝑄𝑖)  = 𝛾𝑖
∗(𝑄𝑖) , and thus optimality actually implies 𝛿𝑖 = 𝛾𝑖

∗(𝑄𝑖) . Also, familiar 559 

refutable hypotheses are found: 560 

𝜕𝑥1
∗

𝜕𝜔1
=

𝑓22

𝛿𝑖(𝑓11𝑓22−𝑓12
2 )

< 0   
𝜕𝑥2

∗

𝜕𝜔1
=

−𝑓21

𝛿𝑖(𝑓11𝑓22−𝑓12
2 )

= ? 561 

                      
𝜕𝑥1

∗

𝜕𝛿𝑖
=

𝑓12𝑓2−𝑓22𝑓1

𝛿𝑖(𝑓11𝑓22−𝑓12
2 )

= ?          
𝜕𝑄𝑖

∗

𝜕𝛿𝑖
=

−𝛿𝑖(𝑓1
2𝑓22−2𝑓1𝑓2𝑓12+𝑓2

2𝑓11)

𝛿𝑖(𝑓11𝑓22−𝑓12
2 )

> 0 562 
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Own-energy expenditure effect is always negative, and cross energy expenditure effect is ambiguous and 563 

determined by the degree of complementary between 𝒙𝒊. Also, the effect of an increase of 𝛿𝑖 on the use 564 

of 𝒙𝒊 is ambiguous, and its effect on the quantity produced is always positive. 565 

To perform energy surplus maximization process on 𝑄𝑗  an ad’hoc setup is needed. Define a sub-agent as 566 

a subset of 𝒙𝒋 under an agent’s control that produce a given 𝑄𝑗, and an energy assignment 𝛿′𝑗  as certain 567 

amount of energy that the agent will assign to the sub-agent per unit produced.  From the perspective of 568 

the sub-agent, 𝛿′𝑗  is no different than 𝛿𝑖: it is the marginal amount of energy obtained by the production 569 

of the good. By following this artifice, and assuming sub-agents are also energy-constrained, the same 570 

results for 𝑄𝑖 are found: sub-agents produce 𝑄𝑗
∗  such that: 571 

    𝛿′𝑗 = 𝛾𝑗
∗               (2) 572 

How agents define 𝛿′𝑗  responds to the desired level of 𝑄𝑗
∗ , mediated by the solution 𝛿′𝑗 = 𝛾𝑗

∗. If such good 573 

shows an elastic marginal cost curve, higher 𝑄𝑗
∗ will require higher 𝛿′𝑗, given higher 𝛾𝑗

∗. If such curve is 574 

perfectly elastic, as is assumed here, any level of 𝑄𝑗
∗ can be achieved with the same level of 𝛿′𝑗. Yet this is 575 

only a partial solution that does not incorporate the trade-offs that increasing 𝛿′𝑗  implies for the 576 

production of other 𝑸𝒋. A complete answer is provided in section 5.3.1, showing that 𝜹′ is optimally 577 

determined according to individual’s desires and the scarcity of energy in general. 578 

The usefulness of 𝜹′ becomes evident when analyzing aggregate agents, such that sub-agents can be 579 

thought of as groups of their constituent agents endowed with an array of 𝒙. In this context, 𝜹′ becomes 580 

a crucial decision tool to signal to sub-agents how much to produce. In a modern economy, these sub-581 

agents are firms, and the decision mechanism to define 𝜹′ is either a central planner or the market 582 

mechanism, as will be discussed in section 6. 583 

The definition of 𝜹′ is endogenous to the agent, and thus 𝑸𝒋
∗ is not determined in technical terms by an 584 

objective optimality condition (as 𝑄𝑖
∗ given an exogenous 𝛿𝑖). To find 𝑸𝒋

∗, the producer problem must be 585 

complemented with the consumer problem. It is worth remembering that an agent’s economic problem 586 

is the existence of gaps, and their objective is to close them, not to minimize energy expenditure nor 587 

maximize energy surplus per se. These two optimizing procedures are just behaviors consistent with 588 

energy-constraint contexts, which cannot by themselves determine which gaps are to be closed, and thus 589 

which goods are to be produced.  590 
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5.2 The consumer problem 591 

As agents face energy-constraints in relation to unstable, unbearable, and multiple gaps, they are forced 592 

to choose which to close, and by taking such decisions reveal the subjective relative importance of each 593 

gap. This decision takes the material form of choosing which associated good to produce, which under 594 

autarchy implies which good to consume. Consumption of a good, from the perspective of the gap, is the 595 

use of a specific configurations of matter achieved through an agent’s work (i.e. a good) to close a gap. 596 

With a binding eBC, and defined 𝑸𝒌 and 𝜸𝒌, virtually all the elements to infer such decision process using 597 

the TRP are present (Houthakker, 1950; Samuelson, 1938). Preference relations are derived by demand 598 

decisions, which are obtained using 𝑒𝐵 instead of money-income, and 𝜸𝒌 (or 𝜷𝒌) instead of prices. Lastly, 599 

leaving some mathematical subtleties aside, quasiconcave utility functions are guaranteed to exist by 600 

invoking the Strong Axiom of Revealed Preferences, given the implied negative semi-definiteness and 601 

symmetry of the (transformed) Slutsky terms (Silberberg & Suen, 2001). 602 

Although utility functions are used, from the perspective of the gap utility itself is not necessarily 603 

associated with a psychological process related to pain and pleasure. Utility is only a representation of 604 

ordered and purposeful decision making under scarcity, which can be associated with pain and pleasure, 605 

but also with other drivers of human actions. Thus, utility is conceived a la Fisher (see footnote 2).  606 

One implication of this is that utility functions are not a natural property of agents, as those that are not 607 

energy-constrained fail to adhere to the requirements of the TRP. Another is that comparisons of 608 

wellbeing are harder to do. Agents with few gaps require fewer 𝑸𝒌, and might be better off than others 609 

that face many. This caveat, highlighted with the subjective approach and from heterogeneous external 610 

realities that make spontaneous trajectory move closer or farther from desired ones, takes utilitarism one 611 

step further. It suggests that utilities between agents cannot be compared, but that neither can utilities 612 

between the same one in different contexts. 613 

Provided energy-constraint agents (𝑒𝐵 = 𝑒𝐺), a modified utility maximization problem is followed. Utility 614 

functions are assumed quasiconcave, continuous, and twice differentiable. 615 

5.2.1 Exogenous energy budget (only 𝒆𝑨) 616 

An agent only has 𝑒𝐴 and therefore only produces 𝑸𝒋. Given 𝜸𝒋 = 𝜸𝒋
𝑨: 617 

max 𝑈(𝑸𝒋)  𝑠. 𝑡: 𝜸𝒋 ∙ 𝑸𝒋 ≤ 𝑒𝐴 618 

When the constraint is met with equality given an energy-constraint agent, the Lagrangian is defined as: 619 
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ℒ = 𝑈(𝑸𝒋) + 𝜆[𝑒𝐴 − 𝜸𝒋 ∙ 𝑸𝒋] 620 

This setup is equivalent to conventional neoclassical specification of consumer utility maximization 621 

problem. The difference is that money-income is replaced with 𝑒𝐴, and prices with 𝛾. The implication of 622 

this is that we can apply the same mechanics to derive FOC and refutable hypothesis, yet attach to the 623 

resulting solutions distinct interpretations. 624 

Given that the mechanics are the same, direct reinterpretation of tangency conditions, refutable 625 

hypothesis, and other solutions from the consumer problem are provided. The detailed procedures can 626 

be found again in Silberberg & Suen (2001) or any other advanced microeconomic textbook. 627 

The tangency condition between any two 𝑄𝑗  (denoted by 1 and 2) can be expressed as: 628 

𝑈1

𝑈2
=

𝛾1

𝛾2
 𝑎𝑛𝑑 

𝑈1

𝛾1
=

𝑈2

𝛾2
 629 

The first form implies that for optimality the Marginal Rate of Substitution (MRS) between 𝑄𝑗  must 630 

equalize their relative 𝛾. The second that optimality requires that each unit of energy spent on producing 631 

each 𝑄𝑗  must report the same amount of additional utility. Replacing this condition on the eBC yields the 632 

Energetic-Marshallian demand functions for these goods 𝑄𝑘
∗(𝛾𝑗 , 𝛾𝑖 , 𝛿𝑖), as well as the marginal utility of 633 

energy 𝜆∗(𝛾𝑗 , 𝛾𝑖 , 𝛿𝑖): the marginal capacity of energy to close gaps. 634 

Furthermore, by reducing the problem to 𝑛 = 2, totally differentiation the FOC, and applying Kramer’s 635 

rule, refutable hypothesis are derived which yield the following proposition: 636 

𝜕𝑄1
∗

𝜕𝛾1
=

𝜆|
𝑈11 −𝛾2
−𝛾2 0

|

|𝐻|
− 𝑄1

∗ 𝜕𝑄1
∗

𝜕𝑒𝐴
   

𝜕𝑄2
∗

𝜕𝛾1
=

𝜆|
𝑈21 −𝛾2
−𝛾1 0

|

|𝐻|
− 𝑄1

∗ 𝜕𝑄2
∗

𝜕𝑒𝐴
 637 

Where |𝐻| = |

𝑈11 𝑈12 −𝛾1

𝑈21 𝑈22 −𝛾2

−𝛾1 −𝛾2 0
| 638 

These equations contain the equivalent of own and cross price effects, but expressed as own and cross 639 

embodied energy effects. Each is decomposed into their respective own and cross energy-substitution 640 

effect, as well as their own and cross energy-endowment effects. Own energy-substitution effects are 641 

always negative, cross energy-substitution effects are equal and always positive (when  𝑛 = 2), and 642 

energy-endowment effects depend on the normal or inferior nature of each good. 643 

As becomes clear by now, a complete reinterpretation of the consumer problem is enabled. The marginal 644 

utility of an extra unit of energy 
𝜕𝜆

𝜕𝑒𝐴
 will be negative given quasiconcavity of 𝑈 if 𝑈11 < 0 is assumed, but 645 
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ambiguous otherwise. Indirect Utility Functions can be specified and energetic versions of Roy’s Identity 646 

as expressed using envelope theorem.  647 

The dual of this problem yields the Energetic-Hicksian demand functions, own and cross Energetic-Slutsky 648 

equations, and the Energetic-Expenditure function. This last function is homogeneous of degree one, 649 

concave, and reciprocal in 𝜸𝒋. Such function also allows for the energetic version of Sheppard’s Lemma. 650 

The Energetic-Engel Aggregation (𝜀1,𝐴𝑆1 + 𝜀2,𝐴𝑆2 = 1)11, Energetic-Cournot Aggregation (𝜀1,𝛾2
𝑆1 +651 

𝜀2,𝛾1
𝑆2 = −𝑆1), energetic version of Hick’s third law (𝜀1,𝛾2

𝑐 𝑄1
∗𝑐𝛾1 + 𝜀1,𝛾2

𝑐 𝑄1
∗𝑐𝛾2 = 𝜀1,𝛾1

𝑐 𝑄1
∗𝑐𝛾1 + 𝜀2,𝛾1

𝑐 𝑄1
∗𝑐𝛾2), 652 

and other relations (𝜀1,𝛾1

𝑐 + 𝜀1,𝛾2

𝑐 = 0, 𝜀1,𝛾1

𝑐 𝑆1 + 𝜀2,𝛾1

𝑐 𝑆2 = 0) can also be specified. 653 

5.2.2 Endogenous energy budget (only 𝒆𝑰) 654 

An agent only has 𝑒𝐼 and therefore builds its 𝑒𝐵 exclusively with 𝑸𝒊. Thus: 655 

max 𝑈(𝑸𝒌)  𝑠. 𝑡: 𝜸𝒌 ∙ 𝑸𝒌 ≤ 𝑒𝐼 656 

As the constraint is met with equality, and recalling that 𝑒𝐼 = 𝜹𝒊 ∙ 𝑸𝒊, the eBC is specified as: 657 

𝜸𝒋 ∙ 𝑸𝒋 + ∑ ∫ 𝛾𝑖(𝑄𝑖)
𝑄𝑖

0

𝑚

𝑖=1

𝑑𝑄𝑖 = 𝜹𝒊 ∙ 𝑸𝒊 658 

This eBC implies that 𝐸 = 𝜸𝒋 ∙ 𝑸𝒋: as stated in section 4.4 and 5.1.2, total energy surplus derived from 𝑸𝒊 659 

is what allows for the production (and consumption) of 𝑸𝒋. The Lagrangian is: 660 

ℒ = 𝑈(𝑄𝑘=1…𝐾) + 𝜆[∑[𝛿𝑖 ∙ 𝑄𝑖 − ∫ 𝛾𝑖(𝑄𝑖)
𝑄𝑖

0

𝑚

𝑖=1

𝑑𝑄𝑖] − 𝜸𝒋 ∙ 𝑸𝒋] 661 

This setup is different from the standard consumer problem. The FOC are: 662 

(i): 
𝜕ℒ

𝜕𝑄𝑗
= 𝑈𝑗 − 𝜆𝛾𝑗 = 0                    ∀ 𝑗 = 1 … 𝑛   (3) 663 

(ii): 
𝜕ℒ

𝜕𝑄𝑖
= 𝑈𝑖 − 𝜆[𝛾𝑖(𝑄𝑖) − 𝛿𝑖] = 0     ∀ 𝑖 = 1 … 𝑚   (4) 664 

(iii): 
𝜕ℒ

𝜕𝜆
= ∑ [𝛿𝑖 ∙ 𝑄𝑖 − ∫ 𝛾𝑖(𝑄𝑖)

𝑄𝑖

0
𝑚
𝑖=1 𝑑𝑄𝑖] − 𝜸𝒋 ∙ 𝑸𝒋 = 0 665 

                                                            

11 With 𝜀1,𝐴 =
𝜕𝑄1

∗

𝜕𝑒𝐴

𝑒𝐴

𝑄1
∗, 𝑆𝑥 =

𝛾1𝑄1
∗

𝑒𝐴
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If agents are not energy-constrained, 𝜆 = 0 and 𝑈𝑘 = 0. This is why energy-constraints are critical for 666 

utility functions to exist. If energy is freely available, agents can produce 𝑸𝒌 up to the point they closed 667 

all gaps. As no tradeoffs would exist, no choices would be required, and economics would be irrelevant. 668 

Rearranging (4) leads by definition to 𝑈𝑖 = 𝜆[𝛾𝑖(𝑄𝑖) − 𝛿𝑖] ≤ 0. Thus, optimality requires that the marginal 669 

utility of 𝑸𝒊 be zero or negative. Given utility a la Fisher, negative marginal utility need not be associated 670 

with pain. What it does imply is that agents can increase their utility (close more gaps) by reducing it in 671 

absolute value. A plausible interpretation of this is that the actual utility that 𝑸𝒊 provide is derived from 672 

their 𝐸 which enables to produce 𝑸𝒋 that close other gaps. Thus negative marginal utility reflects that 𝛼 >673 

0 and that 𝐸 is not maximized. This creates incentives, as will be detailed in section 5.3.1, to reduce  𝛼 to 674 

zero by increasing its production. 675 

Tangency conditions between any two 𝑄𝑗  have already been presented in the previous section. Leaving 676 

aside that at optimum 𝛼𝑖 = 𝛿𝑖 − 𝛾𝑖(𝑄𝑖) = 0, and expressing 𝜸𝒊(𝑸𝒊) as 𝜸𝒊 hereafter, the tangency 677 

condition between any two 𝑄𝑖 (denoted by 3 and 4) can be expressed as: 678 

𝑈3

𝑈4
=

𝛼3

𝛼4
 𝑎𝑛𝑑 

𝑈3

𝛼3
=

𝑈4

𝛼4
 679 

The first form implies that for optimality the MRS between 𝑄𝑖  must equalize their relative 𝛼. The second 680 

that optimality requires that each unit of energy surplus generated while producing each 𝑄𝑖 must report 681 

the same amount of additional utility, which could be used as a way to grasp heterogeneous quality 682 

between the energy provided by different 𝑄𝑖 (density, cleanness, safety, etc). Furthermore, the discovery 683 

of a new high 𝛼𝑖 not only has the effect of increasing an agent’s 𝑒𝐼, but also of altering the schedule of 684 

consumption of 𝑸𝒊. If one 𝛼𝑖 rises, ceteris paribus, the other 𝑸𝒊’s marginal utility has to fall. Finally, as 685 

𝜶 → 0, both forms become undefined. 686 

The tangency condition between one 𝑄𝑖  and 𝑄𝑗  (denoted by 1 and 3 respectively) is: 687 

𝑈𝑗=1

𝑈𝑖=3
= −

𝛾𝑗=1

𝛼𝑖=3
 𝑎𝑛𝑑 

𝑈𝑗=1

𝛾𝑗=1
= −

𝑈𝑖=3

𝛼𝑖=3
 688 

The first form implies that the MRS between a 𝑄𝑖  and an 𝑄𝑗  must equal the negative of the ratio between 689 

the embodied energy of the former and the marginal energy surplus of the latter. This MRS states how 690 

much less of one 𝑄𝑗  must be consumed by the reduction in the consumption of one 𝑄𝑖 (utility being held 691 

constant by the sign of the marginal utility of 𝑄𝑖). The second form implies that the marginal utility per 692 
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unit of energy spent on 𝑄𝑗  must equal the marginal utility (in absolute value) per unit of energy surplus 693 

provided by the 𝑄𝑗. Here again, as 𝛼 → 0, both forms become undefined. 694 

Given a utility function, these tangency conditions and the eBC solves the system of equations, and again 695 

Energetic-Marshallian demand function 𝑄𝑘
∗(𝛾𝑗 , 𝛿𝑖), as well as the marginal utility of energy 𝜆∗(𝛾𝑗 , 𝛿𝑖) can 696 

be found.  697 

Furthermore, replacing 𝑄𝑘
∗  and 𝜆∗ in the FOC yields identities that can be differentiate. To make this 698 

manageable, only one 𝑄𝑗  (𝑗 = 1) and one 𝑄𝑖 (𝑖 = 3) are considered and expressed in matrix form: 699 

   [

𝑈11 𝑈13 −𝛾1

𝑈31 𝑈33 − 𝜆∗ 𝜕𝛾3

𝜕𝑄3
−(𝛾3−𝛿3)

−𝛾1 −(𝛾3−𝛿3) 0

] [
𝑑𝑄1

∗

𝑑𝑄3
∗

𝑑𝜆∗

] ≡ [

𝜆∗𝑑𝛾1

𝜆∗(𝑑𝛾3−𝑑𝛿3)

𝑄1
∗𝑑𝛾1 + 𝑄3

∗(𝑑𝛾3−𝑑𝛿3)
] 700 

Full details of the derivation of comparative statics using Kramer’s rule is presented in part F of the online 701 

appendix. The resultant refutable hypotheses are: 702 

1) 𝑄𝑗  own-embodied-energy effect 703 

𝑑𝑄1
∗

𝑑𝛾1
=

1

𝑄3
∗ [

𝜆∗(𝛿3−𝛾3)[𝛾1𝑄1
∗−(𝛿3−𝛾3)𝑄3

∗]

|𝐻|
− 𝑄1

∗ 𝑑𝑄1
∗

𝑑𝛿3
]                (5) 704 

This effect is decomposed into an own-substitution effect 
𝜆∗(𝛿3−𝛾3)[𝛾1𝑄1

∗−(𝛿3−𝛾3)𝑄3
∗]

|𝐻|
, which is negative or 705 

zero given the EBC, and an own-energy-income effect 𝑄1
∗ 𝑑𝑄1

∗

𝑑𝛿3
, which is signed according to normal or 706 

inferior nature of the 𝑄𝑗. Note that the total effect is attenuated according to the importance of the 𝑄𝑖. 707 

Whenever the eBC is met with equality (𝛾1𝑄1
∗ = (𝛿3−𝛾3)𝑄3

∗), which is implied when analyzing energy-708 

constraint agents, substitution effect is zero. The same is true when no power-constraints are binding 709 

(𝛿𝑤 = 𝛾𝑤). Thus, under those conditions only income effects matter: 710 

𝑑𝑄1
∗

𝑑𝛾1
= −

𝑄1
∗

𝑄3
∗

𝑑𝑄1
∗

𝑑𝛿3
  711 

The absence of a substitution effect between 𝑄𝑖 and 𝑄𝑗  suggests that there is, for energy-constraint 712 

agents and in the long-run, a qualitative difference between both. This difference can be grasped by the 713 

second FOC, which implies that in the long-run 𝑈𝑖 = 0. It seems interesting to analyze the problem for an 714 

agent with 𝑛 = 2, 𝑚 = 2, 𝐾 = 4, such that substitution between two 𝑄𝑖  and two 𝑄𝑗  is enabled. Although 715 

promising, such exercise is left for future research. 716 

2) 𝑄𝑖  cross-embodied-energy effect 717 
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𝑑𝑄3
∗

𝑑𝛾1
=

1

𝑄3
∗ [

𝜆∗𝛾1[𝛾1𝑄1
∗−(𝛿3−𝛾3)𝑄3

∗]

|𝐻|
−𝑄1

∗ 𝑑𝑄3
∗

𝑑𝛿3
]                (6) 718 

This expression is similar to (5). The full effect is decomposed into a negative or zero cross-substitution 719 

effect, and a cross-energy-income effect dependent on the normal or inferior nature of the good. 720 

3) Marginal utility of energy embodied-energy effect  721 

𝑑𝜆∗

𝑑𝛾1
=

𝜆∗

𝑄3
∗2 [

𝜆∗𝛾1[(𝛿3−𝛾3)𝑄3
∗−𝛾1𝑄1

∗]

|𝐻|
+ 𝑄1

∗ 𝑑𝑄3
∗

𝑑𝛿3
− 𝑄3

∗ 𝑑𝑄1
∗

𝑑𝛿3
−

𝑄1
∗𝑄3

∗

𝜆∗

𝑑𝜆∗

𝑑𝛿3
]              (7) 722 

This has many elements. A positive or zero term given by the EBC, a crossed energy income effect of 𝑄𝑖, 723 

a negative crossed energy income effect of the 𝑄𝑗, and lastly a positive term given that 
𝑑𝜆∗

𝑑3
 is negative by 724 

definition. This expression implies that 
𝑑𝜆∗

𝑑𝛾1
 will tend to be positive, yet this hypothesis is not unambiguous. 725 

It will depend on the normality or inferiority nature of the goods under consideration.  726 

The dual of this problem allows to derive the Energetic-Hicksian demand functions, the energy cost of 727 

utility, as well as the Energetic-Slutsky equations, Sheppard’s Lemma, and precise properties of the 728 

Energetic-Expenditure function. Detailed derivations are available upon request.  729 

5.3 Equilibrium 730 

The equilibrium for an autarchic, single period, and long-run agent is found by setting the production and 731 

consumption of each good equal. For any 𝑄𝑗  this can be done recalling from equations (2) and (3) that for 732 

any 𝑄𝑗 > 0, 𝛿′𝑗 = 𝛾𝑗  and 𝑈𝑗 = 𝜆𝛾𝑗. Rearranging and combining both terms yields: 733 

                                                                         𝛿′𝑗 =
𝑈𝑗

𝜆
               ∀ 𝑗 = 1 … 𝑛 734 

Optimal 𝛿′𝑗  for good 𝑗 is the ratio between its marginal utility and the marginal utility of energy, thus to 735 

the MRS between good 𝑗 and energy itself: 𝜹𝑗
′ represents the ratio between the marginal contribution of 736 

a good to an agent’s objectives (𝑈𝑗), and energy’s marginal extrinsic opportunity cost (𝜆). Note that as 737 

energy becomes less scarce (𝜆 falls), 𝜹𝑗
′ will increase. Likewise, if 𝑼𝒋 rises, so does 𝜹𝑗

′.  738 

Furthermore, by recognizing that 𝜆 is the same for all goods, we arrive at a familiar expression which 739 

states that equilibrium requires that each unit of energy assigned for each good must yield the same 740 

marginal utility: 741 

𝑈𝑗=1

𝛿′𝑗=1
=

𝑈𝑗=2

𝛿′𝑗=2
= ⋯ =

𝑈𝑗=𝑛

𝛿′𝑗=𝑛
 742 
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This procedure can be done for 𝑸𝒊 recalling from equations (1) and (4) that for any 𝑄𝑖 > 0, 𝛿𝑖 = 𝛾𝑖(𝑄𝑖) 743 

and 𝑈𝑖 = 𝜆[𝛾𝑖(𝑄𝑖) − 𝛿𝑖]. Rearranging and combining yields, again, 𝑈𝑖 = 0. In long-run equilibrium, 𝑸𝒊 not 744 

only yield no marginal energy surplus, but also no marginal utility. Thus, while they are the basis of an 745 

agent’s energy income, and therefore the source from where it produces and consumes 𝑸𝒋, in the long-746 

run, at the margin, they yield nothing. This result is conditional on the long-run implying no power-747 

constraints. Thus, this paper will finish by exploring the short-run. 748 

5.3.1 Short-run equilibrium and its evolution towards the long-run 749 

In the short-run agents are power-constrained. This can be illustrated with an agent’s energy surplus 750 

maximization process. 751 

max 𝐸 = 𝜹𝒊 ∙ 𝑸𝒊 − ∑ 𝐺𝑖(𝑄𝑖)𝑚
𝑖=1   𝑠. 𝑡: 𝑥𝑙 ≤ 𝑥̅𝑙    ∀ 𝑙 = 1 … 𝐿 752 

Where the Lagrangian is: 753 

ℒ = 𝜹𝒊 ∙ 𝑸𝒊 − ∑ 𝐺𝑖(𝑄𝑖)

𝑚

𝑖=1

+ ∑ 𝜙𝑙[𝑥̅𝑙 − 𝑥𝑙]

𝐿

𝑙=1

 754 

By assuming that the agent lacks enough power of only one 𝒙, say 𝑥1 ≤ 𝑥̅1, then 𝜙𝑙 = 0 ∀ 𝑙 ≠ 1, 𝑓(𝒙𝒊) =755 

𝑄𝑖 can be rewritten as 𝑥𝑖,1 = 𝑓−1(𝑄𝑖 , 𝒙−1), and ∑ 𝑥𝑖,1 = 𝑥1
𝑚
𝑖=1 . The Lagrangian then is:  756 

ℒ = 𝜹𝒊 ∙ 𝑸𝒊 − ∑ 𝐺𝑖(𝑄𝑖)

𝑚

𝑖=1

+ 𝜙𝑙=1[𝑥̅1 − ∑ 𝑓−1(𝑄𝑖 , 𝒙−1)

𝑚

𝑖=1

] 757 

Taking FOC results in: 758 

(i): 
𝜕ℒ

𝜕𝑄𝑖
= 𝛿𝑖 −  𝛾𝑖(𝑄𝑖) − 𝜙𝑙=1 ∙ 𝑓−1′ = 0 759 

Which implies that in optimum 𝛿𝑖 =  𝛾𝑖(𝑄𝑖) + 𝜙𝑙=1 ∙ 𝑓−1′. Given 𝜙𝑙=1 > 0 and 𝑓−1′ > 0, then 𝛿𝑖 >760 

𝛾𝑖(𝑄𝑖). Thus, the effects of power-constraints are that at optimum, marginal energy income is greater 761 

than marginal energy cost. 762 

Recalling from the previous section that 𝑈𝑖 = 𝜆[𝛾𝑖(𝑄𝑖) − 𝛿𝑖] and replacing, a shadow equation is obtained 763 

where 𝑈𝑖 = −𝜆 ∙ 𝜙𝑙=1 ∙ 𝑓−1′. Given that 𝜆, 𝜙𝑙=1, and 𝑓−1′ are positive, the marginal utility of 𝑸𝒊 is, again, 764 

negative, but now it is inversely proportional to the magnitude of these shadow values and the marginal 765 

technical requirements of production. This provides a formal incentive for agents to reduce their energy 766 

and power constraints, and to increase 𝜌. More energy reduces 𝜆, and more power directly reduces 𝜙2,1 767 
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and indirectly 𝜆. Likewise, increases in 𝜌 reduces the amount of 𝒙 required to increase production by one 768 

unit, and thus decreases 𝑓−1′. All this drives the negative marginal utility of 𝑄𝑖 towards zero.  769 

To visualize this only one 𝑄𝑖 is considered. Its demand curve is argued to be perfectly elastic at the level 770 

of its 𝛿𝑖 up to its power-constraint: The maximum energy that an agent will be willing to spend on a 𝑄𝑖  is, 771 

by definition, the energy it will provide, and it will be zero if it cannot use it at all. Given this, the demand 772 

for 𝑄𝑖  will be horizontal until it reaches the power-constraint, where it will fall vertically (figure 3.a). 773 

Moreover, the level of 𝛾𝑖  determines the 𝐸 available to produce and consume 𝑄𝑗, which corresponds 774 

entirely to consumer surplus. At 𝑄° (the equilibrium level), 𝛿𝑖 > 𝛾𝑖°. 775 

Fig. 3.a      Fig. 3.b 776 

 777 

Figure 3.b shows the short-run equilibrium evolving towards the long-run. In 𝑡 = 1 the agent has limited 778 

power, thereby producing 𝑄°1 at 𝛾°1, and 𝛿𝑖 > 𝛾𝑖°1. This agent secures 𝐸1, which it can use to produce 779 

and consume 𝑸𝒋. The relation 𝑈𝑖 = −𝜆 ∙ 𝜙𝑙=1 ∙ 𝑓−1′ leads the agent to, among the 𝑸𝒋 it produces, build 780 

more 𝒙 to relax its power-constraint. Thus at t = 2 the agent produces more 𝑄𝑖 and additionally secures 781 

𝐸2. All the rest is the same. With new 𝒙 at t = 3, production leads to a marginal increase of 𝛾𝑖°. This 782 

increase is small as to keep 𝛿𝑖 > 𝛾𝑖°3. Finally, at t = 4, 𝑄𝑖  is such that 𝛿𝑖 = 𝛾𝑖°, and thus there are no 783 

incentives to produce any more 𝒙 as there is no additional surplus energy to do work with. This point 784 

represents the steady-state Ω for this agent. 785 

Three features stand out about this dynamic. 1) Any technological change that increases 𝜌 and thus 786 

reduces 𝛾𝑖, shifts the supply curve down and thus expands Ω to the right, yet this is bounded as 𝜌 → 1. 2) 787 

Discovery of new 𝑸𝒊 with high 𝜶, will lead to expansive dynamics, yet limited in the short-run by the 788 

availability of 𝒙. 3) Along the transition from the short to the long-run, as 𝛾 increases, 𝐸 is gradually shifted 789 

from consumer to producer surplus. Although this is irrelevant for an individual agent, it has potentially 790 

significant distributional implications for aggregate ones. 791 
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Another relevant analysis in the short-run, as 𝛿𝑖 > 𝛾𝑖(𝑄𝑖) (MEROIi > 1), is how the eBC and EBC differ. 792 

As embodied and economic energy stop being equivalent, distinct results are expected from performing 793 

cost minimization, surplus maximization, and utility maximization to one or the other. Because of space 794 

constraints, such analysis will be left for further research, stressing only that by differing in the short-run, 795 

performing such procedures according to the schedules of 𝜸 and 𝜷 must yield different results, which 796 

must nevertheless comply simultaneously with the EBC and eBC. 797 

6. Concluding remarks 798 

This paper explores the idea of extending economic rationale to energetics, and does so by considering 799 

gaps, instead of desires, as the necessary condition for the economic problem. The first implication of this 800 

is that as gaps are formed by desires and material divergences, the economic problem can be addressed 801 

either managing the first -the subjective approach-, or rearranging the second -the objective approach-. 802 

Although the subjective approach is argued to be a valuable way of simplifying the economic problem, its 803 

biological and cultural limitations, as well as the fact that it does not lead to any refutable hypothesis, 804 

leads to focus on the objective approach.  805 

Such approach consists of material reconfigurations to close gaps, and therefore bridges economics with 806 

the issue of physical movements. In particular, goods are highlighted to be specific rearrangements of 807 

matter, and as what enables material changes are energy transfers, the objective approach reveals the 808 

central role of energy and prime movers for economics. The transfer of the former is the essence of 809 

change, and the latter is what concretely performs such transfers.  810 

As agents spend energy to produce goods, they secure an energy income to satisfy an energy budget 811 

constraint. In parallel, agents face an economic budget constraint related to the former by energy good’s 812 

Energy Return Over Investment (EROI), which takes into consideration that energy expenditures are 813 

usually not the same as the opportunity cost of such expenditures. In long-run equilibrium both budget 814 

constraints are identical. 815 

Agents striving to close gaps objectively (ends) subject to energy and power constraints (scarce means), 816 

enables a straightforward development of optimization procedures. Under this context the problem of 817 

material change encompasses the problem of choice, as orthodox economics is normally thought of. 818 

Accordingly, the setting of producer and consumer problem from the perspective of the gap yields familiar 819 

results with distinct interpretation as well as wholly new ones.  820 
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Agents produce goods minimizing the energy spent on them. This leads to familiar comparative statics 821 

and conditions known from producer cost minimization, but with the precision that cost is energy and 822 

factors of production are prime movers. Also, agents produce energy-goods to maximize total energy 823 

surplus, which implies equating marginal energy income and expenditure, as well as an array of familiar 824 

comparative statics. This energy surplus provides the means to produce non-energy goods. 825 

Agents consume goods to close gaps, and given they have limited energy income and each good has a 826 

defined embodied energy, the Theory of Revealed Preference can be used to argue for the existence of 827 

utility functions a la Fisher (see footnote 1). With them, the consumer problem can be defined with an 828 

exogenous, endogenous, or general (with both) energy budget, each leading to particular results. 829 

Whenever an exogenous one is used, refutable hypothesis and relevant relations are closely familiar to 830 

their neoclassical counterparts, yet they hold distinct interpretations. It is only as energy goods are 831 

considered that altogether new results appear.  832 

In long-run equilibrium agents assign energy to the production of non-energy goods according to the MRS 833 

between each good and the marginal utility of energy, which corresponds to the highest opportunity cost 834 

of energy in general. Also, while energy goods are the basis of an agent’s energy income, and therefore 835 

the source from where it produces and consumes non-energy goods, in the long-run, at the margin, they 836 

yield nothing.  837 

In short-run equilibrium, power-constraints leads to positive marginal energy surplus, allocation of total 838 

energy surplus as consumer surplus, incentives to accumulate prime movers, and to increase efficiency. 839 

Yet, along the transitions to the long-run by the accumulation of prime movers, increases in the marginal 840 

costs of producing energy goods leads marginal energy surplus towards zero, allocation of total energy 841 

surplus as producer surplus, and the dissipation of incentives to accumulate more prime movers and 842 

increase efficiency provided by the shadow equation. This final state is the agent’s steady-state, 843 

fundamentally defined by having no positive marginal energy surplus. This state can change with 844 

technological developments that reduce energy expenditures, or discoveries of new energy goods and 845 

prime movers. This implies a position in-between technological-optimist and neo-malthusian views, 846 

where efficiency has thermodynamic limit as efficiency reaches thermodynamic limits, yet the possibility 847 

remains of tapping new high energy surplus-yielding energy goods. 848 

Whereas the importance of energy and prime movers for economies and societies are remarkably 849 

abundant (Ayres, 1998; Berndt, 1983; Costanza, 1980; Fermi, 1937; Huettner, 1982; Liu et al., 2008; Lotka, 850 

1922; Odum & Odum, 1976; Podolinsky, 1880; Smil, 1994; Soddy, 1933), the perspective of the gap and 851 
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the analytical development it enables is new. Given this, critiques made against basing economic analysis 852 

on energetic terms become generally irrelevant, as the perspective of the gap responds to concerns about 853 

one fundamental resource, non-energetic determinants of economics, and the shortcomings of energy 854 

theories of value. 855 

From this perspective energy is the only fundamental resource as it is the exclusive source of material 856 

change. As such, it is the basis of all other resources, yet only so in the long-run, as in the short-run prime 857 

movers are also limiting factors. Moreover, this perspective does not imply that only energy matters. 858 

Constituted by desires, gaps themselves originate by determinants that are fully or partly independent 859 

from energetic considerations (e.g. tastes, traditions). Moreover, the way agents create and manage 860 

prime movers is influenced by an array of psychological, historical, and institutional factors that escapes 861 

the energetic realm. Finally, the perspective of the gap is not an energy theory of value, as these are 862 

axiomatic propositions. Here the axiom is that the necessary conditions of the economic problem are 863 

gaps. That energy transfers are become the unique and unquestionable way to close them objectively is 864 

not axiomatic, it is physics. 865 

As agents strive to close gaps, it is clear why energy per se is not the source of economic value, but only 866 

the opportunity cost of energy spent in the production of goods that close gaps. On one hand this is 867 

consistent with research that finds a tendency towards maximum energy throughput and power (Odum, 868 

1995), while others do not (Common & Stagl, 2005). On another, it is coherent with the idea that this 869 

analysis is useful to identify how energy shapes economic dynamics under energy-constrained contexts, 870 

but fails when energy surpluses are permanently large. If energy becomes “too cheap to meter”, utility 871 

functions break down, and the shadow value of energy and economic energies tend to zero. 872 

This paper has only scratched the surface of the potential that this perspective has to understand and 873 

interpret economic phenomena.  With the aim of presenting it along the array of associated concepts 874 

(energy goods, prime movers, efficiency, etc.), a limited analysis to autarchic, single-period, and mostly 875 

long-run agents has been developed here. While this was necessary because of space-constraints, it ruled 876 

out two of the most salient features of modern economies: exchange and non-renewable primary energy 877 

sources. Moreover, it avoided dealing with the short-run divergence between energy and economic 878 

budget constraints, and the consideration of uncertain and interdependent gaps and goods. Also because 879 

of space-constraints, this paper does not present any formal empirical evidence, which stands out as a 880 

crucial future step as extraordinary claims demand extraordinary evidence. 881 
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Dealing with exchanging agents might shed new insights into the nature of complex economic systems. 882 

Relative market prices might be social symbols of relative economic energies (likely the central refutable 883 

hypothesis of this perspective). Economic fundamentals (e.g. interest rates, wages) might be visible social 884 

symbols representing invisible energetic dynamics, and markets social arrangements that under perfect 885 

competition reveal economic energies, and define energy assignments according to aggregated 886 

preferences and general energy scarcity. Perhaps growth is the transition from the short to the long-run, 887 

and complex human organization, with its unparalleled adventure into religion, warfare, and science, 888 

could be the expression of underlying energy surpluses. This implies that the perspective of the gap not 889 

only leads to specific refutable hypothesis, but also to a fresh reinterpretation of what is economics: 890 

humans using scarce energy to reconfigure matter according to their desires. 891 

Exchanging agents might not only lead to refutable hypothesis and a new economic paradigm, but also to 892 

understand the phenomena of extreme inequality (Jacobs, 2015). This broadly escapes the scope of this 893 

paper, but it is suggestive that total energy surplus, by its very nature, might be the essence of economic 894 

rent and thus lie at the core of extreme inequality. If correct, this could greatly enhance the inequality 895 

literature based on rent (Council of Economic Advisors, 2016; George, 1879; Sørensen, 2000) and rent-896 

seeking (Dabla-Norris & Wade, 2001; Krueger, 1974; Tullock, 1967, 1993), by giving a more precise 897 

definition of what rent is and where it comes from. The result that in the long-run total energy surplus is 898 

entirely allocated as producer surplus is indicative of this possibility. 899 

Moreover, multi-period agents lead to the issue of intertemporal optimal paths of energy use, which is a 900 

central challenge of any agent producing energy goods from non-renewable primary energy source. This 901 

might allow for further refutable hypothesis related to optimal transition paths in the spirit of Hartwick 902 

(1977). Again allowing for speculation, suboptimal intertemporal paths of energy use derived from 903 

suboptimal dissipation of fossil energy might be at the core of “The Great Acceleration” (Steffen et al., 904 

2004;2015) and the onset of “The Anthropocene” (Crutzen, 2002; Zalasiewicz et al., 2008). This would 905 

allow for a systematic explanation of the current exponential growth dynamic of population and 906 

production, and the consequent trespassing of the biosphere’s limits (Rockström et al., 2009) and 907 

generalized ecological breakdown (Barnosky et al., 2012; Millennium Ecosystem Assessment, 2005). 908 
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