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Abstract:   

This paper presents the analytical properties of Social Accounting Analyses methods, especially 

models based on simple and extended Social Accounting Matrices (SAM) and their application 

to the investigation of spatial economic interactions and flows patterns, including those 

associated with the spatial employment impacts of the CAP. Section 2 presents the structure, 

assumptions and characteristics of interregional SAMs and deals with their modeling 

properties, which make possible the investigation of spatial economic interactions. Section 3 

presents recent developments in SAM construction and model applications relevant to the 

analysis of such issues, including that of CAP employment impacts. Finally, the Chapter 

concludes with a short critical evaluation of advantages and shortcomings of the SAM approach 

to analyze and interpret the determinants of the spatial distribution of economic activity and 

suggests future research directions. 

Key words: Impact Assessment, General Equilibrium, Common Agricultural Policy, Rural 

Employment. 

 

1.  Introduction 

Various quantitative methods have been applied to the analysis of the spatial distribution of 

economic activity and the underlying forces, which drive this distribution. Regional science has 

been largely credited with the development of such analytical techniques, which include 

location analysis, urban complex analysis, as well as general equilibrium tools such as spatial 

econometric, gravity, input-output and social accounting analysis. More than frequently, these 

modeling tools concentrated on the practical applications in regional planning, economic 
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development, etc. (Isard et al., 1998) and rather “sacrificed” mainstream economic theory (at 

least in the opinion of economic purists) in favor of practical analysis. Indicatively, constant 

returns and linear production and consumption functions are popular assumptions for those 

criticizing the analytical rigor of these approaches, which have nevertheless contributed to the 

understanding of the geography of economic behavior. Subsequent theoretical advances by the 

new economic geography literature (e.g. Fujita et al., 1999; Puga, 1999) focused on external 

and internal increasing returns and transport costs and led to the development of canonical 

models (Baldwin et al., 2003). However, despite satisfying the rigorous tenets of mainstream 

economics, these “theoretically-sound” models have been criticized for being either too abstract 

or/and rather unsuitable for sound empirical analysis (Boddy, 1999). To sum up, it seems that 

a trade-off exists between theoretical rigor and operational capacity; operational models for 

applied analysis seem to constitute tools, which are able to detect the pattern of spatial economic 

interactions, but are hardly able to explain complex forces (including policy), which jointly 

determine the spatial distribution of economic activity. 

The introduction of Social accounting analysis models goes back to work by Richard Stone, 

while later, Czamanski (1973) and Pyatt and Thorbecke (1976) formalized this tool and 

indicated its possible use as a conceptual framework for policy purposes. A SAM presents (in 

a single matrix) interactions between production activities, production factor accounts, 

institutional accounts (households, government, firms) and the rest of the world in an economy 

during a given year. It is a single entry accounting system represented in the form of a square 

matrix, where each institution accounts for a column for its purchases and a row for its sales 

(Pyatt and Round, 1985).  

To a certain extent, a SAM may be considered as an expansion or a generalization of Leontief’s 

Input-Output (IO) table. SAMs not only capture inter-industry linkages, but also provide 

information on the links between production and institutions (differing according to factor 

ownership) and those associated with household expenditure, which depend on both the pattern 

and spatial habits of consumption. In this context, SAMs can be utilized for the analysis of both 

distributional and growth issues and at the regional level, have been particularly applied to 

analysis of the impacts of various development policies (Pyatt and Roe, 1977; Pyatt and 

Thorbecke, 1976; Thorbecke, 2000).  

Models based on interregional SAMs (Round, 1985) have been built and utilized for the 

investigation of agglomeration and (perhaps more generally) spatial distribution of economic 

activity and the impacts of policies across economic space. Applications have focused on the 
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comparative static investigation of core-periphery (and rural-urban) relationships and changes 

in industry and household location and trade patterns. Though built on a fixed price, fixed input 

structure and perfect supply elasticity assumptions, the ability of SAMs to analytically portray 

in detail all kinds of interactions within and between more than one economy and their capacity 

to analyze distributional and growth issues within a single framework, have facilitated their 

application to the analysis of spillover (Hamilton et al., 1991) and backwash effects (Gaile, 

1980), as well as both structural change (Jackson et al., 1990) and path analysis (Defourny and 

Thorbecke, 1984) and policy impact investigations (Isard et al., 1998).  

Within this context, this paper presents the analytical properties of SAMs and their application 

to the investigation of spatial economic interactions and flows patterns, including those 

associated with the employment impacts of the CAP. The next section presents the structure 

and characteristics of interregional SAMs and deals with their modeling properties, which make 

possible the investigation of spatial economic interactions. Section 3 presents recent 

developments in SAM construction and model applications relevant to the analysis of such 

issues, including that of CAP employment impacts. Finally, the paper concludes with a brief 

critical evaluation of advantages and shortcomings of the SAM approach to analyze and 

interpret the determinants of the spatial distribution of economic activity. 

2. Model Structure and Analytical Properties 

2.1 Model Structure and Analytical Properties 

Interregional SAMs originate from the development of interregional IO models (Isard, 1951), 

which were built in order to measure and model economic interconnections between regions. 

As noted by Miller and Blair (2009), in a single-region IO model, exports and imports are 

treated as exogenous; however, especially in the case of smaller economies, the role of exports 

and imports is rather important, as they account for inputs to production and consumption and 

sales of outputs. Furthermore, a single-region IO model cannot be used to assess interregional 

economic spillover effects, i.e. positive effects on the economy of region 2 induced by increased 

final demand for a product produced in region 1 and attributed to the fact that in order to produce 

this product, region 1 firms buy inputs from region 2. Also, in the same manner, single region 

models cannot account for interregional feedback effects originating by the fact that (e.g.) in 

order to produce output demanded by region 1 firms, region 2 firms might have to purchase 

inputs from region 1 firms. 
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The above-mentioned weakness of single-region models illustrates the most important problem 

of interregional IO modeling, i.e. the estimation of transactions between regions. In fact, an 

interregional IO model requires a complete set of both intra- and interregional data, i.e. (in the 

case of a two-region model) recording transactions from sector i in region r to sector j in region 

s (Miller and Blair, 2009). In practice, this means that data requirements grow with the number 

of regions (a three-region model has six interregional matrices, a four-region model has 12, 

etc.). Hence, due to unsurpassed problems of data availability, Chenery (1953) and Moses 

(1955) developed the multi-regional IO model (MRIO), which ignores information regarding 

the origin of a given output (see also Polenske, 1995). 

If obtaining interregional data in order to build an interregional IO table is a very demanding 

task, one can surely see that obtaining data for constructing an interregional SAM is a 

considerably more problematic assignment. However, a breakthrough on this issue was made 

by Round (1985), who showed that at least in a two-region system, the design of an interregional 

SAM can facilitate meeting minimal extra requirements of interregional flows data. An 

interregional SAM model recognizes two types of direct flows between its areas: the 

geographical movement of commodities, either for final consumption or for intermediate use 

in production, and the transfers of payments for factor services, mainly in the form of 

employment income earned by households from one area working in another. The model areas 

also trade and transfer money to exogenous accounts, including rest-of-world and government 

accounts. The model can consistently estimate new equilibria for the structure of production, 

the distribution of factor incomes and the pattern of consumer demands in all areas, 

simultaneously, based on the necessary equilibrium conditions.  

The aggregate interregional multiplier matrix, M, captures all the relationships in the system. It 

takes into account the effect of relationships within each area relating to income distribution 

and the structure of production and also the dependencies between the regions resulting from 

interregional flows. M may be decomposed into two different multiplier matrices, the intra-

regional multiplier effects matrix, Mr1, which shows the multiplier effects that result from 

linkages wholly within each of the regions taken separately, and the interregional multiplier 

effects matrix, Mrz, which captures the (spatial) repercussions between the accounts of one 

region and those of the other two, excluding the within-region effects. Together, they capture 

the total repercussions within and between endogenous accounts in the interregional system, 

and explain the relative importance of the various types of linkages and interdependencies that 
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exist between the areas. By endogenizing production, factor and household accounts, the basic 

equation of an interregional SAM model can be represented as (Round, 1985; Roberts, 1998): 

𝐲 = 𝐙𝐲 + 𝐱           (1) 

where y = column vector of endogenous accounts incomes in the three areas 

          Z = transaction coefficient matrix including linkages within and between areas  

          x = column vector of exogenous expenditures 

The aggregate interregional multipliers are estimated as: 

𝐲 = (𝐈 − 𝐙)−𝟏 𝐱 = 𝐌𝐱         (2) 

The interregional SAM model for (indicatively) a three–region system can be expressed in 

partitioned form as follows: 

      (3)  

where subscripts 1, 2, 3 relate to the three regions of the system, and superscript ~ to the off-

diagonal sub-matrices. 

The multipliers within and between regions are thus derived as: 

    (4) 
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The interregional multipliers in Mrz depend upon the linkages represented by z12, z13, z21, z23, 

z31 and z32, while the degree of departure of Mrz from the identity matrix depends on the strength 

of bilateral trade linkages and other endogenous interregional transfers. The matrix Mrz can be 

further decomposed to show interregional open and closed loop effects (Round, 1985). The 

interregional open loop multiplier matrix, Mr2, captures the effect that one region has upon the 

others, after accounting for all own-region effects, while the interregional closed loop multiplier 

matrix, Mr3, shows impacts which pass through the accounts in the other regions before 

returning to the region of origin: in other words, it shows the interregional feedback effects. 

The total multiplier relationship in the system can be expressed as: 

                     (9) 

which clarifies the nature of the separate effects involved in the interregional system. The total 

interregional multiplier effect for ‘own regions’ is obtained as the product of Mr3 and Mr1; 

while the equivalent multiplier effect of one region upon the others is the product of the 

appropriate interregional open loop (Mr2) and the total ‘own region’ effect for the other regions. 

The intra-regional multiplier matrix Mr1 can be decomposed into the product of three multiplier 

matrices, M3r1, M2r1 and M1r1, which reflect inter-account, cross-account and intra-account 

effects, respectively (Pyatt and Round, 1979).  
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2.2 Structural Change Analysis 

Changes in regional inter-industry structure have frustrated researchers for decades. 

Interconnections between changes in production, consumption and income distribution provide 

major challenges in terms of the identification of an appropriate framework of analysis. The 

identification of methods that estimate sectoral interdependence is an important issue in 

development planning, as policy-makers prefer to ‘target’ sectors with comparatively high 

inter-industry links, which in turn can facilitate an extensive round of economy-wide effects 

triggered by changes in final demand (Diamond, 1974). Although the regional development 

process may be associated with substantial structural change, the ability to quantify and 

examine the nature of this change has been limited by a lack of data on changes in inter-industry 

linkages over time. Several studies have examined structural changes of economies by 

comparing IO models for different time periods. Notably Leontief (1953), Vaccara and Simon 

(1968) and Carter (1970) have examined structural changes in national economies by 

comparing IO models for different time periods. Interest in the study of structural change 

remerged in the 1980s (Rose and Miernyk, 1989). Some indicative studies are those of Feldman 

et al. (1987) and Hewings et al. (1989). The rarity of comparable regional models for two 

different periods has restricted this type of investigation of regional structural change. 

Comparison of IO tables over time for one country or across regions of a given country, have 

attracted attention, mainly to identify patterns of changes of these tables. 

While the analysis of structural changes with the use of IO models has become commonplace, 

examples of SAMs are still relatively few. However, Roberts and Thomson (2000) using the 

SAM model consider the nature and sources of structural change in peripheral rural areas for 

the period 1988-1997 and the implications for rural development policy.  

The causative matrix approach for the analysis of temporal changes in IO analysis, was 

presented by Jackson et al. (1990). We show here that this method can be extended to an 

interregional SAM framework. In this manner, this method identifies not only the contributions 

of economic sectors and inter-sectoral interrelationships in each economy but also focuses on 

the contributions of economic sectors of each area upon the other areas of the interregional 

system (changes on interregional interdependencies and linkages). In this context, one can 

utilize either the technical coefficients matrix, A, or the inverse matrix. Jackson et al. (1990) 

used the inverse matrix in order to compute changes in output multipliers. The main diagonal 

of the Leontief inverse matrix accommodates the interpretation of the elements of the causative 
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matrix. According to these, the transition matrix (standardized Leontief inverse) is computed 

by the formula: 

                       (10) 

where K = the transition matrix 

Z  = the Leontief inverse matrix  

M = the diagonal matrix whose elements Mjj equal the sum of the jth column of Z matrix. 

The elements of each column of the Leontief inverse matrix are normalized by their perspective 

column sums, as the transition matrices must have column sums equal to 1. This process 

standardizes for changes in the magnitude of output multipliers, and focuses the analysis upon 

the relative influences of each sector on each other sector. Therefore, a typical element kij  Κ 

reflects state i’s influence on the change of j output multiplier. 

Using the two times period’s t and t+1 the corresponding transition matrices, Kt+1 and Kt are 

linked by the formula: 

t
CK

1t
Κ 

          (11) 

where Kt+1 and Kt are estimated according to equation (10) and C is the causative matrix, which 

is defined as: 

1

t1t KKC



                     (12) 

Matrix C captures the combined interactions between the transition matrices, Kt and Kt+1, 

through the interpretation of the elements and rows of C. It is also called left causative matrix 

and is appropriate for the interpretation of changes in backward linkages. Except from positive 

terms, matrix C may contains negative terms, where a negative cik implies a reduction in sector 

i’s contribution to sectors j’s output multiplier due to the presence of sector k. The sectors that 

contribute to j’s output multiplier can be seen as competitive sectors. Therefore, cik can be 

explained as the impacts of sector k on the capability of sector i to contribute to output 

multipliers of the other sectors. 

All columns sums of C equal 1. Row sums greater than 1 indicate sectors that are becoming 

more competitive in supplying the requirements of the other sectors indicating larger 

contributions to output multipliers. In other words, the corresponding sectors are recording 

larger impacts when final demand in other sectors change (and vice versa in the case of row 

1
ΖΜΚ


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sums less than 1). Negative deviations of the diagonal elements of sectors from 1 imply 

decreased relative internalization of their own final demand output impacts. In other words, 

these sectors generate less output to themselves (and vise versa in the case of positive deviations 

of the diagonal elements from 1). The causative matrix approach has the advantage of capturing 

both the direct changes in interactions and the relative changes due to the presence of other 

sectors. Also, it provides a magnifying glass for viewing the inter-industry portion of system-

wide structural change.  

In structural analysis applied to matrix structures of production, such as SAM analysis, to 

determine how the structure of an economy has changed over time is an interesting question. 

This can be shown on production and employment data. The differences in output and 

employment levels in the structure of the interregional economy can be depicted with the help 

of the interregional SAM model basic equation: 

𝐗 = 𝐙𝐲                  (13) 

where X is a column vector of total outputs of the three areas; Z is the inter-regional Leontief 

inverse matrix that captures all the relationships in the interregional system (aggregate 

interregional multiplier matrix); and y is a column vector of final demands. It takes into account 

the effect of relationships within each area relating to income distribution and the structure of 

production and also the dependencies between the regions resulting from inter-regional flows; 

and y is a column vector of final demands in (indicatively) three areas. 

If the differences in gross output between two different years, t and t+1, are expressed by 

equation (12), then following Skolka (1989), the two general categories of structural changes 

that determine them can be identified as changes in aggregate interregional technical 

coefficients and changes in final demand. Thus: 

                 (14) 

where ΔX is the difference in total outputs of each region and Zt and Zt+1, and yt and yt+1 are 

the aggregate interregional inverse matrices and the final demands of the three regions, 

respectively.  

In the first term of the right hand side of equation (14), differences in the aggregate interregional 

inverse matrices of interregional input coefficients weighted with the t+1 level of final demand, 

result in the gross production change between period t and t+1 that is attributed exclusively to 

changing aggregate interregional technical coefficients, given period t+1 final demand. In the 

)y(yZ)yZ(ZΔX t1tt1tt1t  
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second term, the difference of final demand weighted with the aggregate interregional inverse 

input coefficients of the year t results in the gross production change between period t and t+1 

that is solely attributable to changes in final demand. 

In the case of the interregional SAM model, changes due to aggregate interregional technical 

coefficients and final demand can be further decomposed in order to specify changes in linkages 

within each area and between the areas. The differences in total output of each region that is 

attributable only to changes in aggregate interregional technical coefficients can be decomposed 

to changes in intra-regional (within a region) and interregional coefficients (between the three 

regions). These can be expressed as: 

                (15) 

                (16) 

                (17) 

The first term of equation (15) shows changes in gross production of area 1 that is attributable 

totally to changing intra-regional technical coefficients, meaning changes solely due to 

technical relationships between region’s 1 sectors. The second and third term of equation (15) 

show changes that are attributable only to changes in interregional technical coefficients, i.e. 

changes in the gross output of region 1 between period t+1 and t that is own to changes in 

linkages of region 1 with region 2 and 3, respectively. In the same way, the first and third term 

in equation (16) show changes in gross output of region 2 that are owned to changes in linkages 

of region 2 with region 1 and 3, while the second term shows changes in intra-regional technical 

coefficients. In equation (17) the first and second term show changes in gross output of region 

3 attributed to changes in interregional linkages of region 3 with region 1 and 2, while the last 

term shows changes that are due to intra-regional technical coefficients. 

Within the above concept, changes in gross output of each region that is attributable only to 

changes in final demand can be further decomposed to show changes in gross output of each 

region that is due to changes in final demand of the other regions. According to that, changes 

in final demand can be expressed as: 
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 (19) 

 (20) 

In equation (18), the first term shows changes in gross production of region 1 that is attributable 

only to changes in final demand of that region. Respectively, the second and third term shows 

changes in gross output of region 1 that is due to changes in the final demand of region 2 and 

3. Therefore, changes in gross output of each area in the interregional system, between two 

different years, t and t+1, are expressed as: 

(21) 

(22) 
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The first term of each equation shows changes on gross output that is only due to changes in 
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the regions resulting from bi-regional flows. Consequently, bi-regional SAM multipliers 

provide a means of distinguishing between effects arising from interactions within sets of 

accounts and across different sets of accounts both within and between the regions. However, 

these multipliers do not clarify the ‘black box’, i.e. the structural and behavioural mechanisms 

responsible for these multiplier effects (Thorbecke, 1998). From a policy standpoint, 

knowledge of the magnitude of multipliers is important but becomes of even greater operational 

use if it is complemented by structural path analysis identifying the various paths along which 

a given injection “travels”. 

The starting point of the analysis is that the average expenditure propensity, aji, of an arc (i, j) 

linking two poles and interpreted as the magnitude of the influence transmitted from pole i to 

pole j. The measure of this influence can be given through three different quantitative 

interpretations, namely, (i) direct influence, (ii) total influence and (iii) global influence 

(Defourny and Thorbecke, 1984; Roberts, 2005) which can be extended to a bi-regional 

framework. Indicatively, in a bi-regional SAM with n production sectors, the total bi-regional 

SAM output multiplier of sector i of a region (e.g. region 1) can be estimated as the sum of 

global influences between sector i and each other production sector of the bi-regional economy 

(i.e. sectors of regions 1 and 2). In equation form this can be expressed as: 

              (24) 

where z21
ji is the ji element of the bi-regional multiplier matrix, n1 is the number of sectors of 

region 1, n2 is the number of sectors of region 2 and p21 being the paths starting from a region 
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The third term first on the right-hand side of equation (25) shows the effect that one region has 

upon the other, after accounting for own-region effects (i.e. the diffusion of economic activity 

from region 1 towards region 2, and vice versa).  

In order to analyse the contribution of different types of households in the bi-regional economy, 

multiplier effects can be further decomposed (Roberts, 2005). In particular, the global influence 

between two accounts, i and j in region 1 can be decomposed into that arising from paths 

through a household account of region 1, ph1, through a household of region 2, ph2 (the 

household account of region 2 acts as a pole between the accounts of region 1) and that arising 

from paths that do not pass directly through a household account, pnh. That is: 

              (26) 

where h1 is the number of paths including at least one household account of region 1, h2 is the 

number of paths including at least one household accounts of region 2, m is the number of 

elementary paths in the bi-regional system between accounts i and j, mr1 is the number of paths 

including only accounts of region 1 and mr2 is the number of paths that pass through region 2 

accounts. In the bi-regional SAM framework, the total own-region output multiplier of sector i 

is equal to .  For the structural path analysis this is the sum of global influences between 

sector i and each other account of region 1 including the paths that pass through region 2 

accounts. Consequently, the own-region output multiplier can be expressed as: 

 (27) 

The first term in equation (27) indicates the part of own-region output multiplier arising from 

paths through the household sector of region 1, while the second term shows the proportion of 

the own-region output multiplier that comes about from paths contained within the production 

sphere of region 1, the third term shows the part of own-region output multiplier arising from 

paths through the household sector of region 2 and the final term, the proportion of own-region 
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terms of equation (10), respectively (Roberts, 2005). In the same manner, the household 

multiplier effect can be further decomposed according to different household types, while the 

same interpretation stands for the bi-regional SAM output multiplier but now the diffusion of 

economic activity of region 1 towards region 2 is included: 

(28) 

3. Applications 
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project undertaken in the Center region would have greater direct and indirect economic effects 

within this region than a similar project would have had in the periphery. He also found that 

interregional multipliers were stronger in the periphery, meaning that a project undertaken there 

would trigger greater output and employment effects in the core than vice versa. Also, total 

multipliers were greater when the origin is in the periphery than in the core. Policy implications 

of these findings suggest that a greater concentration on the development of the periphery 

generates higher economic growth for the country as a whole. 

D’ Antonio et al. (1988) constructed a bi-regional SAM for Centre-North (core) and 

Mezzogiorno (periphery) regions of Italy. Official and unofficial data sources were used to 

construct the SAM, but lack of trade flow data resulted into the use of an indirect estimate 

(Round, 1978). Findings confirmed those of Hidayat (1991) and showed that demand effects 

generated by public expenditure in the periphery, are caught by the core through intermediate 

and final goods that the industrially weaker area purchases from the stronger one.  In another 

application, Kilkenny (1999) built a three-region (within Iowa) fiscal SAM tracing the spatial 

pattern in public sector economic activity through to the final beneficiaries of monetary outlays. 

Her analysis showed that metropolitan areas are more vulnerable to reductions in purchasing 

power than other counties and that rural counties are the least vulnerable to economic shocks 

due to the rural cluster’s higher degree of interdependence. 

Ciaschini and Socci (2007) applied a new backward and forward dispersion approach based on 

macro multipliers in a bi-regional SAM for Marche. They derived a set of indices of 

intraregional and interregional dispersion, identified key groups of industries and institutions 

and evaluated the correlation of impacts between industry and institutional groups.  Finally, 

Sandhu and Schofield (2007) used a hybrid (survey and official data) approach to construct a 

bi-regional SAM for British Columbia, which distinguishes the Queen Charlotte Basin (QCB) 

from the rest of the Province. Their analysis showed that exogenous changes occurring in the 

QCB (core) have greater impacts on other regions than vice versa. 

In recent years interest in the role of urban centers in rural development and of small rural towns 

acting as growth poles that diffuse economic activity into adjacent rural areas, as well as the 

active debate over structural change in rural areas, cohesion and balanced and polycentric 

development and the resulting need for effective rural development policy design (Roberts, 

2000; Leon, 2005; Psaltopoulos et al., 2006) have all contributed to a rise of research interest 

in rural-urban interactions. Subsequently, bi-regional, rural-urban SAM models have been 

developed to study the economic structure of rural economies and assess rural policy impacts. 



 16 

Here, it is perhaps worth noting interest in the use of SAMs for policy impact assessment is 

largely due to the fact that SAM multipliers “…add the redistribution of income by different 

institutions in-between the generation and the spending of income in the IO model; 

consequently, they are better-suited to study the impact of policy instruments on the distribution 

of income and poverty.” (Oosterhaven and Polenske, 2009; p. 426). 

A path-breaking effort to analyze rural-urban interdependencies through a bi-regional SAM 

was made by Roberts (1998), who adopted the method devised by Round (1985) to construct a 

rural-urban SAM for Grampian, Scotland. Multiplier decomposition analysis indicated small 

interregional feedback effects and a reliance of urban industries on rural households for the 

provision of factor services and as sources of final demand. 

Roberts (2000) also used a Grampian rural-urban SAM to the analysis of rural-urban spillovers. 

She found out that spillover employment effects from urban to rural Grampian are stronger than 

vice versa and importantly emphasized that results from an IO version of the model would have 

suggested effects consistent with nodal response. In another effort, van Leeuwen and Mayfield 

(2004) constructed interregional SAMs for small and medium market towns and their hinterland 

in the Netherlands. As Roberts (1998; 2000) they utilized survey information and expert opinion 

for model construction. Multiplier analysis results were largely consistent with those of Roberts 

(1998).  

The nature of rural-urban interdependencies and their diffusion patterns, was investigated by 

Balamou and Psaltopoulos (2006). To do so they build an interregional SAM, which consisted 

of an urban area, a dynamic rural area and a rather backward rural area in Crete, Greece. SAM 

construction involved mechanical methods (Jensen et al., 1979) and a very extensive survey of 

firms and households in the three areas. Interdependence analysis showed that both rural areas 

trickle down significant economic benefits to the urban center, while the urban area has 

marginal linkages with them. Also, in contrast to previous findings (Roberts, 1998), rural output 

multipliers were found to be smaller than urban ones, especially in the case of the dynamic – 

diversified rural area. Van Leeuwen (2010) presents the construction of 30 interregional town-

hinterland SAMs in 5 European countries. Multiplier analysis shows a considerable variation 

of interdependence patterns across Europe, while the comparative size of multipliers are in the 

same line with those of Roberts (1998). 

In terms of impact analysis studies, Mayfield and van Leeuwen (2005) utilize their town-

hinterland SAMs for the Netherlands and UK to assess impacts of a reduction in agricultural 

output and the introduction of decoupled support. Results show a significant variation of 
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impacts mostly attributed to agricultural structures. Psaltopoulos et al. (2006) apply the Crete 

interregional SAM to assess the diffusions patterns of three Common Agricultural Policy (CAP) 

measures, namely farm income support, aids to increased farm productivity and aids to rural 

economic diversification. Impact analysis results suggest that the diffusion of policy-induced 

employment impacts from the dynamic rural area (Archanes) is lower than might be expected 

for a small open local economy, and that benefits leak primarily to the urban centre (Heraklion) 

and marginally to the backward rural area (N. Kazantzakis). Finally, generated income benefits 

seem to accrue mostly in favour of high-income households, especially in the case of farm 

income subsidies. It is also shown that CAP support measures have generated significant 

impacts for the Archanes economy, especially in terms of employment and household incomes. 

However, these income support measures are also associated with comparatively high 

employment, firm and household income benefits for N. Kazantzakis, and especially high firm 

income benefits for Heraklion. CAP development measures seem more successful in generating 

employment impacts in Archanes, as well as household income and employment impacts in 

Heraklion. Farm subsidies mostly generate income for high-income households in both rural 

areas, while CAP development measures tend to benefit middle-income households. 

Through the use of the same model, Balamou and Psaltopoulos (2006) simulate the impacts of 

a 20% reduction in farm income support spending in Archanes and the transfer of these funds 

to rural development measures. Results show that reduced spending in farm income support in 

Archanes creates significant negative impacts on firm and household income, and is not 

compensated by an equivalent increase in rural development policy spending. These findings 

do not hold for the diffusion of economic impacts towards N. Kazantzakis and Heraklion; 

results of this simulation show that positive employment benefits are still diffused to both the 

wealthier urban area and the adjacent poorer rural area of N. Kazantzakis. Also, Balamou and 

Psaltopoulos (2008) apply four simulations (increase in agricultural exports; increase in tourism 

demand; increase in farm subsidies; increase in social welfare spending) of the same financial 

size to the Crete model. Results show that different policy options generate different economic 

impacts. An increase in agricultural exports and tourism demand lead into a significant increase 

in local output and employment. On the contrary, an increase in farm subsidies generate 

significant benefits for local labour and households and at the same time diffuse notable 

economic benefits to the less-developed rural area. Finally, an increase in social welfare 

payments creates the highest benefits to both local households and the economy of the less-

developed rural area. 
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If economic linkage analysis through the use of interregional SAMs is rather rare, structural 

change and path analyses are even less “popular”. In terms of the former, an effort is that of 

Psaltopoulos and Balamou (2011), which use the three-region SAM to assess the effects of 

structural policies implemented in the rural town of Archanes (Crete, Southern Greece) during 

the 1990s, in terms of changes in the structure of the local economy, the extent of economic 

impacts and their diffusion patterns to adjacent rural and urban localities. Structural changes 

within a time span of 10 years are estimated using a causative matrix approach, while structural 

decomposition analysis provides an indication of the attribution of local output growth to 

changes in the economic structure or final demand. Results reveal that final demand effects on 

gross production were more important than changes in technical coefficients. Structural policy 

injections were responsible for around 20.3% of gross production change in Archanes during 

this period. Also, structural policy specific impacts seem to be quite different, as CAP support 

measures are associated with comparatively high output and household income benefits for 

Heraklion and high output and employment benefits for N. Kazantzakis. Finally, there are two 

structural path analysis investigations using a bi-regional SAM. D’ Antonio et al. (1988) apply 

the method introduced by Defourny and Thorbecke (1984) to show that the most important 

linkage in the transmission process from core to periphery in Italy is that of intermediate goods 

production, while in the case of transmission from the Mezzogiorno to Centre-North, it is the 

one that runs through household expenditures.  

4. Conclusions 

In this paper we attempted to show that despite its rare use, the SAM approach and especially 

its interregional version can be a useful tool for the detection, analysis and interpretation of the 

determinants of the spatial distribution of economic activity. Advantages of the SAM approach 

include its scope (multiple economic and social sectors), simplicity (structure and linear 

behaviour), ability to isolate policy effects from those of other influences; techniques (e.g. 

GRIT, for data generation), software (spreadsheet or GAMS) and regional differentiation.  

Disadvantages of the SAM approach include significant data needs (implying that few regions 

can be handled), no real modelling of the growth process (development), and the fact that some 

policies (e.g. “soft” enterprise aids) apply to many sectors in unknown ways. Others include the 

assumptions of fixed input structure, unlimited capacity of primary factors to each and every 

sector, and no price effects in the system. In principle, a CGE approach built on fundamental 

micro-economic principles and including non-linear feedback mechanisms can be used to 

model both price and volume changes. However, difficulties in calibration (especially at a 
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small-area level) may lead to aggregated CGE models that can address efficiency questions but 

are perhaps not so suitable for sectoral analysis and also suffer from the “black-box syndrome”. 

In the case of small, open economies, resource competition cannot be regarded as very intense; 

and labour and capital can be considered as fairly flexible (elastic) in supply, as also land, except 

for agriculture where its use can be regarded as rather static. Also, it is unlikely that modest 

external shocks (typical of policy) would induce significant changes in prices, volumes and 

factor distributions of every sector.  

In general, it seems that the provision of stochastic estimates by using a parametric approach, 

would involve alternative assumptions equally or more vulnerable to criticism. However, 

significant price responses would be likely to reduce the estimated effects, although care would 

be needed as to the direction of policy (or other economic) change, since behaviour is likely to 

be asymmetric, at least in the short and medium runs. 

Perhaps the rarity of SAM applications which constitutes a clear gap in the literature of spatial 

economic interaction and flow patterns is an outcome of a “squeeze” of this analytical tool 

between more “accommodating” IO models and more behavioural – popular CGE applications. 

Albeit, as Oosterhaven and Polenske (2009; pp. 435-436) mention, despite difficulties in 

construction, “…the future will continue to feature interregional inter-industry models as the 

sector-specific and location-specific nature of…impacts of all kinds of exogenous shocks and 

policy measures require such modelling.” Perhaps the advantages of the SAM approach in terms 

of its capacity to allow for the isolation of policy effects from other economy-wide influences 

promises further applications of this analytical tool on the investigation of spatial economic 

interactions. 
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