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Abstract
The paper reviews the empirical problem of estimating state-contingent production functions. The major problem is that states of nature may not be registered and/or that the number of observation per state is low. Monte Carlo simulation is used to generate an artificial, uncertain production environment based on Cobb Douglas production functions with state-contingent parameters. The parameters are subsequently estimated based on different sizes of samples using Generalized Least Squares and Generalized Maximum Entropy and the results are compared. It is concluded that Maximum Entropy may be useful, but that further analysis is needed to evaluate the efficiency of this estimation method compared to traditional methods.
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1. Introduction

The classical approach to the problem of optimizing production under risk/uncertainty is the expected utility model (EU model). The EU-model is, in its basic form, a relatively general model. But as regards empirical application, the tradition has developed over time to the EU-model being the equivalent of a model, where utility is maximized as a function of the expected value and variance of profit (EV model) (Robison and Barry; Dillon and Anderson; Hardaker, Huirne, and Anderson).

This approach to decision making under uncertainty has been severely criticized by Chambers and Quiggin in their book on state-contingent production from 2000, as well as in subsequent papers (Chambers and Quiggin, 2002a; 2002b). The main problem being that the traditional approach typically does not consider the interaction between the uncontrolled (uncertain) variables and the decision variables controlled by the decision maker. Furthermore, although Dillon and Anderson realized the basic need for modelling this kind of interaction, they did not derive criteria for optimal production that went beyond maximizing utility, defined as a function of expected value and variance of profit.

With the state-contingent approach developed by Chambers and Quiggin (2000), the foundation for alternative ways of describing and analyzing production under uncertainty, were made available. In a recent article, Rasmussen (2003) used the state-contingent approach to derive criteria for optimal production (input use) under uncertainty. While the article illustrates that the state-contingent approach has the merit of being based on well-known marginal principles and optimization tools, it also indicates that the state-contingent approach has its own weaknesses when it comes to empirical application. Thus, the basic problem of not knowing the decision makers’ utility function still exists, and the problem of how to estimate state-contingent production functions, has not been solved. Thus, the question of how to apply the theory of state-contingent production to the real problems of actual decision making still has no clear answer.

This paper considers the problem of how to estimate state-contingent production functions. The problem is that empirical data have not traditionally been registered in a form which may be appropriate for estimating state-contingent production functions. Data from farm accounts do not normally include observations on the states of nature. Further, the number of different states of nature may be very large, and therefore the number of observations per state may be rather small. Estimation methods therefore call for methods that may handle small number of observations.
To compare alternative estimation methods, alternative samples of production data based on a pre-specified production function with state-contingent parameters are generated. The data are generated using Monte-Carlo simulation, and alternative sample sizes of both ordinary time series and panel data are generated. Parameters of the pre-specified production function are estimated using traditional estimation methods (OLS, and ITSUR), and Maximum Entropy (ME), and the estimation efficiency is compared measuring how well the alternative methods are able to estimate the correct parameter values.

The state-contingent approach to decision making under uncertainty may or may not involve an improvement compared to the traditional methods. It is not clear whether the state-contingent approach has the potential at all of providing a better framework for decision making than the traditional EV model. The further perspective of the research presented in this paper is to use the results on how to estimate state-contingent production functions, as a basis for answering the following question: With a given set of data, is it better to base decision making on estimated state-contingent production functions, or does the well-known EV model based on an estimated stochastic production function and variances provide just as good – or maybe even better decisions?

2. The problem of estimating state-contingent production functions

The state-contingent approach to describing production under uncertainty is based on the concept of state-contingent production functions. Depending on the state of nature, there is a specific (i.e. state-contingent) production function. Thus, the relation between controllable inputs and output (the production function) for production of wheat will depend on the climate (the state of nature): If it is a rainy season the production function will be different compared to a dry season.

More generally, consider an uncertain production environment consisting of a set of states \( \Omega = \{1, 2, \ldots, s, \ldots, S\} \), from which ‘nature’ picks the state of nature independently of the decisions made by the decision maker. Nature picks the state of nature after the decision maker has made his production decision. The decision variables are the amounts of inputs and the choice of the technique\(^1\). If the input vector is \( x = (x_1, \ldots, x_N) \), then the amount of output \( z \) produced if nature picks state \( s \) is: \( z_s = f_s(x_1, \ldots, x_N) \), where \( f_s(\cdot) \) is the state-contingent production function in state \( s \). With an output price of \( p_z \) in state \( s \), and a vector of input prices \( w = (w_1, \ldots, w_N) \), the net-return from producing product \( z \) in state \( s \) is \( y_s = p_z z_s - w x \).

To determine the optimal production decision, the decision maker has to know all \( S \) production functions\(^2\). In case he does, all the production uncertainty has been eliminated in the sense that there is no uncertainty concerning the production in state \( s \). The only uncertainty left is the frequency by which state \( s \) occurs.

It is hard to imagine that this ideal case would take place in practice. First of all, the number of possible real states \( S \) is often very large. (This is indeed the case when the variables describing the states of nature, are continuous variables). Therefore, if state-contingent production functions are available, it will in practice typically be for only some of the possible real states. To illustrate, consider the simple decision problem of fertilizer application to a crop of barley. The yield of barley four months later depends both on the amount of fertilizer applied now, but also on the real state of nature during the growing season. Assume for simplicity that the real state of nature may be quantified by the amount of sunshine and rain during the growing season. Further assume that the relevant interval of possible amount of rainfall is between 10 and 50 centimetres, and that the relevant interval of the amount of sunshine is between 200 and 800 hours. With only these two state-variables describing the real states of nature, there would – if state-variables are measured in integer units - be 50x600 = 24,000 different states of nature. Imagine that state-contingent production functions are estimated based on experimental yields. Then, even in the unrealistic case that none of the states came out twice,

---

\(^1\) The choice of different techniques may cause some problems of non-convexity. This is not consider here.

\(^2\) The decision maker also has to know the utility function and the state-contingent output prices. The problem of determining these parameters is not considered here (see Rasmussen (2003)).
it would take at least 24,000 years/experiments\(^3\) to collect enough observations to estimate the 24,000 state-contingent production functions!

Secondly, a state of nature is often characterized by a large number of state-variables. If only a few of these variables are in fact observed/registered when doing the experiments which create the data, then the state-description is incomplete. The variables registered could be e.g. monthly rainfall and hours of sunshine/month. However, other variables (like for instance wind velocity or CO\(_2\) content of the atmosphere) influencing the output may not be observed (and registered). In that case the date set is incomplete, and it is only possible to estimate the production functions that refer to the registered states. Besides this, these functions will be stochastic production functions because the level of the non-registered state-variables may vary.

In empirical work the time series of data available for estimating production functions are often limited. With the objective of estimating state-contingent production functions, this problem grows drastically, because the number of observations for each state of nature typically will be very small if existing at all! For instance, with just 5 possible states with equal probabilities, one would need a time series of at least 50 experiments to have just 10 observations per state.

It is therefore critical to the empirical application of the state contingent approach that we consider estimation methods that will work even with very few empirical observations. One such method is the method of Maximum Entropy (Golan et al., 1996). Also the use of panel data will improve estimation efficiency considerably. Both approaches are considered in the following.

3. Generating the stochastic environment.

3.1. The real states of nature.

The uncertain production environment used as the basis for empirical analysis in the following was created using the following Cobb-Douglas state-contingent production function:

\[
z_s = A_s x_1^{\alpha_1} x_2^{\alpha_2} x_3^{\alpha_3} \quad (s = 1, \ldots, S)
\]

where \(z_s\) is the output in state \(s\), \(x_1, x_2,\) and \(x_3\) are three variable inputs, and \(A_s, \alpha_1, \alpha_2,\) and \(\alpha_3\) are the parameters in state \(s\).

The various (\(S\)) states of nature were generated by combining the following values of the four parameters:

<table>
<thead>
<tr>
<th>(A)</th>
<th>Value</th>
<th>Probability</th>
<th>(a_1)</th>
<th>Value</th>
<th>Probability</th>
<th>(a_2)</th>
<th>Value</th>
<th>Probability</th>
<th>(a_3)</th>
<th>Value</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.20</td>
<td>0.05</td>
<td>0.10</td>
<td>0.12</td>
<td>0.15</td>
<td>0.24</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.50</td>
<td>0.12</td>
<td>0.35</td>
<td>0.22</td>
<td>0.30</td>
<td>0.28</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.30</td>
<td>0.19</td>
<td>0.45</td>
<td>0.32</td>
<td>0.40</td>
<td>0.32</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.26</td>
<td>0.10</td>
<td>0.42</td>
<td>0.15</td>
<td>0.36</td>
<td>0.20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using all possible combinations of the parameter values in Table 1, a total of \(3 \times 4 \times 4 \times 4 = 192\) possible states of nature (\(S = 192\)), and a corresponding number of state-contingent production functions is generated. In the following we shall for convenience refer to a specific state of nature as \(s_{i,j,k,l}\), where \(i\) is an index of state-variable 1, \(j\) is an index of state-variable 2, \(k\) is an index of state-variable 3, and \(l\) is an index of state-variable 4\(^4\). Index \(i\) is in this example at the same time an index of the possible values of parameter \(A\) (\(i=1,\ldots, 3\)), \(j\) is an index of the possible values of parameter \(a_1\) (\(j=1,\ldots, 4\)), \(k\)

\(^3\) In the following it is appropriate to think of the data generating process to take place on an imaginative experimental station. Therefore, it is more appropriate to talk about “experiments” rather than “years”, since one experiment may span for more than one calendar year, whereas many experiments can be carried out within one calendar year.

\(^4\) The four state variables characterising a specific state of nature (weather) could be for instance be sun, rain, temperature, wind velocity.
is an index of the possible values of parameter \(a_2\) \((k=1,\ldots,4)\), and \(l\) is an index of the possible values of parameter \(a_3\) \((l=1,\ldots,4)\).

The four state-variables are assumed to be independent, and to occur with a relative frequency corresponding to the probabilities shown in Table 1. Thus, the probability of a specific state of nature is calculated simply by multiplying the probabilities of the individual state-variables. Thus, for instance, the probability of state \(s_{2,3,1,4}\) is \(0.50 \times 0.45 \times 0.15 \times 0.20 = 0.00675\).

In real life the state-variables will typically not be independent. Thus, if the state-variables are for instance sunshine, rain, and temperature, these three variables are typically not independent variables. However, in the context considered in this paper, this is not important, and the individual state variables are for convenience considered as being independent.

One should also notice that the number of states is subjectively determined by the scale of measurement of the individual state-variables and the number of state-variables. If the amount of rain is for instance measured in integer number of 100 mm intervals, then the state-variable rain may take only 4 or 5 discrete values. If instead rain is measured in integer number of 1 mm intervals, then the state-variable rain will include maybe 500 discrete values.

As with the dependency between state-variables, this subject will not be considered further. With the choice made here the number of possible states are 192, a number, which will be sufficient to serve as an example for the following illustrations.

3.2. The registered states of nature

In the example above, there are 192 real states, each state being generated by a certain combination of values of the four state-variables.

In practice, only some of the state-variables influencing production are registered (together with the production data (input and output)). Consider for instance an agricultural experimental station performing experiments with different levels of various inputs. Besides registering the amount of input (controlled input) and output, experimental stations typically also register the state of nature in the form of the level of some of the (none-controllable) state-variables influencing production. However, hardly all state-variables influencing production are registered. And even if they were, these data may not be available or may not be available in an appropriate form, so that the data can be used by the decision maker - i.e. the farmer. The typical case in empirical work is therefore that only some of the state-variables are registered and therefore are available for econometric analysis. In the extreme case, none of the state-variables are registered, and no information about the states of nature is available at all.

In the following, the situation with only some of the state-variables \((A\ and\ a_1)\ being registered\ is illustrated\ by assuming\ that in the example above only the first two state-variables are registered state-variables. In this case the empirical production data therefore covers only \(3 \times 4 = 12\ registered\ states\) (as opposed to the total amount of 192 real states). And for each of these registered states, the other two state-variables \((a_2\ and\ a_3)\) could take on any of the other \(4 \times 4 = 16\ values\). Thus, with a given amount of input, the output in any of the 12 registered states will be a stochastic variable with 16 possible values distributed according to the probability distribution of each of these 16 states calculated by multiplying the probabilities of state-variables \(a_2\ and\ a_3\ according to the probabilities in Table 1.\n

4.1. Amount of input

The stage is now prepared for generating the empirical data to be used for estimating the state-contingent production functions. However, first one needs to consider the amount of input applied.

To generate the production data, the following “experimental plan” was used:

---

5 The disturbance term generated in this way is heteroscedastic. The problem is dealt with accordingly in the estimation procedure in Section 4.
Table 2. Application of input (experimental plan)

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>80</td>
<td>45</td>
</tr>
<tr>
<td>50</td>
<td>120</td>
<td>75</td>
</tr>
<tr>
<td>70</td>
<td>160</td>
<td>105</td>
</tr>
<tr>
<td>90</td>
<td>200</td>
<td>135</td>
</tr>
<tr>
<td>110</td>
<td>240</td>
<td>165</td>
</tr>
</tbody>
</table>

The term “experimental plan” is in this case to be interpreted as follows: For each experiment and for each plot of land, the amount of each input applied is determined by drawing randomly an amount of input from the individual columns of the six possible amounts of input shown above. Thus, in any experiment and on any of the plots, the experimental station may have applied a combination of for instance 30 units of $x_1$, 160 units of $x_2$, and 105 units of $x_3$. This specific combination of these amounts of input occurs in the data set with a relative frequency of $\frac{1}{6} \times \frac{1}{6} \times \frac{1}{6} = \frac{1}{216}$.

4.2. Generating data

The data generating process runs as follows:

For each experiment $t$ the following steps are carried out:

1) The amount of input applied to a “plot” is determined by random choice of the possible input amounts in Table 2. These amounts of input applied to the plot in question are registered.

2) In the case of more plots per experiment, the procedure in (1) is repeated for every plot.

3) The state of nature in the experiment in question is determined by drawing individually the four state-variables in Table 2 randomly according to the probabilities in Table 2. Only the value of two state-variables $A$ and $a_1$ are registered, i.e. the value of state-variable $a_2$ and $a_3$ are not registered.

4) The amount of output $y$ is calculated for each plot using (1) by inserting the relevant amounts of input determined in (1) and (2), and the parameter values determined in (3). The amount of output $y$ is registered (for each plot).

5) The experiment number $t$ is registered

A large number of experiments (in this case 40,000) were generated. The resulting data set with data registered as mentioned above is in the following referred to as the “population”. It is from this population that the samples of data used for estimating the state-contingent production functions in the following are drawn.

As only the first two state-variables, each with three and four possible values, respectively, have been registered, it is only possible to estimate - depending on the sample size - a maximum of $3 \times 4 = 12$ different state-contingent production functions. According to the definitions above, these production functions are thus in fact stochastic, state-contingent production functions.

In the following, two different methods will be used for estimation: The traditional Ordinary and Generalized Least Squares (OLS and ITSUR), and the Generalized Maximum Entropy (GME). The two methods will be compared on the basis of their ability to replicate the true parameter values shown in Table 1.

The production functions to be estimated is given in equation (1) above, where the number of (registered) states is now $3 \times 4 = 12$, where the number 3 refers to the number of possible values of state-variable one (here the parameter $A$), and the number 4 to the number of the possible values of state-variable two (here the parameter $a_1$). In the following we shall refer to the 12 registered states as $s_{ij}$ ($i=1,…,3; j=1,…,4$). Using this way of naming registered states of nature, the production functions to be estimated are:
\[ z_{ij} = A_y x_{ij}^{a_{ij}} x_{2ij}^{a_{2ij}} x_{3ij}^{a_{3ij}} \quad (i = 1, \ldots, 3; \ j=1,\ldots, 4) \]  

(2)

Taking the logarithm and adding an error term \( \epsilon \) to account for the fact that the value of state-variable 3 and 4 are not known and that therefore (2) are stochastic production functions; the econometric model has the following form:

\[
\ln z_{ijr} = \ln A_y + a_{ij} \ln x_{ijr} + a_{2ij} \ln x_{2ijr} + a_{3ij} \ln x_{3ijr} + \epsilon_r \\
(i =1, \ldots,3; \ j=1,\ldots, 4; \ r=1,\ldots, T_{ij})
\]  

(3)

where the index \( r \) refers to the number of observations of each registered state, and where therefore \( z_{ijr} \) is the \( r \) th observation of output in state \( s_{ij} \). \( T_{ij} \) is the total number of observations of state \( s_{ij} \) in the sample.

To estimate these state-contingent production functions, a sample of observations (experiments) is drawn from the data set (the population) generated as described above. To analyse the consequence of having available different sample sizes, estimations were carried out for different number of experiments, in this case 100 experiments, 200 experiments and 400 experiments, respectively. At the same time, the number of plots was varied from one to three plots to measure the consequence of having available more observations for the same state of nature.

With more than one plot, the model (3) changes to:

\[
\ln z_{ijrp} = \ln A_y + a_{ij} \ln x_{ijrp} + a_{2ij} \ln x_{2ijrp} + a_{3ij} \ln x_{3ijrp} + \epsilon_{rp} \\
(i =1, \ldots,3; \ j=1,\ldots, 4; \ r=1,\ldots, T_{ij}; \ p=1, 2 ,3)
\]  

(4)

where \( p \) is an index of plot

4.3. OLS and ITSUR -estimation.

As the econometric model in (4) is linear in the parameters, Ordinary Least Squares (OLS) can be applied directly to estimate each of the 12 state-contingent production functions.

However, the variance of the error term is not a constant. Using the information on how the data were generated, it is easy to show that the variance \( \sigma^2_\epsilon \) of the error term \( \epsilon \), is:

\[
\sigma^2_\epsilon = (\ln(x_2))^2 \sigma^2_{a_2} + (\ln(x_3))^2 \sigma^2_{a_3}
\]  

(5)

where \( \sigma^2_{a_2} \) and \( \sigma^2_{a_3} \) are the variances of the parameters \( a_2 \) and \( a_3 \), respectively. Thus, the error term is heteroscedastic and the estimation was performed accordingly.

This information in (5) would not be available if the data were real empirical data. Therefore, it may be considered incorrect to use this information in this simulation case. On the other hand, an experienced researcher would probably test the real empirical data for heteroscedastic error terms, and in the case that heteroscedasticity was determined, a generalised least squares estimator would be used, for instance in the form of weighted least squares\(^6\).

With the assumption of only one plot per experiment, the estimation was carried out using PROC REG in SAS 8.02. The estimation was carried out as weighted regression with the inverse of the value in (6) as the weights.

With more than one plot per experiment it is assumed that the parameters are identical across plots for each experiment, i.e. that the soil quality, the management, the technology, and the state of

\(^6\) It was therefore decided to use weighted least squares, using the inverse of the square-root of variance estimated by using (6) as the weight (Judge et al., 1982, p 414).
nature is the same on every plot during an experiment. The only thing that varies between plots is the amount of the three inputs \( x_1, x_2, x_3 \), and the corresponding yield \( z \).

This situation illustrates the extreme case of having available perfectly correlated panel data. In the normal empirical cases, observations (from different farms) will typically be disturbance related, exhibiting some correlation. In the case described here the correlation between the observations (different plots) is perfect in the sense that the error term is exactly the same when the amount of input is the same. This information is valuable, and should of course be used when performing the estimation. This is done by considering the regression equations for each plot as a disturbance-related set of regression equations, and including the restriction that the parameters are equal across plots (Judge et al. (1982), Cha. 11). Estimation is carried out by using the iteratively seemingly unrelated regression (ITSUR), which is available in PROS SYSLIN in SAS 8.02.

Using the ITSUR facility means, the option of weighted regression is not directly available. Therefore, to perform weighted regression in this case, all the exogenous variables in the estimation model in (4) (including the intercept (1)) were transformed by dividing them by the square root of the variance in (5).

The first three columns of Table 3 describe the 12 states defined by the 12 possible combinations of the two first state-variables \( A \) and \( a_1 \) shown In Table 1. The values of the parameters \( a_2 \) and \( a_3 \) in the ‘TRUE’-column are the expected values according to the values and probabilities in Table 1.

The OLS and ITSUR columns of Table 3 show the results of the estimation of the parameters of the stochastic, state-contingent production functions in (4) for different numbers of experiments (observations), for one plot and two plots. (The results for three plots are not shown as they differ only marginally from the two-plot results).

The numbers in Table 3 are the results of 25 simulation runs. The numbers in the “NUMBER” column are the average number of observations in the “sample”. The numbers in the EST columns are the average values of the parameter estimates. And the numbers in the ER columns are the estimation errors calculated as \( \frac{1}{25} \sum_{i=1}^{25} y_i^2 - \hat{y}_i^2 \), where \( y_i \) is the true parameter value (in the third column) and \( \hat{y}_i \) is the parameter estimate. GME refers to Generalized Maximum Entropy estimation (see following Section).

4.4. GME-estimation.

As mentioned above, to estimate the complete set of state-contingent production functions one needs to estimate 12×4=48 parameters (12 states and a 3-input Cobb-Douglas production function). The use of standard econometric techniques, such as maximum likelihood or generalized methods of moments, for the estimation of a production function for each state requires that there are at least 4-plus observations registered for each state. This is not always available in real world situations. Instead, the researcher has to resort to “recognize” a smaller number of states, imposing severe restrictions on their model, or alternatively, losing significant amount of information. Such restrictions are not necessary with the generalized maximum entropy (GME) formalism. The coefficients of the production functions are recovered for each state of nature, as long as there is at least one observation for the state in question.

In order to recover the parameters for the 12 state-contingent production functions using the GME formalism, equations (4) is re-written in the following form:
Where $z_s$ is the logarithm of the output of the $p$th plot at the $\tau$th experiment at the $s$th state\(^7\). The matrices $x'$ are the corresponding inputs in logarithms. Each matrix contains a column of $[1]$ for the intercept. We follow the standard GME parameterization process where each parameter $\alpha_s$ is expressed as a vector product of a vector of probabilities $[p_{s1p} \ p_{s2p} \ldots p_{skp}]$ times a support vector $[\beta_{s1} \ \beta_{s2} \ldots \beta_{sk}]$, where $k=5$. Similarly, the error term is parameterized as a vector product of probabilities $[w_{s1p} \ w_{s2p} \ldots w_{skp}]$ times a support vector $[\beta_{s1} \ \beta_{s2} \ldots \beta_{sk}]$, where $k=5$. The extreme points for both support vectors were set to three standard deviations on each side, according to the 3$\sigma$ rule (Golan et al., 1996). Therefore, the support vectors for each state $s$, were set to: $\beta_s = [-3\sigma_s -1.5\sigma_s 0 +1.5\sigma_s +3\sigma_s]$, where $\sigma_s$ is the standard deviation of the output ln($z_s$) for each state.

To correct for heteroscedasticity all data were divided by $\sigma_z$ from equation (5). The constraint that all parameters were equal across plots for each state was also imposed:

$$\sum_k v_{sk} p_{sk} = \sum_k v_{sk} p_{sk}, \text{ for } \forall (\mu, \nu) \in \mathbb{P}, \mu \neq \nu$$

(7)

Following the GME formalism, the entropy metric is minimized:

$$\text{Min } H(p, w) = p' \ln(p) + w' \ln(w)$$

(8)

subject to constraints (7), (8), the non-negativity constraints:

$$p \geq 0, w \geq 0$$

(9)

and the additivity constraints:

$$p'1=1; w'1=1$$

(10)

\(^7\) Here, for ease of notation we use a single index $s$ for each state instead of the combination of $ij$ used previously.
<table>
<thead>
<tr>
<th>STATE</th>
<th>NUMBER</th>
<th>ONE EXPERTS</th>
<th>TWO EXPERTS</th>
<th>NUMBER</th>
<th>ONE EXPERTS</th>
<th>TWO EXPERTS</th>
<th>NUMBER</th>
<th>ONE EXPERTS</th>
<th>TWO EXPERTS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OLS</td>
<td>EST</td>
<td>ME</td>
<td>ER</td>
<td>EST</td>
<td>ME</td>
<td>OLS</td>
<td>EST</td>
</tr>
<tr>
<td>1</td>
<td>2.00</td>
<td>0.35</td>
<td>1.65</td>
<td>2.01</td>
<td>1.79</td>
<td>0.35</td>
<td>1.65</td>
<td>2.00</td>
<td>0.35</td>
</tr>
<tr>
<td>a1</td>
<td>0.05</td>
<td>-0.63</td>
<td>0.68</td>
<td>0.15</td>
<td>0.14</td>
<td>-0.63</td>
<td>0.68</td>
<td>0.15</td>
<td>0.14</td>
</tr>
<tr>
<td>a2</td>
<td>0.28</td>
<td>-0.21</td>
<td>0.49</td>
<td>0.30</td>
<td>0.27</td>
<td>-0.21</td>
<td>0.49</td>
<td>0.30</td>
<td>0.27</td>
</tr>
<tr>
<td>a3</td>
<td>0.30</td>
<td>1.71</td>
<td>1.41</td>
<td>0.22</td>
<td>0.33</td>
<td>1.71</td>
<td>1.41</td>
<td>0.23</td>
<td>0.33</td>
</tr>
<tr>
<td>2</td>
<td>2.00</td>
<td>22.60</td>
<td>22.39</td>
<td>0.05</td>
<td>0.13</td>
<td>22.60</td>
<td>22.39</td>
<td>0.05</td>
<td>0.13</td>
</tr>
<tr>
<td>a1</td>
<td>0.12</td>
<td>0.10</td>
<td>0.29</td>
<td>0.15</td>
<td>0.03</td>
<td>0.10</td>
<td>0.29</td>
<td>0.15</td>
<td>0.03</td>
</tr>
<tr>
<td>a2</td>
<td>0.28</td>
<td>0.31</td>
<td>0.45</td>
<td>0.33</td>
<td>0.08</td>
<td>0.31</td>
<td>0.45</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td>a3</td>
<td>0.30</td>
<td>1.43</td>
<td>0.22</td>
<td>0.48</td>
<td>0.21</td>
<td>1.43</td>
<td>0.22</td>
<td>0.48</td>
<td>0.21</td>
</tr>
<tr>
<td>3</td>
<td>2.00</td>
<td>14.19</td>
<td>14.19</td>
<td>0.02</td>
<td>0.02</td>
<td>14.19</td>
<td>14.19</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>a1</td>
<td>0.12</td>
<td>0.10</td>
<td>0.29</td>
<td>0.15</td>
<td>0.03</td>
<td>0.10</td>
<td>0.29</td>
<td>0.15</td>
<td>0.03</td>
</tr>
<tr>
<td>a2</td>
<td>0.28</td>
<td>0.31</td>
<td>0.45</td>
<td>0.33</td>
<td>0.08</td>
<td>0.31</td>
<td>0.45</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td>a3</td>
<td>0.30</td>
<td>1.43</td>
<td>0.22</td>
<td>0.48</td>
<td>0.21</td>
<td>1.43</td>
<td>0.22</td>
<td>0.48</td>
<td>0.21</td>
</tr>
<tr>
<td>4</td>
<td>2.00</td>
<td>10.62</td>
<td>10.08</td>
<td>0.02</td>
<td>0.03</td>
<td>10.62</td>
<td>10.08</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>a1</td>
<td>0.12</td>
<td>0.10</td>
<td>0.29</td>
<td>0.15</td>
<td>0.03</td>
<td>0.10</td>
<td>0.29</td>
<td>0.15</td>
<td>0.03</td>
</tr>
<tr>
<td>a2</td>
<td>0.28</td>
<td>0.31</td>
<td>0.45</td>
<td>0.33</td>
<td>0.08</td>
<td>0.31</td>
<td>0.45</td>
<td>0.33</td>
<td>0.08</td>
</tr>
<tr>
<td>a3</td>
<td>0.30</td>
<td>1.43</td>
<td>0.22</td>
<td>0.48</td>
<td>0.21</td>
<td>1.43</td>
<td>0.22</td>
<td>0.48</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 3. Results
5. Discussion

At this stage it has only been possible to make 25 simulation runs. Thus for each number of experiments, each number of plots, and each estimation method, 25 estimation of the four parameters for each state has been made.

When comparing the results of one and two plots estimation, it is interesting to notice the extreme improvement in estimation efficiency that is achieved when going from one to two plots per experiment. In many cases the error of the estimated parameters is reduced by a factor 10 or more. An example of the increased efficiency is shown by comparing the standard deviation of the OLS and the ITSUR parameter estimates for state 6 and 200 experiments in the following Table 4.

Table 4. Estimation Error (ER) for one and two plots in state 6

<table>
<thead>
<tr>
<th></th>
<th>35 experiments</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>One plot</td>
<td>Two plots</td>
<td></td>
</tr>
<tr>
<td>$A$</td>
<td>7.30</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.07</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.12</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.12</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

This result is not in itself surprising. But it underlines the fact that when estimating state-contingent production functions, it is of much higher importance to have a number of observations that are known to be from the same real state of nature (i.e. observations within experiments), instead of having observations from the same registered states (i.e. observations over experiments).

An example of the result of increasing the number of experiments (years), keeping the number of plots pr. experiment (year) unchanged, is shown in Table 5. As one can see, there is hardly any improvement in efficiency by increasing the number of experiments from 18 to 35 (years) with 2 plots.

Table 5. Estimation Error (ER) for 18 and 36 experiments in state 6 (2 plots)

<table>
<thead>
<tr>
<th></th>
<th>Two plots</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18 expe-</td>
</tr>
<tr>
<td></td>
<td>riments.</td>
</tr>
<tr>
<td>$A$</td>
<td>0.41</td>
</tr>
<tr>
<td>$a_1$</td>
<td>0.01</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.02</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.01</td>
</tr>
</tbody>
</table>

When analysing the results in Table 3 there are three other significant observations:

First, even with a very high number of observations (experiments), some of the states only occur in the sample with very few observations. Thus, even with 400 experiments, four of the twelve registered states only have an average of 12 or less observations. These rare states are at the same time often the states with the most drastic consequences regarding production conditions, and therefore the states for which it may be important to have good information.

With few observations (100 experiments or less – which in the classical approach is not even few!), the number of observations per state is often so small that OLS/ITSUR cannot be used. And even if it can, the estimation error is very large. In this case GME may be applied (GME yield estimates even with just one observation).

However, when it is possible to use both approaches (GME and OLS/ITSUR), which of the two approaches are then the best – i.e. the most efficient? With very few observations GME is probably the most efficient.
The results in Table 3 show that with just one plot GME has a higher precision than OLS in almost all cases (i.e. independently of the number of observations). And especially with very few observations, GME is much more efficient than OLS.

With two plots the picture changes. Even with a relatively low number of observations, ITSUR seems to perform better than GME. The break even point is around 7-8 observations, which is a very low number of observations on which to base estimation of 4 parameters.

Further analyses based on more simulation runs are needed to answer this question of the relative efficiency of GME versus OLS/ITSUR. Golan et al., (1996) have shown, that as the number of observations increases, GME and maximum likelihood estimates converge asymptotically.

6. Conclusions

The major problem of empirical application of the state-contingent approach to production analysis is that the number of observations for each state is low – if available at all. At the same time one typically faces the problem that only few of the possible states of nature are in fact registered. Therefore, even the state contingent production functions that one may estimate are stochastic functions.

We have designed a computer simulated Monte Carlo experiment where several levels of three inputs were applied on a number of different plots under various states of nature. Output was “produced” with state-contingent production functions. Only some of the states of natures were “observable”. The objective then was to recover the parameters of the production functions for each one of the observable states.

The Monte Carlo simulation experiment has shown that even with relatively few registered states and a long time series of data, the number of observations soon becomes critically low to use the traditional estimation methods. It is shown that using Generalised Maximum Entropy it is possible to estimate the parameters of state-contingent production functions. However, to compare the efficiency of alternative methods of estimation, further analysis is needed.

The main contribution of this paper is that it has shown that the state-contingent approach to decision making, is not only a theoretical model but it is an empirical possibility. We have laid out the methodology and have estimated state-contingent production functions. Certainly, more work is required. In a normative context, the ultimate test of the appropriateness of each method is the efficiency in relation to decision making.
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