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A DEMAND MATRIX FOR MAJOR FOOD
COMMODITIES IN CANADA

S.R. Johnson and A.N. Safyurtlu
1. Introduction

It has now been nine years since the publication of a full set of
final demand parameters for major food groups in Canada (Hassan and
Johnson, 1976). These estimates were based on annual data from the
period 1957-1972. A similar situation exists for the United States
which appears empirically to have a final demand structure for food
much like that for Canada (George and King, 1971). Subsequent studies
of consumer demand for Canada and the United States have focused on
similar commodities, meats, dairy products, vegetables, etc. with only
a general connection to the full final demand structure for basic food
commodities disaggregated to levels of the landmark pieces of 1972 and
1976 (e.g., Chavas, 1983; Pope, Green and Eales‘, 1980; Hassan and
Johnson, 1979). Recent exceptions are the work by Huang and Haidacher
(1983) on twelve composite food commodities and non—food with full
systems restrictions and Haidacher and Huang (1982) on the demand for
red meats, poultry and fish.

Demand parameters from full systems are, however, broadly

recognized as necessary inputs for economic policy analysis and for

forecasting changes in consumption levels consistent with anticipated
price and supply changes. In view of changes in demographics for

Canada and the United States and changes in economic conditions since
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the publication of the two full final demand systems in 1971 and 1976,
it 1is surprising that more updated estimates . of demand system

parameters have not been forthcoming.

There are a number of reasons for the absence of these updated

full demand systems estimates. Included are: (i) the ad Egé methods
used to estimate the full demand system of 1976, (ii) difficulties of
assembling appropriate data and expenditure weights at levels of
commodity aggregation consisgent with major agricultural and
consumption policy issues, (iii) the attraction of the applied
researchers to demand systems incorporating strong separability during
the late 1970s and early 1980s, and finally, (iv) concern over whether
it is reasonable given the theory to gstimate full systems at high
levels of disaggregation (Deaton and Muellbauer, 1980). The fact
remains, however, that most of the demand parameters for Canada used
as rules of thumb and, more formally, in evaluating agriculturai and
food policies are dated both by the data on which théy reside and the
methods used in their estimation.

The present study has the objective of providing an updated full
set of final demand parameters for major food‘groups in Canada. Data
for the period 1960 throﬁgh 1981 are utilized in estimating the demand
parameters.  Estimation methods employed are improved over those
applied for the full set of final demand elasticities for major food
groups in 1976. Specifically, restricted least squares was used to
impose the Slutsky conditions jointly with the stochastic restrictions
represented by the sample data in estimating the system of final

demand elasticities.
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The approach used to estimate the system has been available for

some time (Court, 1967 and Byron, 1970) and_ circumvents a major
concern with the methods used by George and King and Hassan and
Johnson and as well in the earlier demand systems piece by Brandow.
In these earlie; studies the Slutsky conditions, together with priorly
imposed own-price elasticities, income elasticities and selected cross
price elasticities were not sufficient to determine uniquely the
remaining parameters of the full final demand matrix. The result was
that the matrices reported had substantial arbitrary content related
" to orders in which the restrictions were applied in utilizing the
posited income, own-price and selected price elasticities to produce

the full final demand matrix.

Aggrecate and Disagerecated Systems

The approach used in developing the updated set of demand

elasticities for the major food commodities is, in part, sequential.
Specifically, the estimation proceeds £from >a highly aggregated
definition of total expenditure to specialized expenditure definitions
more narrow but consistent with the total for partial sets of
commodities. The result is a full set of final demand elasticities
for the major food commodity groups that can be reconciled with final
demand estimates at the aggregate levels used in macroeconomic policy
analysis.

Data available from Statistics Canada were for income,
expenditure on major goods and services, quantity disappearances fof
food commodities by group, consumer and implicit prices for commodity

groups, and estimated population. Expenditure weights (shares)




4
utilized were from the Family Food Expenditure Surveys (1974, 1976,
1978). For the analysis, the quantity, expenditure and income
variables were expressed in per capita form.

The scheme used to develop the full system of demand parameter
estimates 1is illustrated in Figure 1. Observe from Figure i‘ that
estimation proceeds with a specification for the total expenditure
elasticity. The total expenditure elasticity relates‘ income as
defined in the national accounts to total expenditures. No price
elastigity is estimated. This stage of the estimation process 1is
described in Figure 1 as the 'one commodity level of disaggregation",

Model 1. At the "two commodity level of disaggregation', Model 2,

total expenditure is divided between food and nonfood. Both total

expenditure and own price and cross price elasticities are gstimated
for the two aggregated commodity groups.

For the three commodity level, Model 3, food expenditure is
further divided between food at home and food away from home. The
next commodity, Model 4, level is for quantities of eight food groups,
total food expenditure and commodity prices. The eight commodity
groups are defined to exhaust total food expenditure. A full set of
é;ice and income elasticities for these commodities is estimated.

An advantage of the approach is that for the various levels of
disaggregation, prior information from previous levels can be imposed
in estimation. With restrictions from more highly aggregated systems,
parameters from the disaggregated systems can be interpreted as
implied by multi-stage budgeting process. The érior information is in

the form of elasticities for particular commodity groups. Other more
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6
specialized restrictions can be introduced as well, These 1include
selected cross and own price elasticities from other empirical demand

analyses.

Organization

The presentation begins with a review of the important
theoretical concepts in Section 2. Specifically, in Section 2, the
Slutsky conditions are derived for standard demand systems. These
Slutsky conditions are linear 1in the parameters but require
information on expenditure prOportions. This section is not intended
as a complete review of the theory. Instead, it is designed to
develop an appropriate notation and to identify specifically the
Slutsky restrictions imposed in estimatiﬁg the full demand system
parameters.

Section 3 reviews estimation procedure, functional form and tests
of restrictions. Special attention to the estimation procedure is
required since the covariance matrices for the full systems are
singular by the adding-up restriction and/or the construction of the
data sets. This property of the covariance matrix is important for
the two and three commodity models.

Data used to estimate the demand parameters are described in

Section 4. In this section, the aggregations employed are detailed.

The section includes as well explanations for decisions taken on
aggregation and the delineation of the two, three, and eight groups.
Methods for determining the prices employed are detailed also. Data
series used in estimating the demand systems parameters reported ére,

provided in the Appendix.




In Section 5, the expenditure and price elasticities are
presented for the one, two, and three commodity models. At the three
commodity level, recall that the commodities -are nonfood, food at
home, and food away from home. Total expenditure is used as the
income proxy in the two commodity and three commodity md&els. Also,
selected restrictions linking the demand systems between the levels of
aggregation are imposed and evaluated. These restrictions provide an
added basis for comparing the results generated by the two commodity
and three commodity specifications.

The eight food commodity specification results are reported in

Section 6. The eight major commodities are meat, dairy, cereals,

eggs, fruits and vegetables, beverages, sugar, and total fat.
Quantity data on these commodities are used for estimating the demand

system parameters. Concluding remarks are contained in Section 7.
2. Elements of Demand Theory

It is well known that the basic axioms on consumer prefereﬁces
lead to the possibility of formulating a differentiable utility

function

U= u(Xl, Xyy veey X)) (2.1)

where Xi’ i 1, 2, ..., n represents a -finite nuﬁber of commodity
bundles. The consumer is assumed to behave as if to maximize this
utility function, subject to a budget constraint

n

i=zl Pixi = m
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where P, represents the price of the ith commodity bundle and m is
consumer income or total expenditure. Utility maximization under the
budget constraint and appropriate regularity concﬂtions leads to the
system of demand equations (Deaton and Muellbauer, 1980; Johnson et

al., 1983)

= £;(Pyy Pyy weey Pym) 5 (=1, 0oy m) .

The Slutsky Restrictions

Several general restrictions exist for demand equation system

(2.3) derived from the consumer utility maximization model (Phlips,

1974). Properties or restrictions on the demand system of primary

interest for the present analysis are: (i) homogeneity, (ii) adding-
up and (iii) symmetry. These properties together are called the
Slutsky conditions (Barten, 1967).
The homogeneity property or restriction is
dX. d X.

z;jpjﬁ;f+m§;1=o;(i,j=1, 2, v.., m) (2.4)

or using Court's (1967) notation with the restrictions expressed in

demand elasticities,
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From the homogeneity property, the sum of the own and cross price

h

elasticities for the jt commodity bundle 1is:- equal to the income

elasticity. Intuitively, the homogeneity property implies the absence
of a monetary illusion. There are n of homogeneity restrictions, one
for each demand equation in the system.

The adding-up property or restriction is

%,
1 .
ipia?=1 (l 1, 2, ce ey n)

or in elasticities,

That is,

z

w.e, =1 (i=1, ..., n) (2.7)
i im

where w. is the expenditure proportion for the ith commodity. It is
apparent that (2.7) requires the sum, weighted by their respective
budget proportions, of the income elasticities to equal one. This
condition follows from the fact that by assumption the budget is
completely allocated to the n commodity bundles. There is’one adding-
up restriction for the demand system.

The symmetry property applies to off-diagonal elements in the
demand system parameter matrix,

. 90X,
1
P. 3 m Xj




or more simply,

9X.

[

.

(i, =1, vy, n) . (2.9)

These restrictions link the income and cross price elasticities

between pairs of commodities. They show that the observed cross price
effects include both income and substitution terms and that the
importance of the income effect is related to the expenditure

proportions.

Estimation and the Slutsky Restrictions

The Slutsky restrictions, equations (2.5), (2.7) and (2.9) as
expressed in elasticity form are for the '"representative" consumer.
Data available for estimating demand systems and evaluating the
restrictions are, however, aggregates. The question of whether the
restrictions on the demand system for the representative consumer, in
fact, carry over under reasonable assﬁmptions to the aggregated data
has been the subject of extensive research (Deaton and Muellbauer,

1980). In general, this research has shown that strong separability
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and/or highly specialized utility function assumptions are required to
assure that the demand restrictions for the representative consumer
apply in the aggregated data.

The class of utility functions that permit application of che
Slutsky restrictions in éggregate per capita data is identified with
Klein and Rubin (Deaton and Muellbauer, 1980). The Klein-Rubin
utility function 1is strongly separable. These separability
assumptions result in cross bprice elasticities of demand that are
highly restricted. Thus, the intuitive reason that the Klein-Rubin
utility function admits the Slutsky conditions in the aggregated per
capita data is the restrictions on the cross price elasticities or
alternatively, consumers responses to changes in relative prices. The
nature of these restrictions is evident for the linear expenditure
system, for example. For the linear expenditure system, the full set
of price and income elasticities can be obtained on the basis of 2n-1
parameters, adjusting for the automatic fulfillment of the adding up
restrict(ion (Phlips, 1974).

Application of the Slutsky restrictions for estimating price and
income elasticities in aggregate data as for example in the case of
Brandow (1961), George and King (1971) and Hassan and Johnson (1‘976),
required strong and not easily identifiable assumptions about

aggregation conditions. These assumptions are important even

abstracting from the fact that the restrictions themselves together

with the prior estimates of price and income elasticities were not
sufficient to determine uniquely the parameters for the full system.

The authors of these publications were assuming that 1) the
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restrictions on the demand system for thé individual consumer applied
in the aggregate data or 2) an aggregate specification that was only
loosely 1linked to the theory. Their assumption was obviously the
latter, since for a full system and the former, the integrability
conditions for the double 1log systems applied identify all- " the
parameters (LaFrance, 1983).

For the applied researcher, a dilemma presented by the available

aggregated data, the restrictions that follow for the representative

consumer, and the strong separability assumptions required for their
reconciliation 1is difficult. Obviously,' the strong separability
conditions required for applying the restrictions from the theory in
the context of aggregated data are not consistent with the intended
uses of the resulting demand system parameters. That is, the demand
parameters used in commodity policy and forecasting are required at
disaggregated levels. - An alternative incorporated in estimating the

demand system is to view the system as a '"local approximation".

Local Approximations of Demand Systems

One approach to developing a demand system for the representative
consumer appropriate in aggregated data is to approximate the utility
function. This approach was not taken 1in the present context.
However, it 1is wuseful to review the metbod to 1introduce the
approximation Qtilized ultimately. The latter is for the demand
equations themselves. Consider again the utility function (2.1). The

first order Taylor series approximation for the utility function is

U= KX, .eey XD 5 EE, L, B




where (af/BXi)IXQ is the partial derivative of the utility function £,
i

evaluated at Xg. The utility function, or more properly, the local

approximation to the utility function (2.10) is linear in the Xy i=

1, 2, ..., n. Thus, the approximate utility function is directly
additive. For this approximate wutility function, the Slutsky
conditions apply in the aggregate data. The local approximation to
the utility function, however, limits severely the implied consumer
behavior. The cross partials of the additive linear utility function
approximation are zero.

The second approach to developing a local approximation is to
deal with the demand systems themselves. The Slutsky conditions hold
for the demand system (2.3). Moreover, as is evident from equations
(2.5), (2.7) and (2.9), the Slutsky conditions hold at specific budget
proportions. Thus, the Slutsky restrictions will be different
depending on the budget proportions. Also, unless the functional form
for the demand system is highly restrictive, the Slutsky conditions
will be appropriate for the demand system of the representative
consumer at only one set of prices and quantities. It is natural then
to develop methods that have these Slutsky conditions applying only
approximately at the aggregated data.

As for the utility function, a simple Taylor series approximation
is employed in approximating the Slutsky restrictionms. The

homogeneity condition (2.5) requires reference values of prices and
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income. These are necessary for calculating the elasticities as is
shown in equation (2.5).

The local approximation to the Engel aggregation condition, that

the weighted sum of the income elasticities equal one, is obtained by

taking the Taylor series approximation of equation (2.7).

o

Specifically,

L wke, - 1+Ze. (W -w.)+...=0 (2.11)
; 1 im ; im 1 i :

where wf is assumed the mean expeﬁditure proportion. The first term
in equation (2.11) is the value of the Engel aggregation restriction
at the mean expenditure proportion. The second is the second term in
a standard Taylor series approxigation.

Lastly, for the symmetry restriction, (2.9) where again w§ is the
mean expenditure proportion, setting kij equal to kji or imposing the

symmetry restrictions, the expression can be written

e.. e.
k.. 2 e, +—d -2 (vt -w.)+...
ii im wX 2 ] ]
h W’;

where the third and higher order terms of the Taylor series
approximation have been omitted. The assumption in applying the Engel
aggregation, homogeneity, and symmetry restrictions is that the demand
system obeys these restrictions only in the locality of the values
selected for the approximation.

The final approach is to take an approximation of the full demand
system at reference sets of prices and income, equation (2.3). A

simple Taylor series approximation of this demand system can be
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obtained. Then, the integrability conditions can be used to determine

the utility function corresponding to the approximate system. This

approach has not been undertaken in the present analysis but holds out
the possibilityvof dgveloping demand systems approximations that can
be linked to approximate utility functioms. These approximations
would be like the Rotterdam model which was specified and estimated

before the corresponding utility function was known.
3. Estimation

Estimation of the demand system using the Slutsky conditions
approximated at the sample means involves consideration of three
important problems. These include: (i) the restrictions themselves
and the restricted least squares methods specialized to the estimation
problem, (ii) the implications of the restrictions and the
construction of the data set for the variance-covariance matrix for
the equation system and (iii) the choice of functional form. Only one
of these considerations represents a special problem for the demand
system to be estimated. It is the conditioning of the wvariance-

covariance matrix.

Restricted Least Squares Estimation

There are n homogeneity restrictions, (nz—n)/z symmetry
restrictions and one Engel aggregation restriction to be placed on the
parameters of the demand system. Moreover, these restrictions are
linear in the parameters of the system, given the expenditure

proportions or budget shares, wi. Thus, the estimation problem is of
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standard restricted least squares form. The sample observations on

the full demand system is denoted,.
y=XB+¢€ (3.1)

wvhere y is a stacked vector, y' = (xi, Yp» +e++s ¥p) with y. the set of

sample observations on the dependent variable in the ith

equation; X
is a block diagonal matrix with the explanatory variables for the
demand equations, X, = Xj (i, j =1, 2,'..., n), forming the diagonal
matrices; and B and € are conformably defined parameter and
disturbance vectors, respectively. For sample size T, y is nT by 1, X

is aT by nz,‘ﬁ is n’xl and € is of course of the dimension as y.

The linear Slutsky restrictions can be written

r =RB, (3.2)

where r is of dimension (n? = n)/2 + n+l by 1 and R is (a® - n)/2 + n
by n2. The restricted least squares estimator for B, incorporating

the sample information (3.1) and the exact parameter restrictions

(3.2) is

E =,§ + (X'X)_IR'(R(X'X)_lR')_1(5 - gé) (3.3)

~ ~

where 8 is the restricted least squares estimator and B is the
ordinary least squares estimator obtained by omitting the restrictions
(3.2). If for equation (3.1), it is assumed € ~ N(0, GZI), i.e., the
disturbances are independently and identically distributed, the

~

covariance matrix for B 1is,

' Var(é) = o2((x' 0 R rx' 0 IR Rz )7L
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Comparison of (3.4) to Var(3) shows that the addition of the

nonstochastic restrictions makes.é more efficient.

For this standard restricted least squares model, hypothesis
tests for evaluating the restrictions can be conventionally
formulated. The resérictions can be evaluated individually or as a

set and the tests can utilize variance or mean squared error norms

(Judge et al., 1980).

Covariance Matrix

The covariance matrix for the full demand system expressed in
expenditure form is singular. This singularity of the contemporaneous
covariance occurs because of an adding-up condition implicit in the
data set construction or the Slutsky restrictions. The sum of the
expenditures on the individual commodity groups is equal to total
expenditures. The fact that this condition implies singularity of the
covariance matrix 1is easily demonstrated clearly (Barten, 1969 and
Berndt and Savin, 1975).

The singularity of the covariance matrix can be handled by
omitting one of the demand equations from the system or positing a
priori, the parameters for one equation. The result is a demand
system of n-1 equations. 0f course, the corresponding symmetry,
homogeneity, and adding-up restrictions must be omitted or incorporate
the extraneous prior information as well. In the first case, these
restrictions are used in calculating, residually the parameters of the
omitted equation.

As shown by Barten (1969), the parameters estimated from the

system of equations if the variance-covariance matrix is only
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contemporaneously correlated are invariant to the choice of the
vequation omitted from the system. This is for systems that do not
impose on general parametric demand functions, the cross equation
restrictions. Also, if autocorrelation in the disturbances exists,
more complex rules apply on the omission of equations from the system
and the restrictions the singularity conditions impose on the vector

valued autocorrelation process (Berndt and Savin, 1975).

Functional Form

The Slutsky conditions can be readil& applied to demand systems
using restricted least squares. Many researchers have employed linear
or logarithmic functional forms when studying demand equations for
meat. Although the Slutsky conditions may imply strong parametér
restrictions, there is no é priori rationale for the choice of one or
the other form in aggregate data. The choice of functional form may
have implications that are either highly restrictive or inconsistent
with theory or actual experience. For example, a linear form implies
the income elasticity of demand for meat is rising and tends toward
unity, with increasing income levels, if it is less than unity. The

converse 1s also a property of linear functions. On the other hand, a

logarithmic form implies that the income and price elasticities of

demand for meat are constant for all levels of income and prices. The
double log functional form with constant‘elasticities was used for the
present study. It must be rationalized on the basis of the 1local
approximation to the complete demand system. If it were not and the
Slutsky restrictions applied exactly, all the parameters would be

known (LaFrance, 1983).




4, Data

This section provides documentation for the data sources utilized
in estimating the demand systems models and a discussion of selected
descriptive statistics for these series. In the latter case,
statistics are presented to provide added perspective for the

empirical results in Sections 4 through 8.

Data and Sources

Data necessary to estimate the parameters for Model 1, Model 2
and Model 3 are per capita expenditures, implicit price deflators, and
expenditure proportions. Personal consumption expenditure data for
food away from home, food at home, and total food and services are
available from Statistics Canada. These data are converted to a per
capita basis using population estimates for mid-year (June 1). The
implicit price indices (1971 = 100) are derived by dividing
expenditure in current dollars by expenditure in constant dollars.

For estimating the parameters of Model 4, both the time series
and cross section data are utilized. Time series (1960-1981) data on
retail prices, per capita food consumption and per capita disposable
income are obtained from the Handbook (1983). The annual price

indices (1971 = 100) used in statistical analysis are simple averages

of selected reported monthly prices for commodities assumed to reflect

the composites. Expenditure proportions for the individual

commodities are simple averages of Family Food Expenditure Survey of

1974, 1976, and 1978.




Descriptive Statistics

Data for the analysis are provided in the Appendix. Data for
Models 1, 2, and 3 are summarized in Tables Tl (per capita income and
expenditures, T2 (implicit price deflators, T3 (per capita disposable
"income and expenditures in constant dollars). Data for Model 4 a?e
listed in Tables T4 and T5 (quantity data in pounds for the eight
commodity model and price data per pound for the eight commodity
model, respectively).

Model 1: Dependent variables of this model are total

expenditures in current dollars (TE) and total expenditures in

constant dollars (TEC). These variables are converted to per capita

basis using population variable (POPJN). The converted variables are
per capita total expenditures in current dollars (PCIE) and per capita
total expenditure in constant dollars (PCTEC). Income variables for
this model are personal disposable income (PDI) and per capita
personal disposable income (INCOMEPC).

Model 2: Variables = for this model are per capita food
expenditure in constant dollars (PCFDEC), per capita nonfood
expenditures in constant dollars (PCNFEC), per capita total
expenditures in constant dollars (PCTEC) and implicit price deflators
for food and nonfood. The implicit price deflators were calculated as

_ IPFD _ FDE/FDEC
IPFDL = 5rg TE/TEC

for food, and

IPNF _ NFE/NFEC
IPTE  TE/TEC

IPNF1 =
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for nonfood, where FDE and FDEC are defined as food expenditures in
current and constant dollars, respectively; NFC and NFEC are nonfood
expenditures in current and constant dollars, respectively; aﬁd TE and
TEC are as previously defined.

Model 3: Variables for Model 3 are per capita food away home
expenditures in constant doliars (PCFAHEC), per capita food home
expenditures in constant dollars (PCFHEC), per capita  mnonfood
expenditures in constant dollars (PCNFEC), per capita total
expenditure in constant dollars, and implicit price deflators for food
away home, food home, and nonfood. The implicit price deflators were
calculated as

IPFAH _ FAHE/FAHEC
IPTE TE/TEC

IPFAH] =
for food away home,

_ IPFH _ FHE/FHEC
IPIE TE/TEC

IPFH1

for food home, and similarly for IPFNl, nonfood. Variables FAHE and
FAHEC are food away home expenditures in current and constant dollars
respectively, and variables FHE and FHEC represent food home
expenditures in current and constant dollars respectively.

Model 4: The dependent wvariables for Model 4 are per capita

consumption of eight commodities. - These commodities are all meats

(QM), total dairy (QD), breakfast foods and cereals (QBC), eggs (QE),

fruits and vegetables (QFV), beverages (QBEV), sugar (QS), and fats
and oils (QFO). Price variables are per pound price of all meats

(PMEATS), powder skim milk (PPOWSKM), white flour (PWFLOUR), eggs




22
(PEGG), fruits and vegetables (PFRVEG), beverages (PBEV), sugar
(PSUGAR), and total fat (PTFAT). The "income" variable used is total

food expenditure in current dollars (FDE).
5. Empirical Results; Expenditure Models

The demand systems results reported.in this section are estimated
with commodity groups or dependent variables defined by total
expenditures; Models 1, 2, 3. The income vafiable is defined as
indicated in Section 4. Total expenditures are from the national
accounts and prices are implicitly determined. The emphasis is on the
relationship between income, own and cross price elasticities for food
and nonfood. The food expenditures: were further disaggregated in

Model 3 to food at home and food away from home.

Total Expenditure Elasticity (Model 1)

The total expenditure elesticity was obtained by regressing total
expenditures on income. Both total and per capita models were used.
Since the models are algebraically identical, the difference involves
the implied transformation of the disturbances. Results for the total
expenditure parameters and elasticities (Model 1) are contained in

Table 1. These results show that the total expenditure elasticity for

income was approximately .98. That is, an increase in income of one

percent corresponded to a .98 percentage increase in total
expenditures. This elasticity 1is not consistent with marginal
propensities that have been estimated in consumption function analyses
with survey data. For example, the marginal propensities (shown also

in Table 1) estimated by Goddard (1983) were about .84 when a linear




Table 1

ESTIMATED TOTAL EXPENDITURE ELASTICITIES USING
ALTERNATIVE EXPRESSIONS FOR THE CONSUMPTION
FUNCTION (MODEL 1)

' . Personal Disposable Per Capita Personal
Expenditure Income Disposable Income

Total .9916

Total
(Constant Dollars) .9801

Per Cap{ta Total
Per Capita Constant
Dollars from LES
(Goddard)a

Per Capita Total
(Constant Dollars) : .9719

aMarginal propensity from an estimated linear expenditure system

(Goddard, 1983).




24
expenditure system was applied. The estimate by Goddard implies an

elasticity that is lower than those reported in Table 1.

Elasticities for Food and Nonfood (Model 2)

The estimates of elasticities for own price, cross price, and

income elasticities for commodities disaggregated to food and nonfood

groups are contained in Table 2. Recall that the estimators are based

on a double log functional form. The results from this restricted
model suggest that the own price pricé elasticity of demand for total
food is approximately =-.35 while the own price elasticity of demand
for nonfood was approximately -.94. The income elasticity for food of
.58 is high by comparison to other studies but includes food away‘from
home. Cross price elasticities small relative to the own price
elasticities. The cross price elasticity of food with nonfood 1is
higher than the cross elasticity for nonfood with food. -

Food at Home, Away from Home and
Nonfood (Model 3)

Initial results for the demand system with three commodities,
food away from home, food at home, and nonfood are contained in Table
3. A non-diagonal contemporaneous variance covariance matrix is again
assumed. The weights used, basedlon sample averages, are provided in
Table 3 as well. The results for the three commodity system were more
plausible. Own price elasticities for food away from home and nonfood
were higher than the own price elasticity for food. The own price
elasticity for food at home 1is .54. All of the cross price

-elasticities for the restricted system reported in Table 3 were

negative except those between food at home and food away from home.




Table 2

ESTIMATED OWN PRICE, CROSS PRICE AND INCOME ELASTICITIES FOR
A DEMAND SYSTEM WITH TWO COMMODITY GROUPS (MODEL 2)

Elasticity Estimates With
Slutsky Restrictions

Expenditure
Groups and

Weights Nonfood Income

Food -.35 -.24 .58

Nonfood -.17 -.94

Weights .200157 .799833




Table 3

ESTIMATED OWN PRICE, CROSS PRICE, AND INCOME ELASTICITIES FOR
A DEMAND SYSTEM WITH THREE COMMODITY GROUPS (MODEL 3)

Elasticity Estimates With
Slutsky Restrictions

Food Away
From Home Food at Home Nonfood Income

Food Away
From Home -.77

Food at
Home .20

Nonfood -.05

Weights .0462526 ) | .799833
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These values were positive. This simply indicates that if individuals
consumed more food at home they were likely to have consumed less food
away from home.

Comparing the results in Table 2 to those in Table 3, note that
the price elasticity for food at home is -.54 compared to -food price
elasticity of -.35. The food away from home own price elasticity from
Table 3 is =-.77. The income elasticities between food and food at
home and away from home are more comparable to Table 2. Weighted by
their expenditure proportions, the food at home income elasticity,
.38, and the food away from home elasticity, 1.13, are about equal to
the income elasticity for food in the two commodity model, .58.

Additional results for the three commodity system are provided in
Table 4. These results are similar to those in Table 3 except that
restrictions from the model from Table 2 were incorporated in the
estimation of the demand system parameters for Table 4. These
restrictions were introduced in addition to the Slutsky restrictionms.
The result is that the parameter estimates reported in Table 4 can be
reconciled with Table 2. That is, the income elasticities for food
away from home and food at home, for example, multiplied by their
 expenditure weights in Table 4 are equal to the income elasticity for
total food in Table 2.

Comparing the results in Table 4 with those for the restricted

system in Table 3 suggests several conclusions. Generally, the result

of applying the restrictions from Table 2 was to significantly
increase the cross-price elasticities between food and nonfood. The

income elasticities, however, as anticipated by the earlier discussion




Table 4

ESTIMATED OWN PRICE, CROSS PRICE, AND INCOME ELASTICITIES FOR
A DEMAND SYSTEM WITH THREE COMMODITIES (MODEL 3) AND
RESTRICTIONS THAT ESTIMATES SATISFY THE SLUTSKY
CONDITIONS AND AGGREGATE TO THOSE FOR THE
TWO COMMODITY CASE

Elasticity Estimates With
Exact Priors

Food Away :
From Home Food at Home Nonfood Income

Food Away
From Home -.76 .76

Food at -
Home .26 -.71 ) .04

Nonfood -.07 -.10 -.93

Weights .0462526 ' .153911 .799833




29

of Table 3, remained relatively constant between specifications. The
result was then to increase own price elasticity for food at home
substantially,

Based on the comparison of the elasticity estimates with the
Slutsky conditions imp;sed in Table 3 and elasticities for the same
system in Table 4 but with the two commodity restrictions imposed in
addition to the Slutsky restrictions, the conclusioﬁ is that the less
unrestricted system is the more appropriate. The reason for this
conclusion is that the imposition of the restrictions from the two
commodity case resulted in much closer values of the parameter
estimates for the own price elasticities for food at home and food
away from home, -.71 and -.76, respectively. Thus, for the three
commodity case, including food away from home, food at home, and
nonfood, the elasticities that proved the most plausible were for the

three commodity case with the Slutsky restrictions in Table 3.
6. The Eight Commodity System for Food

The eight commodity system was estimated with quantities of eight
major food commodities and total food expenditures. Slutsky
restrictions were imposed exactly in the estimation process. These
estimates are presented in Tabie 5. Comparable estimates for food

commodities obtained by Brandow (1961), George and King (1971), Hassan

and Johnson (1976) and Huang and Haidacher (1983) are summarized in

Table 6. The estimates in Table 6 provide information on own price
elasticities and income elasticities. These estimates are comparable

to those presented in Table 5; the diagonals of Table 5 in the case of
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own price elasticities and the entries in the next to the last row fbr
the income elasticities. The discussion of the. results for the eight
food commodities is divided into two sections. First, the estimated
demand parameters are discussed and evaluated. Then; comparison is
made to the other similar results, Table 6. The comparison is to the
previous food demand system for Canada and more recent estimates for

Canada and the United States.

Eight Food Commodity Estimates

Estimated demand parameters for the eight food commodities
reported in Table 5 have general characteristics that are encouraging
for the estimation approach utilizing the Slutsky restrictions.
Specifically, all of the own price elasticities for the eight food
commodities are mnegative. The income elasticiﬁies are positive.
Signs on the cross elasticities are generally consistent with prior
perceptions regarding substitution effects. For example, cross price
elasticities between dairy, eggs, sugar and meat are positive. Cross
price elasticities between cereals, fruits and vegetables and
beverages as well as total fat with meat are negative. Positive cross
price elasticities indicate the substitution of dairy, eggs and,
interestingly, sugar products for meat as the price increases.

Negative cross price elasticities for cereals, fruits and vegetables,

beverages and total fat are likely more related to the impact of

increases in meat prices on total food expenditure. Similar
interpretations can be made for the other commodities.
In evaluating the own price elasticities, the highest price

elasticities were for meat (-0.68), fruits and vegetables (-0.77), and
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dairy products (-0.44). The lower own price elasticities, not
unsurprisingly, were for total fat (-0.33), sugar (-.09), and cereals
(-.13). These results show, in general, that consumption levels of
meats, dairy products, and fruits and vegetables respond more to
changes in relative prices than do consumption levels for cereals,
sugar, and total fat.

For the total food expenditure elasticities, the highest
estimates were for meat (1.27), fruits and vegetables (1.28), and
total fat (1.84). The estimator for total fat is considerably larger
than anticipated. It is trué, however, that as total food expenditure
has increased, the fat content of the diet of the Canadian population
has increased. The high total food expenditure elasticities for meat
and fruits and vegetables, were anticipated. The low 1income
elasticities for dairy, eggs, beverages and sugar are consistent with
consumption trends for these commodities. Generally, they are not
highly responsive to increases in total food expenditures and/or
increasés in income.

These total expenditure elasticities can be converted to income
elasticities by simply multiplying the value by the elasticity for

total food expenditure with respect to total expenditure, i.e.,

3Q;  smncrpE _ %Y
SINCFDE * jPCNFEC 5 PCNFEC

where the variables are as defined in the data section. These

partials are converted to elasticities by multiplying and dividing by
PCNFEC at the selected reference value. For the double log

specification the elasticities are constant.
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The total food expenditure elasticities from Table 2 is .58 while
for food at home from Table 3 it is .38. Comparisons of these total
food expenditure elasticities can be converted to total expenditure
elasticities .by multiplying them by, say, .40. With this
multiplication, these elasticities become more consistent with those
reported in other studies (discussed subsequently).

In reviewing the general set of estimat.es provideél in Table 5,
possibly the most interesting are those for total fat. Notice that
total fat, like sugar and eggs, had a relatively small expenditure
proportion. Perhaps the apparent erratic results obtained with total
fat, for example a large cross‘price elasticity with fruits and
vegetables (-1.41) and the large .negative cross price elasticity with
meat (-1.03), are related to the sensitivity of the estimation
procedure to the magnitude of the expenditure weight. These
expenditure weights have a critical role in the Slutsky restrictions
imposed exactly. Moreover, commodities with small expenditure weights
are likely to be ones where the expenditure weights have varied in
relative terms, substantially through the sample period. If this is
true, then these Slutsky restrictions are the most at variance with
the individual demand model for these commodities. That 1is, the
restrictions for the commodities with small weights are the poorest

local approximations of the Slutsky restrictions for the

representative consumer. An approach that might be tried for the

Slutsky restrictions would be to allow stochastic restrictions for

commodity groups with relatively small expenditure proportions.




Comparisons to Other Studies

The price elasticity -estimates from Table 5, the diagonal
elements, are directly comparable to those for other studies. The own

price elasticity estimates provided in Table 6 are for other studies

of Canada using demand systems approaches. For example, the own price

elasticities for meat estimated by Barewal and Goddard (1984) were
-1.98 and -.70 for an almost ideal demand system with and without
socioeconomic variables, respectively. This compares to the own price
elasticity estimate for meat from in the present analysis of -.68.
Own price elasticities reported in two other studies in Table 6 are
-.526 by Huang and Haidacher (1963) and -.852 by Hassan and Johnson
(1976). It should be noted that the commodity definitions for meat in
the latter two studies were more narrow than the commodity definitionm
used for this current analysis and by Barewal and Goddard (1984).
Specifically, for both the Huang and Haidacher and Hassan and Johnson
studies the elasticitiesb reported in Table 6 are for beef. Since
beef generally has a higher price elasticity of demand than total
meats, Canadian own price elasticity of -.68 as compared to -.526 for
Huang and Haidacher (1983) for the U.S. is significant.

Similar comparisons of own price elasticities for the other
commodities are available by contrasting the information in Table 6
with that 1in Table 5. These will not be. discussedv in detail.
However, there are selected commodities for which additional
comparisons may be wuseful. Specifically, ‘'since the total fat
commodity group appeared to geﬁerate erratic results in the present

analysis, it 1is interesting to review our results compared to the
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other studies reported in Table 6. The own price elasticity for total
fat reported in the current study is -.33. This estimate is lower

than the estimated own price elasticities for total fat in Table 6.

It is sharply different than the own price elasticity reported by

Hassan and Johnson (1976) for Canada, -.86. Generally, these -price

elasticity estimates for fat support our earlier argument. That is,

fhé estimates for price elasticities of fats since the commodity group.
is small in terms of expenditure proportions tend, to be erratic.

A second area where the estimation procedures tend to be stressed

because of consumption and income trends is for eggs. The eggs own

price elasticity in the current analysis was -.12. This compares
favorably estimates that were obtained in the other studies as shown
in Table 6. Interestingly, the Barewal and Goddard (1984) estimates
which did not include socioeconomic variables was appreciably higher,
-.29 compared to -.13.

Recall that for the income or total expenditure elasticities, the
estimators reported in Table 6 are, in fact, different than the total
food expenditure elasticity estimates in the next to the last row of
Table 5. The total food expenditure elasticities should be multiplied
by .40 to convert them to a basis consistent with the income (total
expenditure) elasticities reported in Table 6. Evaluating the results
in Table 6 codpared to Table 5 in relative terms 1is, however, of
interest in itself.

Comparing the results in Table 5 to those of Barewal and Goddard
(1984) in Table 6, observe that the highest income elasticities

obtained were for meat, fruits and vegetables and fat. These were
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near .2 and low by comparison to Hassan and Johnson (1976), especially
for meat. The present analysis, Table 5, also obtained the largest
income elasticities for meats, fruits and vegetables, and fats. A
similar trend is present for the remainder of the income elasticities
reported in Table 6. That is, aside from dairy products, the highest
income elasticities are for meats, fruits and vegetables and for fats.

Thus, the "curious" result obtained for fats in the present analysis

is one that has appeared in other applications of demand systems

methods at disaggregated levels for food commodities.

In general, 1in absolute terms both the income and price
elasticity estimates compare favorably to those reported in Table 6
and are relatively consistent with the most recent study for the U.S.
by Huang and Haidacher (1983). The major difference between these
results and the more recent estimates by Huang and Haidacher relate to
the negative income elasticities that they found for the food
commodity groups, cereals, eggs, and fruits. These negative income
elasticities are at variance with observed consumption patterns. They
are also at variance with income elasticities that have been reported
in the other three demand systems for Canada shown in Table 6. Their
income elasticity estimate for fruits is most at variance with the

results reported in Table 5.
7. Conclusions

The estimated demand matrices presented have ranged from two to
eight commodities, with the latter for eight food commodities and

total food expenditures. The income elasticities and total
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expenditure elasticities developed from. the one, two and three
commodity models can be used to "translate'" the total food expenditure
elasticities from the eight commodity model to the appropriate income
base for policy analysis and forecasting. For the two, three and
eight commodity models, the Slut;ky rest;ictions were imposed exactly.
As indicated in reviewing the results from the eight commodity model,
imposing these restrictions exactly may have some limitations when
important changes in relative prices and expenditure shares have
occurred over the sample period.

The results obtained, especially for the eight commodity case,
represent an important advance over those available for Canada to
date. Specifically, the full demand systems estimates for food
commodities available for Canada (Barewal and Goddard, 1984) utilized
more aggregated commodity definitions or less systematic estimation
methods (Hassan and Johnson, 1976) than those employed in the current
analysis. In addition, the current analysis, although 'employing
Slutsky restrictions similarly to Huang and Haidacher (1983),
geﬁerated results that were more plausible, especially for the
estimated income elasticities.

It is only fair to indicate that in the development of these

estimates, the selection of '"appropriate" prices is an important

consideration. ' That is, for example, in the case of dairy products,

the results obtained were quite sensitive to the selection of the
specific dairy commodity price utilized. Clearly, time series
household level data would be superior to those currently being

"utilized for estimating demand systems. They would permit, for




39

example, closer identification of prices and quantities as well as
translations and scalings of the demand functions based on household
characteristics. In this context, the comparability of our results to
those of Barewal and Goddard (1984) is especially encouraging since
the latter were obtained by pooling cross-sectional data for selected
years.

For the future, the direction for demand analysis appears clearly
to be to integrate more directly the results from the theory with
applied studies. These results may be integrated through the use of
more flexible functional forms than were applied in the present case
and/or the application of the Slutsky restrictions stochastically. 1In
either case, the bridge between the theory of consumer behavior and

the restrictions that apply at the representative consumer level and

aggregate data available on the time series data must be improved.

The approach used to make this bridge in the present analysis was to
view the Slutsky restrictions as locally applicable. The analysis
could be strengthened by demonstrating more clearly the sense in which
the exact Slutsky restrictions applied in the current analysis were

local.
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