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Abstract

This paper compares different preference elicitation methods used in choice ex-

periments. We implemented four different methods to elicit individuals’ preference

for a non-market good. Our four treatments include (1) a hypothetical referen-

dum, (2) a real referendum lacking incentive compatibility, (3) a real choice with

incentive compatibility and (4) a hybrid approach that combines (2) and (3). We

develop a method to estimate the percentage of strategic choices in each treatment.

We find that in the hypothetical referendum, about 75% to 92% individuals truth-

fully reveal their preference and choose the option that gives the highest utility in

a choice question. Adding policy consequentiality (e.g., the real referendum) and

payment consequentiality (e.g., the hybrid approach) could increase the percentage

of individuals truthfully reveal their preference.
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1 Introduction

This paper is motivated by the gap between conducting stated preference analyses

and applying stated preference results for economic (especially environmental) policies

involve the valuation of non-market goods. We focus on the criticisms toward the stated

preference analysis for its lack of incentive compatibility. In this paper, we study the

incentives for individuals to make choices in choice experiment under the utility max-

imization framework. We find that the stated preference method is comparable to a

complicated voting system. Democratic societies have widely adopted various versions of

a public voting system for presidential elections. The stated preference, or the contingent

valuation method, is similar a voting system and should be recognized as an important

input to public policies. Therefore, a careful economic analyses of different methods used

in eliciting public preference using contingent valuations is critical for its generalizability.

Early stated preference studies focus on estimating the willingness to pay to a non-

market good based on respondents’ choices, such as the hunters’ values for hunting permits

(Bishop and Heberlein, 1979). Environmental economists started to pay attentions to the

potential hypothetical bias arise from self-reported survey responses at the very begining.

Different elicitation methods, including the comparisons with revealed preference data

through the travel cost method are investigated in Bishop and Heberlein (1979). Hane-

mann (1984) provides a rigorous theoretical framework to calculate the welfare measures

implied by the fitted model from discrete choice data. Opaluch et al. (1993) apply a con-

tingent choice survey to the noxious facilities siting problem based on a constructed utility

index for each options. The policy makers then could rely on the ”scoring mechanism”

that aggregates public reference to evaluate and select noxious facility site, possibly in

combination with other technical or political consideration (Swallow et al., 1994). Stated

preference method has been applied to address important environmental issues of na-

tional interest such as the Exxon Valdez oil spill in 1989. However, the estimated damage

can range widely from $3.8 million to $4.9 billion. Thus, even though stated preference

method can be potential power tool to assist better policy making, the use of the stated

preference has been controversial (Diamond and Hausman, 1994; Hausman, 2012).

One of the major challenges is to understand the incentives issues in the stated prefer-

ence studies. Simply using the self-reported survey responses as the preference elicitation

method can lead to imprecise or biased coefficients estimates and potentially undermine

the robustness of affected policy. For example, respondents simply do not have the incen-

tive to state their most preferred options (the option gives them the highest utility) when

choices are purely hypothetical, or respondents will not be influenced by their own choices
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thus the survey is inconsequential (Carson and Groves, 2007). Even when respondents

have the incentive to choose the best option among a set of alternatives, and their choices

are consequential in the sense that their utility could be impacted by a new policy based

on their choices, ambiguous or uncertainty about how their choices could influence the

policy may enable respondents to strategically choose the second best or other options.

One example is the choice of second best candidates in the majority-voting rule when

voters have to decide among three candidates. The consequences of such strategic in-

centives are overlooked in the stated preference literature. In this paper, we incorporate

the possibility of strategic responses in the choice experiment and quantitatively assess

the percentage of the strategic behaviors (or misrepresentatin of true preference due to

insufficient incentive) using different preference elicitation methods.

Stated preference methods, such as the choice experiments, use public surveys to

present realistic scenarios (which could be implemented by a future policy) and require a

choice among two or more multi-attribute alternatives (Louviere et al., 2000; Adamowicz

et al., 1998). Recent literature (Carson and Groves, 2007; Carson et al., 2014; Vossler

and Evans, 2009; Vossler et al., 2012) focuses the attentions on whether respondents

have the (economic) incentives to answer choice questions and whether the choices could

produce valid measures of willingness to pay for non-market goods. Results show, in part,

that respondents may depart from stating their true preferences over alternatives in a

single choice scenario if (i) surveys involve a series of questions or (ii) surveys (otherwise)

give respondents an impression that their answers may affect more than one decision by,

say, a public agency. Economists have long understood that surveys bearing at least

a minimal degree of consequentiality is a necessary condition to obtain valid preference

information, with these recent contributions evaluating the role of consequentiality relative

to response on each choice question (Kafle et al., 2015; Boxall et al., 2009; Day et al.,

2012; DeShazo and Fermo, 2002; Holmes and Boyle, 2005; Meyerhoff et al., 2014; Zhang

and Adamowicz, 2011). These progresses mitigate concerns from an otherwise purely

hypothetical survey instrument. However, the connection between individual choices and

policy maker’s choice is not clearly spelled until very recently. Vossler et al. (2012)

provide a theoretical foundation and establish conditions where individuals choices can

be considered incentive compatible. However, even though individuals are motivated to

answer the survey truthfully, their responses may not be very helpful to inform a policy

decision since the existing incentive compatible preference elicitation methods often rely

on implementing the choice from one individual.

While the literature rightly points out the difficulty of producing a survey in which

choices are incentive-compatible, which would align response incentives with a respon-
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dent’s true preferences. Applied valuation studies, however, frequently strive to support a

variety of agency or government decisions (Opaluch et al., 1993; Swallow et al., 1992). The

recent focus on the incentives surrounding a single survey question has deflected attention

from using the choices for the policy input to some extent. In reality, costs of data acqui-

sition commonly compel researchers to present a series of choices to respondents, rather

than a single choice. Moreover, applied valuation surveys typically address a complexity

of attribute bundles provided by, for example, agro-ecosystem management choices, and

leave respondents with incomplete information regarding the portfolio of real choices that

decision-makers will face, the number of choices to be made, and the distribution of pref-

erences in the population against which a respondent could, in theory, play a strategic

game. The respondent’s opportunity to gain through strategic misrepresentation may be

narrowly circumscribed by numerous dimensions of uncertainty (Kawai and Watanabe,

2013; Choi et al., 2011), possibly triggering a response based on cognitive dissonance

(Akerlof and Dickens 1982; cf., Akerlof 1983), which may lead to truthful statements of

preference in order to resolve the cognitive challenge (or psychological discomfort) while

minimizing the risk of sending ineffective or even harmful signals to decision-makers. Our

paper quantitatively assess the gap (i.e., the percentage of strategic choices) when sub-

jects have the strategically opportunities compared to a situation when subjects have

incentives to report preferences truthfully.

Most of the mechanisms studied to ensure incentive compatibility are debatable (Horowitz,

2006), especially when we consider potential uncertainty and risk (Karni and Safra, 1987).

Mitani and Flores (2014) find that the probability of payment has a negative effect on con-

tributions to a public good, which implies that a downward estimation bias can still exist

if only one or some respondents are randomly chosen and accountable for their choices (a

comment technique to assure, in theory, incentive compatibility). Harin (2014) suggests

the random-lottery incentive system used in many experiments is not truly incentive com-

patible under a more robust model of how utility- maximizing participants in experiments

react to uncertainty and the (often low) probability of having one of their choices be piv-

otal to a real decision within an experiment. Harin’s theoretical analysis is consistent with

the Kawagoe and Mori (2001) examination of the pivotal mechanism (PM) for funding

public goods. The PM is a form of Clarke (1971) tax, which is incentive-compatible, but

only weakly: it is a dominant strategy for an individual to truthfully reveal his or her

preference in a choice, but the strategy is only weakly dominant (i.e., telling the truth

never lowers the person’s benefit-level, so truthfulness is incentive compatible, but fail-

ing to tell the truth does not always reduce benefits). Kawai and Watanabe (2013) find

that only a small fraction (1.4% to 4.2%) of potential voters will vote strategically (e.g.,

4



vote for an alternative other than the one they most preferred). Esponda and Vespa

(2014) find the about 78% subjects are nonstrategic even after possible learning in the

sequence of voting experiments. If these results could be generalized to stated preference

valuation studies, incentive compatibility might be less problematic in terms of its over-

all influence on the ability of decision-makers supported by stated preference valuation

studies supporting decisions intended to enhance social efficiency. In our paper, we find

that the non-utility-maximizing choices account for 8% to 25% of the total responses in

a hypothetical referendum treatment and the non-utility-maximizing choices account for

less than 10% of the total responses when the treatment is both policy and payment

consequential though lacking incentive compatibility. Furthermore, our model is able cal-

ibrate coefficient estimates and obtain more precise estimation of utility parameters with

the addition of new choice data, even though they are not produced from an incentive

compatible treatment.

The problem of only relying on incentive compatible elicitation method is that the

policy maker is often unable to implement the policy since the possibility to influence

multiple outcomes could distort individual incentives. Methods used to assure incentive

compatibility for single questions may lead the stated preference survey to deviate from

the original motivation of common applied studies: soliciting preferences to rank poten-

tial policy options of public interest. For example, one academic approach to achieve

incentive compatibility might tell respondents that one survey question will be chosen for

implementation according to a single respondent’s choice; the respondent will be chosen

at random, but, clearly, a single individual’s (a selected ”dictator’s”) preference is insuf-

ficient to reflect the public preference and thus the resulting policy option implemented

may be far from the social optimum use of available resources. This paper compares the

estimated utility parameters from different preference elicitation methods and we find a

certain degree of consistency across different treatments. The coefficient estimates from

a treatment that is treatment that is both policy and payment consequential (though

lacking incentive compatible) is closest to the coefficients estimated from an incentive

compatible treatment.

This paper is organized as follow. Section 2 provides an analytical framework to

analyze the choice incentives, similar to Vossler et al. (2012). Section 3 introduces the

experiment background and procedure. Section 4 discuses the econometric model and

analyze the estimation results. Section 5 explores the valuation implications from different

preference elicitation methods. Section 6 concludes.
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2 Model

Our analytical framework is built on Vossler et al. (2012) and extended to include a cost

sharing rule. Consider a choice experiment where an individual has to complete multiple

choice questions. Individual i’s choice can be denoted by a vector Vi = (Vi1, Vi2, ..., ViJ).

After observing individuals’ choices, the policy maker chooses a policy which involves a

vector of attribute An and a cost Cn, from a total of N possible policies. The set of

potential policies is denoted as N = (An, Cn). We assume the cost Cn for implementing

the project N is solely determined by the project attributes An. Thus, we have N =

(An, Cn(An)) = An.

Each participant chooses Vi to maximize the utility

Um(N(Vi,V−i;G), T (Vi,V−i;G); Xm),

where N(·) is the policy implementation rule and T (·) is the cost sharing rule (such as

the ”payment vehicles”), both of which are functions of the individual decisions. The

vector V−i is the choices made by other participants except i, Xi represents individual

i’s individual characteristics, such as an income variable yi; G represents the factors

that influence the policy function others than individuals choices, such as policymaker’s

preference, cost sharing rule among individuals and realistic constraints. We use ci to

denote the cost incurred to individual i based on the cost sharing rule T (Vi,V−i;G) and

have ci = T (Vi,V−i;G). When the policy N is implemented, all the relevant individuals

are affected by the same policy N and potentially benefit from the outcome determined

by the project attributes A. In this way, individual i’s utility is Ui(A, ci; Xi) similarly for

individual i′ with a utility Ui′(A, ci′ ; Xi′).

2.1 Participants’ Choices

Individual i makes a sequence of decisions Vi = (Vi1, Vi2, ..., ViJ) when presented with

J choice sets. Assume that the participant i make the J choices independently and

maximizes individual utility Ui(·), which is a function of the policy maker’s choice on

N(·) and cost sharing rule T (·). Thus,

V∗i ∈ argmax Ui(A, ci; Xi)

= argmax Ui(N(Vi,V−i;G), T (Vi,V−i;G); Xi),
(1)

where A is a vector of attributes brought by a potential policy and ci is the cost incurred

by the participant i, which is different from the cost of the proposed project C. For the
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individual choices on the choice question j,

V ∗i,j ∈ argmax Ui(A, ci; Xi)

= argmax Ui(N(Vi,j,Vi,−j,V−i;G), T (Vi,V−i;G); Xi),
(2)

When each individual only makes on single choice, the above equation becomes:

V ∗i ∈ argmax Ui(A, ci; Xi)

= argmax Ui(N(Vi,V−i;G), T (Vi,V−i;G); Xi).
(3)

When the individuals’ multiple choices are independent and only one choice can in-

fluence the policy outcome (such as through a random lottery rule), the above equation

becomes,

V ∗i,k ∈ argmax Ui(A, ci; Xi)

= argmax Ui(N(Vi,k,V−i;G), T (Vi,k,V−i;G); Xi).
(4)

When the policy implemented only depends on the choice from one individual (i.e.,

the dictator), the above equation becomes,

V ∗i,k ∈ argmax Ui(A, ci; Xi)

= argmax Ui(N(Vi,k;G), T (Vi;G); Xi).
(5)

2.2 The Policymaker’s Choice

Define the policy function F : V × G → N , where V is the observed/revealed choice

space, G is the policymaker’s preference space and N is the potential implementable policy

space. Thus, the ”optimal” policy N∗ = A∗, N∗ ∈ N is determined by the observed choice

V∗ = (V∗1,V
∗
2, ...,V

∗
M) and the realization of policymaker’s preference G.

2.3 Incentive Compatibility

In our context, incentive compatibility means that for any given choice set, participant

i will always choose the option that yields that highest utility from the set of alternatives,

given the policy function F . Specifically, for the choice set k, where the available choices

are dk = (1, 2, 3, ..., D), incentive compatibility requires that participant i’s optimal choice

V ∗i,k for question k also maximizes the utility among options available for question k. Thus,

V ∗i,k ∈ argmax Ui(a(Vi,k), ci(Vi,k); Xi),∀k (6)

where V∗i = {V ∗i,1, V ∗i,2, ..., V ∗i,D}. The a and cm are the policy/project attributes and

private cost faced by individual i in question k. Note that the policy attributes a in this
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case is only influenced by individual i’s choice in question k, and will not be influenced

by individual i’s choices Vi,−k in other questions, other individuals’ choices V−i and the

policy makers’ preference G.

Compare equation (2):

V ∗i,k ∈ argmax Ui(A, ci; Xi)

= argmax Ui(N(Vi,k,Vi,−k,V−i;G), T (Vi,V−i;G); Xi),

with equation (6) on individual i’s choice on question k:

V ∗i,k ∈ argmax Ui(a(Vi,k), ci(Vi,k); Xi),∀k

The above two equations show potential inconsistence between the incentive compat-

ibility and individual utility maximization objectives. When K = 1 and each participant

is presented one choice experiment. The utility maximization behavior leads to

V ∗i ∈ argmax Ui(A, ci; Xi)

= argmax Ui(N(Vi,V−i;G), T (Vi,V−i;G); Xi).

The incentive compatibility constraint becomes:

V ∗i ∈ argmax Ui(a(Vi), ci(Vi); Xi),

Definition 1 A mechanism is incentive compatible if

Ui(N(Vi,V−i;G), T (Vi,V−i;G); Xi) ≥ Ui(N(V ′i ,V−i;G), T (V ′i ,V−i;G); Xi)

where

Vi ∈ argmax Ui(a(Vi), ci(Vi); Xi).

For example, when subjects m face three options, i.e., Vi = [A,B,N ], where A and B

are two alternative policies while N stands for the status quo. If the option A gives the

highest utility among the three options, then an incentive compatible mechanism implies

that,

Ui(N(A,V−i;G), T (A,V−i;G); Xi) ≥ Ui(N(B,V−i;G), T (B,V−i;G); Xi)

and

Ui(N(A,V−i;G), T (A,V−i;G); Xi) ≥ Ui(N(N,V−i;G), T (N,V−i;G); Xi).
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The above characterizations are helpful to analyze the incentive properties of a pref-

erence elicitation method.

3 Experiment Background and Treatments

We work with the EPRI’s Ohio River Basin Trading Project to implement our research

design by linking tradable water quality credits with the valuation of water quality credits

and co-benefits from individuals participated in our experiment. Our research focuses on

enhancing knowledge of key factors affecting the use of stated preference studies for non-

market valuation, in our context, the valuation toward water quality credits associated

with different co-benefit profiles. The Ohio River Basin Trading Project (EPRI 2010,

2014) is an interstate trading program involves the states of Ohio, Indiana, and Ken-

tucky. Water quality credit producers (mostly farmers) get credits awarded by reducing

their loadings of total nitrogen (TN) or total phosphorus (TP) below historic practices.

Besides documenting the water quality credits, the project also keeps track of many

kinds of co-benefits provided by different agricultural best management practices. The

co-benefits documented are verified by a third party and EPRI records ancillary benefits

such as carbon sequestration, habitat enhancement, and excessive run-off, among oth-

ers. The Project’s online credit trading registry provides information on the implemented

water quality improvement projects and associated co-benefits. The choice experiment

scenarios are based on a data set composed from the online credit trading registry with

the assistance of the EPRI team. Table 1 shows the definition of co-benefits and other

attributes (such quantity, cost) used in the choice experiment. Figure 1 shows an exam-

ple of the choice scenarios individuals face in the experiment. Liu and Swallow (2016)

study the implications of incorporating co-benefits produced with water quality BMPs

into the credits markets. This study explores the valuation implications in the presence

of strategic behaviors or insufficient incentives in choice experiment when the preference

elicitation method is considered not incentive compatible.

Four treatments are used in the experiment, which differ in the choice on the policy

function and the payment/cost sharing rule. Treatment 1 describes hypothetical scenario

where each subject has an equal probability of being paid a fixed amount independent

of his or her actual choices, which we call the Hypothetical Referendum (HR). Subjects

were told that their choices would be used to provide input to the U.S. Department of

Agriculture and can potentially impact the future policy in the water quality credit trad-

ing market. Subjects were entered into a lottery where one subject would receive a $20

cash reward. In Treatment 1 using the Hypothetical Referendum (HR), subjects were
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told that:

”Your decisions in this survey will be used to provide input to the U.S. Department

of Agriculture to influence future policy and decision making in Water Quality Trading

markets. This could influence the future conduct of real markets like EPRI’s Ohio River

Water Quality Trading program.”

Treatment 2 describes a policy consequential scenario where individuals’ decisions

would collectively influence the final policy chosen, in our context, direct our purchase

decisions among various types of water quality credits. We call Treatment 2 the Real

Referendum without Incentive Compatibility (RR) mechanism as subjects were told that

their choice would influence real purchasing decisions based on a statistical model of how

the group of participants in their treatment made choices. Each subject in Treatment 2

was also told that they would be entered in a lottery by which one subject would receive

a $20 cash reward. Therefore, Treatment 2 only establishes policy consequentiality but

lacks payment consequentiality. In Treatment 2 using the Real Referendum (RR), sub-

jects were told that:

” ...We will make purchasing decisions - and spend real money to buy real water qual-

ity credits - based a statistical model of how your group made choices in this survey.”

Treatment 3 specifies a consequential, incentive compatible policy function using the

Independent Lottery Policy Function (Vossler et al., 2012), which we call the Real Choice

with Incentive Compatibility (RC) mechanism. We implemented the random-lottery rule

(Holt, 1986; Holt and Susan, 2002; Myagkov and Plott, 1997) where subjects were told

that one subject will be chosen and we would implement exactly one of his or her eight

decisions. For example, we will purchase the same quantity of water quality credits with

an identical combination of co-benefits as implied by the chosen decision. The payment

method in Treatment 3 is different from Treatments 1 and 2 in order to establish incentive

compatibility. Each subject’s choices have an equal probability of being chosen and the

chosen subject?s payoff equals $20 + ($50− cj), where the $20 is the fixed amount award

used similarly as for the participation incentive in Treatments 1 and 2, cj is the cost of

purchasing the water quality credit bundle when a subject chooses option j, and $50 is the

amount provided by the researchers so that a deficit for the individual is impossible. For

example, if one chooses to buy a water quality bundle that cost her $30 among other alter-

natives, then the potential payoff from this choice is $20 + ($50− $30) = $40; however, if
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she chose the status quo of buying nothing, the potential payoff is $20+($50−$0) = $70.

The random lottery incentive system is implemented to ensure that each choice has a

positive probability of being selected as the binding outcome.1 In Treatment 3 using the

Real Choice (RC) with Incentive Compatibility, subjects were told that:

”...We will randomly choose one person in your group (maybe you) and execute their

purchasing decision - spending real money on real water quality credits - based on a ran-

domly drawn question from their survey.”

Treatment 4 describes a hybrid approach combing the choice incentives in Treatment

2 and Treatment 3 where one’s choice can be chosen randomly as a policy choice while

the group’s aggregated decisions will also be used for a policy choice. For example, in

Treatment 4, we will implement two decisions related to a randomly chosen individual par-

ticipants series of choices, one decision based on a randomly chosen question answered by

that individual and a second decision based on spending an announced-and-fixed amount

of money on water quality credits (with bundles of co-benefits), spending, say, $1,000

in a manner guided by a statistical model derived from the collection of choices made

by members of that individual’s group. We call this treatment the Real Referendum

combined with Real Choice (RR RC) mechanism. The RR RC is a hybrid approach

under which one’s decision could decide individual payoff and influence purchase decision

from the group decisions. Thus, in the RR RC mechanism, one’s choice has multiple

consequences. As a result, the Treatment RR RC establishes both payment consequen-

tiality and policy consequentiality, however it is considered not incentive compatible due

to one?s action could influence multiple outcomes. In Treatment 4 using the Real Refer-

endum combined with Real Choice (RR RC), subjects were told that:

”...We will randomly choose one person in your group (maybe you) and execute their

purchasing decision - spending real money on real water quality credits - based on a ran-

domly drawn question from their survey.

In addition to the decision of one individual, we will also make purchasing decisions

- and spend real money to buy real water quality credits - based a statistical model of how

your group made choices in this survey. ”

1The random lottery incentive system has been widely used in the experimental economics literature
and is favored due to its invariance to income effect and the ability to collect incentive compatible data
within a limited budget (Wakker, 2007).
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Note that Treatment 2, 3 and 4 are considered consequential since an individual’s

choices will influence the actual purchase decisions, while Treatment 1 is consequential

only when the results obtained could influence future policy choices. In Treatment 3 and 4,

the cost attribute is real and immediate under the random lottery incentive system, while

in Treatments 1 and 2 the cost attribute is hypothetical in the immediate term. Only

Treatment 3 is considered incentive compatible and we assume each individual chooses

the option that maximizes her utility given the set of choice alternatives. Therefore,

we speculate that subjects are less likely to choose the utility-maximizing option in a

given set of alternatives in the hypothetical referendum in Treatment 1. Subjects tend to

exhibit limited strategic choices (choose the non-utility maximizing options) in the real

referendum Treatment 2, and the percentage of non-utility maximizing options could be

reduced in hybrid approach in Treatment 4.

4 Empirical Modeling and Estimation Results

Based on the random utility framework (McFadden, 1973; Hanemann, 1984), individ-

ual i’s utility from choosing an option j, Uij, consists of an econometrically measurable,

deterministic component, Vij, and a random component, εij, which is unobservable to

econometricians and assumed to follow independently and identically distributed (i.i.d.).

The measurable component Vij depends on (i) the water quality credit bundle, such as

quantity and the co-benefit profile Xj, (ii) the socioeconomic characteristics of the in-

dividual i, denoted by Si and (iii) the cost cj. Specifically, individual i’s utility from

choosing an option j is

Uij = U(Xj, Si, cj) = V (Xj, Si, cj) + εij. (7)

Given the qualitative co-benefits information (i.e., presence versus absence), we incor-

porate the co-benefits by interacting the co-benefits profile with the credit quantity in the

utility function. This modeling strategy is more compatible with economic theory com-

pared to treating each co-benefit as a dummy variable that additively enters the utility

function. Therefore, we use a utility specification that differentiates the value of a credit

by incorporating the co-benefits nonlinearly in relation to specific project characteristics.

Individual i’s utility function is specified as

V ′ij = Q
βt,0
j cαtj exp(Bj(Z))exp(Di(S)), (8)
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where

Bj =
∑

m=1,..,z

βt,mZm (9)

and

Di = dij(γt,0 +
∑

m=1,..,s

γt,mSm). (10)

In the above specifications, Zm presents the vector of co-benefit attributes and Sm rep-

resents the vector of demographic variables. For example, The vector Z0 = (0, 0, ..., 0)

represents no co-benefits are associated with the water quality credit. Substitute equation

(9) and (10) into equation (11) and take log transformation on both sides of the equation,

we have,

Vij = ln(V ′ij) = βt,0ln(qj) +
∑

m=1,..,z

βt,mZm + αtln(cj) + dij(γt,0 +
∑

m=1,..,s

γt,mSm). (11)

Accounting for the Scale Difference in Different Treatments We model the scale

heterogeneity directly into the discrete choice model by allowing each treatment associated

with a treatment-specific scale parameter σt (Fiebig et al., 2010; Czajkowski et al., 2014).

To incorporate treatment specific scale parameter, we slightly modify the utility and get:

Uij = U(Xj, Si, cj) = V (Xj, Si, cj)/σt + εij, (12)

if individual i is assigned to treatment t. In the choice experiment questions, each in-

dividual considers three alternatives: options A, B involving buying a positive amount

of credits or the buying nothing option N . If the individual’s choice implies his or her

utility is higher for alternative j ∈ {A,B,N} ≡ J , providing utility Uij compared to all

the other alternatives Uik(k 6= j, k ∈ J), then the probability that individual i chooses

alternative j is calculated by

Pi(j) = Pr(Uij > Uik, k 6= j, k ∈ J)

= Pr(Vij/σt + εij > Vik/σt + εik, k 6= j, k ∈ J)

= Pr(εij − εik > (Vik − Vij)/σt, k 6= j, k ∈ J),

(13)
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where Pr(·) represents the probability operator. Based on the error structure, the prob-

ability can be simplified (McFadden, 1973) as:2

lnPi(j) = dij ln

(
eVij/σt

1 +
∑

m={A,B} e
Vim/σt

)
+ (1− dij) ln

(
1

1 +
∑

m={A,B} e
Vim/σt

)
, (14)

where dij = 1 if j ∈ {A,B} and dij = 0 if j = N . The treatment specific scale parameter

σt = δtσ1, where σ1 is the scale parameter for Treatment 1 and is normalized to 1 for

identification purpose. Therefore, the log-likelihood function is,

lnL =
∑
i

lnPi =
∑
i

(
dij ln

(
eVij/σt

1 +
∑

m={A,B} e
Vim/σt

)
+ (1− dij) ln

(
1

1 +
∑

m={A,B} e
Vim/σt

))
.

(15)

Letα=(α1, α2, α3, α4), β=(β1,0..., β1,z, ..., β4,0..., β4,z), γ=(γ1,0..., γ1,s, ..., γ4,0..., γ4,z) and

σ=(σ1, σ2, σ3, σ4), the set of MLE estimators {α̂, β̂, γ̂, σ̂}maximizes the log-likelihood

function (15).

Estimation Results Table 2 shows the estimation results for the scale heterogeneous

multinomial logit model. Table 3 shows the coefficients estimated after adjusting for

scale heterogeneity among different treatment groups, with the significant levels for each

coefficient inherited from Table 2. In Table 3, the key variables have expected signs and

the coefficient estimates show a certain degree of consistency across different treatments

(or the preference elicitation methods). We find that individuals in Treatment 3 (RC,

using the incentive compatible preference elicitation method) are most sensitive to the

cost changes and would exhibit the lowest willingness to pay. Individuals under the

Treatment 1, Hypothetical referendum, are the least sensitive to the cost changes. This

result is consistent with a large body of literature on the hypothetical bias in the stated

preference experiment. The quantity coefficient and the co-benefit coefficients are positive

and mostly significant, except individuals seem to not place a positive value on the co-

benefit agricultural viability (AgV ia) under the hypothetical referendum, even though

the estimated coefficient is insignificant at a 10% level.

Besides comparing willingness to pay differences across preference elicitation meth-

ods, another way of examining the consistency of coefficients estimates is to see whether

the marginal rate of substitution is constant between different types of co-benefits in

each treatment. For example, the marginal rate of substitution between co-benefit z and

z′ in treatment t and t′ under the null hypotheses ∂Ut
∂z
/∂Ut
∂z′

=
∂Ut′
∂z
/
∂Ut′
∂z′

, which implies

2If individual i choose the buying nothing option N , the utility Vin is normalized to 0.
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βt,z
βt,z′

=
βt′,z
βt′,z′

. A weaker hypothesis is that the coefficient for each type of co-benefit is con-

sistent across different treatments in terms of relative magnitude. Our results (Table 3)

suggest the co-benefit AgV ia is the least preferred across all treatments. The Treatment

HR, RC and RR RC suggest the co-benefit Habitat is the most preferred co-benefit,

while the Treatment RR suggests ReRunoff is the most preferred co-benefit. Therefore,

though our estimates demonstrate comparable coefficient estimates results, we find the

relative magnitude for different types of co-benefit do not always match with the results

in Treatment RC, where each individual has incentive to always choose the utility max-

imizing option. Under the assumption that the incentive compatibility is necessary to

estimate the ”true” underlying utility function, the coefficients in other treatment are

then biased due to the presence of potential strategic opportunities where not all indi-

viduals will choose the option that maximizes the utility among the set of alternatives,

or simply, they do not have the economic incentive to think about the best option and

choose accordingly. In the next section, we propose a method that explicitly accounts

for such strategic opportunities or insufficient incentives and estimate the percentage of

strategic choices in each treatment.

5 Non-Utility-Maximizing Choices and Valuation Im-

plications

When a treatment is not incentive compatible, individuals may strategically or simply

not choose the choice that yields the highest utility in a choice question. In our study, only

Treatment 3, Real Choice with Incentive Compatibility (RC) is able to generate data that

is consistent with the discrete choice model; that is, the observed choice maximizes utility

among all three options in that specific choice experiment question. In the remaining of

the paper, we use the phrase ”utility-maximizing” option to refer the option that gives

the highest utility among a given set of alternatives in one choice question based on

the described attributes and cost. Note that an individual could still choose optimally

by choosing the ”non-utility-maximizing option” when she is behaving strategically to

influence the group outcome through the choice of a second best or a third best option.

Our Treatment 1 (HR), Treatment 2 (RR) and Treatment 4 (RR RC) are considered

not incentive compatible; the observed individual choice would not necessarily maximize

utility among all three options due to 1) no economic incentive to choose the utility-

maximizing option (e.g., Treatment 1) or 2) strategic incentives so that individual may

choose option other than the utility-maximizing option when the aggregated group choices
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are used to influence the policy outcome (e.g., Treatment 2 or 4). Note that even though

the Treatment 4 is not strictly incentive compatible, the gain from truthfully revealing

one’s preference may outweigh the cost (information rent) of not choosing the utility-

maximizing option. In either case, we need to modify the discrete choice model to account

for the preference misrepresentations and strategic behaviors when a treatment is not

incentive compatible. Below we propose a model to estimate the percentage of truthful

responses in each treatment when multiple treatments (including the incentive compatible

treatment) are used in the experiment.

Still, we consider individual i’s utility from choosing option j is:

Uij = U(Xj, Si, cj) = V (Xj, Si, cj) + εij. (16)

As noted before, in our experiment, each individual considers three alternatives: options

A, B or the buying nothing option N . If the individual’s choice implies his or her utility is

higher for alternative j ∈ {A,B,N} ≡ J , providing utility Uij compared to all the other

alternatives Uik(k 6= j, k ∈ J), then the probability that individual i chooses alternative

j is calculated by

Pi(j) = Pr(Uij > Uik, k 6= j, k ∈ J)

= Pr(Vij + εij > Vik + εik, k 6= j, k ∈ J)

= Pr(εij − εik > Vik − Vij, k 6= j, k ∈ J),

(17)

if individual i chooses the utility-maximizing option j, which only holds in the RC treat-

ment. Thus, we assume all the observed choices are the utility-maximizing options in

RC treatment and the proportion of utility-maximizing choices is π3 = 1. The propor-

tions of utility-maximizing choices in HR, RR and RR RC are denoted as π1, π2 and π4,

respectively, with πt ∈ [0, 1].3

When πt ∈ [0, 1] (t = 1, 2, 4), 1 − πt of the observed choices do not maximizes the

utility among the three options in a choice question. Thus, the true utility-maximizing

choice is different than the observed one. Since there is no clear guidance on which of the

remaining two options is the utility-maximizing option, we assume that one of the two

remaining option has a probability of τ of being the utility-maximizing option while the

other remaining option has a probability of 1− τ of being the utility-maximizing option.

For example, if the option A is chosen from {A,B,N} = J , under our assumption, there

is a probability πt that UiA ∈ max (Uik), k ∈ J , a probability τ(1− π) (or (1− τ)(1− π))

3Note we assume that same underlying utility function and assume the difference between treatments
are a result of the misrepresentation of the utility maximizing choices, the scale parameter does not apply
in this situation.
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that UiB ∈ max (Uik), k ∈ J , or a probability (1 − τ)(1 − π) (or τ(1 − π)) that UiN ∈
max (Uik), k ∈ J . Therefore, when option j is observed, the probability that individual i

chooses this alternative is

Pi(j) = πtPr(Uij > Uik1
, Uik2

) + τ(1− πt)Pr(Uik1
> Uik2,, Uij) + (1− τ)(1− πt)Pr(Uik2

> Uik1
, Uij),

= πt
eVij

1+
∑

m={A,B} eVim
+ τ(1− πt) e

Vik1

1+
∑

m={A,B} eVim
+ (1− τ)(1− πt) e

Vik2

1+
∑

m={A,B} eVim
,

(18)

together with equation (11), the log-likelihood function can be written as

lnL =
∑

i

(
dij ln

(
πte

Vij+τ(1−πt)e
Vik1+(1−τ)(1−πt)e

Vik2

1+
∑
m={A,B} e

Vim

))
+

∑
i

(
(1− dij) ln

(
πt+τ(1−πt)e

Vik1+(1−τ)(1−πt)e
Vik2

1+
∑
m={A,B} e

Vim

))
.

(19)

Let α=α, β=(β0..., βz), γ=(γ0..., γs) and π=(π1, π2, π4), the set of MLE estimators

{α̂, β̂, γ̂, π̂}maximizes the log-likelihood function (19). Note that the π3 is constrained

to 1 in the likelihood function since we assume that individuals will always choose the

utility maximizing option in the Treatment RC.

One identification challenge is that when the utility maximizing option is not chosen,

we could not match the probabilities τ(1 − πt) and (1 − τ)(1 − πt) with the unobserved

options k1 and k2. In the estimation process, we assume if Ṽik1 ≥ Ṽik2 , then τ ≥ 1 − τ
in each iteration of optimization process, which implies that if the estimated utility from

the option k1 is higher than the option k2, then the option k1 has a higher probability

being the utility maximizing choice compared to option k2. We choose five different levels

of τ ranging from equal probability (τ = 0.5) to extremely unequal probability (τ = 1)

associated the unobserved choice with a higher estimated utility. Estimation results are

shown in Table 4.

There are several interesting results from Table 4. First, we find that Treatment HR

has the highest percentage of non-utility-maximizing choices and RR RC has the low-

est percentage of non-utility-maximizing choices. This result is stable in terms of relative

magnitude regardless of choice on τ . Second, we find about 75% to 92% individual choices

are utility-maximizing (in given the set of alternatives) in Treatment HR, 86% to 96%

individual choices are utility-maximizing in Treatment RR and above 90% individuals

choices are utility-maximizing in Treatment RR RC, which implies the policy consequen-

tiality introduced in Treatment RR and the payment incentive introduced in Treatment

RR RC encourage individuals to choose the utility maximizing choices in the experiment.

Third, comparing the estimates π1 and π2, we find that adding the policy consequential-

ity (all individuals still get the same expected payment) increases the percentage utility
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maximizing choices by about 4% to 10%; comparing the estimates for π2 and π3, we find

that adding the payment incentive (even though it is not considered incentive compati-

ble) increase the percentage utility maximizing choices by about 3% to 5% relative to the

total sample. Fourth, we find the relative magnitude of co-benefits are consistent with

the coefficients estimated in Treatment RC and RR RC (Table 3), only the preference for

Carbon and ReRunoff are switched in the new model and the preference for these two

types of co-benefits are very close in RR RC (Table 3). We also find that the increase of

τ tends to reduce the percentage of utility maximizing choices for all treatments.

Recall that we assume two reasons behind the non-utility-maximizing choices. In-

dividual may not have the economic incentive (e.g., in a hypothetical treatment) since

the outcome would not influence their utility in any direct ways. Also, individual may

choose the option to maximize the potential outcome that is collectively determined by

the group’s choice, instead of the utility-maximizing option in a given choice scenario.

Our model is unable to separate these two effects. Nonetheless, we could get a rough idea

of their respective influences on truthfully choices by comparing the estimated percentage

π across different treatment. In the next section, we discuss the implications of choosing

the non-utility-maximizing choices on the expected utility of an individual making one

decision.

Efficiency Implications To calculate the efficiency implications from individuals? strate-

gic choices, we use the Treatment 3 (RC) as the baseline and assume it achieves 100%

efficiency when using the utility function based on the incentive compatible data. There-

fore, for any credit type k, individual i’s utility of choosing the option j with (Q∗, c∗, Z∗)

is

V̂ ∗i = Q∗β̂j c
∗α̂
j exp(B(Z∗))exp(D(S)). (20)

However, individual i may not always choose the utility-maximizing option when the

treatment is not incentive compatible. Our model assumes that individual i will only

choose the utility maximizing option j with a probability π̂ and choose another option, j′

with a probability 1− π̂. Therefore, when faced with the same choice scenarios, individual

i’s expected utility under the incentive-incompatible treatment is,

V̂ ′i = π̂Q∗β̂j c
∗α̂
j exp(B(Z∗))exp(D(S)) + (1− π̂)Q′β̂j′ c

′α̂
j exp(B(Z ′))exp(D(S)) (21)

with Q∗β̂j c
∗α̂
j exp(B(Z∗)) ≥ Q′β̂j′ c

′α̂
j exp(B(Z ′)). Therefore, it is easy to infer that V̂ ∗i ≥

V̂ ′i , which implies when faced with the set of choices, the (expected) utility (based on

the chosen option) is strictly higher in the incentive compatible treatment compared to
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treatment where strategic opportunity opportunities exist. The cost due to the presence

of strategic behaviors can be calculated from

Q∗β̂j (c∗j + Cs)
α̂exp(B(Z∗)) = πQ∗β̂j c

∗α̂
j exp(B(Z∗)) + (1− π)Q′β̂j′ c

′α̂
j′ exp(B(Z ′)). (22)

Therefore, we can get

Q∗β̂j (c∗j + Cs)
α̂exp(B(Z∗)) ≤ πQ∗β̂j c

∗α̂
j exp(B(Z∗)) + (1− π)Q∗β̂j c

∗α̂
j exp(B(Z∗))

= Q∗β̂j c
∗α̂
j exp(B(Z∗)) ⇒

Cs ≤ α̂

√
πc∗α̂j − c∗j

= c∗j(
α̂
√
π − 1).

(23)

The above equation implies an easy way to calculate the upper bound of the cost due to

the presence of strategic opportunity (or inconsequentiality). The term Cs
c∗j

represents the

ratio of strategic cost relative to the transaction cost.4 We define M ≡ 1− Cs
c∗j

to represent

the achieved ”efficiency” measure when the treatment is not incentive compatible, where

the cost due to the presence of strategic opportunities is accounted and subtracted from a

baseline efficiency level of 100%. Based on the coefficients estimated in Table 4, we calcu-

lated the achieved efficiency measure for Treatment 1, 2 and 4, which are compared to an

efficiency measure of 100% in Treatment 3. Figure 2 shows the results, as well as the boot-

strapped 95% confidence intervals of the achieved efficiency measures for each treatment,

under different assumptions regarding the parameter τ . We find the efficiency measure

M is highest in the Treatment RR RC and lowest in Treatment HR; the efficiency mea-

sure also decreases as the parameter τ increases. Note that our results only represent

the upper bound and our proposed measure is close to the true value when the strategic

opportunity is small (i.e., individuals are more likely to choose the utility-maximizing

option, τ is small).

6 Conclusion

Our study compares four different preference elicitation methods and investigates the

robustness of estimation results assuming the incentive compatible treatment is able to

produce unbiased utility parameters. We included a hypothetical treatment (Treatment

HR), a policy consequential treatment (Treatment RR), an incentive compatible treat-

ment Treatment IC), a policy and payment consequential treatment (Treatment RR IC)

4In our model, the cost needed to buy Q units of water quality credits.
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but lacks incentive compatibility. Our model shows the estimated coefficients exhibit a

certain degree of consistency across all treatments and the Treatment RR RC is the clos-

est to the incentive compatible treatment RC. The EPRI’s Ohio River Water Quality

project provides a unique opportunity to establish consequentiality in a field context. Our

research utilizes this opportunity and develops a choice experiment survey that presents re-

alistic and consequential choice scenarios to solicit individuals’ preference to water quality

improvement and its associated co-benefits. We completed the credits transactions with

EPRI and fulfilled our commitments in experiment.5

Criticisms toward the choice experiment usually include 1) individuals may not have

sufficient incentive or 2) individuals may choose strategically so that they will not always

choose the option that maximizes utility among the set of given alternatives, i.e., they

are not revealing true preference. If the observed choices were not the utility-maximizing

options in the choice set, the standard application of discrete choice model would produce

biased coefficient estimates since one of the fundamental assumptions in the discrete

choice model is violated. We assume that the observed choices always maximize utility in

a given choice set in the discrete choice model, which is no longer true when individuals

can strategically choose the second-best or other options.

To address this concern, we develop a model that is able to account for the situations

when individuals may not always reveal their true preference (or ma not always choose

the utility-maximizing options in a choice question). Our results suggest that about

75% to 92% individual choices are utility maximizing (given the set of alternatives) in

the hypothetical treatment and above 90% individuals choices are utility maximizing

in a treatment that is both policy and payment consequential however not incentive

compatible. There are multiple ways to incorporate this result and explore its valuation

implications. One way is to investigate the cost due to presence of strategic behaviors

(or simply insufficient incentives). We proposal an efficiency measure to account for the

strategic cost and the result shows that the Treatment RR IC performs the best according

to this measure.

We view this paper as a first step to explicitly model and identify strategic actions

and recognize that when a preference elicitation method is not incentive compatible, the

underlying data generating process violates the utility maximizing assumption in the dis-

crete choice model. The nature of maximum likelihood estimation procedure may require

a significant proportion of observations to be produced through an incentive compatible

treatment in order to yield robust coefficient estimates. Though our estimation results

perform well in our experimental data sample and consistent with previous literature on

5See Liu and Swallow (2016) for more information.
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hypothetical bias and consequentiality, we hope to apply this method to other studies and

see if it could be generalized to a variety of contexts.
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Table 2: Estimation Results: Heterogenous Scale Multinomial Logit

Coeff. Est. Std. Err.
HR (Hypothetical Referendum)
ln(Cost) HR -0.6925*** 0.0611
ln(Quantity) HR 0.7935*** 0.0636
Nitrogen HR 0.0768 0.1429
AgVia HR -0.1820 0.2077
Carbon HR 0.2328 0.1870
Habitat HR 1.8649*** 0.2176
ReRunoff HR 0.5997*** 0.1783
ReAniMor HR 0.7591*** 0.2475
Constant HR -0.1682 0.2010
Scale HR n/a n/a
RR (Real Referendum)
ln(Cost) RR -1.0861*** 0.0681
ln(Quantity) RR 1.2584*** 0.0748
Nitrogen RR 0.1351 0.1504
AgVia RR 0.3403* 0.2228
Carbon RR 0.6502*** 0.2045
Habitat RR 0.9237*** 0.2110
ReRunoff RR 1.5145*** 0.1816
ReAniMor RR 1.1959*** 0.2610
Constant RR -0.3300* 0.2332
Scale RR 0.9949*** 0.0910
RC IC (Real Choice with IC)
ln(Cost) RC -1.1694*** 0.0456
ln(Quantity) RC 0.7539*** 0.0496
Nitrogen RC 0.1263 0.1092
AgVia RC 0.2860** 0.1603
Carbon RC 0.8532*** 0.1479
Habitat RC 1.3354*** 0.1664
ReRunoff RC 0.7764*** 0.1369
ReAniMor RC 1.1949*** 0.1821
Constant RC 0.7408*** 0.1520
Scale RC 0.6922*** 0.0577
RR RC (Real Referendum with Real Choice)
ln(Cost) RR RC -0.9973*** 0.0409
ln(Quantity) RR RC 1.0741*** 0.0448
Nitrogen RR RC 0.1178* 0.0910
AgVia RR RC 0.2397** 0.1355
Carbon RR RC 0.6654*** 0.1239
Habitat RR RC 0.8659*** 0.1304
ReRunoff RR RC 0.6720*** 0.1119
ReAniMor RR RC 0.7570*** 0.1529
Constant RR RC -0.3721*** 0.1388
Scale RR RC 0.6250*** 0.0559
Demo. Control Yes
No. of Obs. 1237
Log-likelihood -832.39
Degree of Freedom 47

Standard errors in parentheses
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table 3: Estimation Results: Scale Parameter Adjusted

HR RR RC RR RC
Adj. Coeff. Est. Adj. Coeff. Est. Adj. Coeff. Est. Adj. Coeff. Est.

ln(Cost) -0.6925*** -1.0916*** -1.6895*** -1.5957***
ln(Quantity) 0.7935*** 1.2648*** 1.0892*** 1.7186***
Nitrogen 0.0768 0.1357 0.1824 0.1884*
AgVia -0.1820 0.3420* 0.4132** 0.3835**
Carbon 0.2328 0.6535*** 1.2326*** 1.0647***
Habitat 1.8649*** 0.9284*** 1.9294*** 1.3856***
ReRunoff 0.5997*** 1.5222*** 1.1218*** 1.0752***
ReAniMor 0.7591*** 1.2019*** 1.7263*** 1.2112***
Constant -0.1682 -0.3317* 1.0702*** -0.5953***
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
Coefficient signifiant levels inherited from Table 1.
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Figure 1: An Example of Choice Experiment Question.
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Figure 2: Upper Bounds of Efficiency Measures in Each Treatment
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