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Abstract

We propose that analysis of purchasing power parity (PPP) and the law of one price (LOOP)
should explicitly take into account the possibility of "commodity points" -- thresholds
delineating a region of no central tendency among relative prices, possibly due to lack of
perfect arbitrage in the presence of transaction costs and uncertainty. More than eighty years
ago, Heckscher stressed the importance of such incomplete arbitrage in the empirical
application of PPP. We devise an econometric method to identify commodity points. Price
adjustment is treated as a nonlinear process, and a threshold autoregression (TAR) offers a
parsimonious specification within which both thresholds and adjustment speeds are estimated
by maximum likelihood methods. Our model performs well using post-1980 data, and yields
parameter estimates that appear quite reasonable: adjustment outside the thresholds might
imply half-lives of price deviations measured in months rather than years, and the thresholds
correspond to popular rough estimates as to the order of magnitude of actual transport costs.
The estimated commodity points appear to be positively related to objective measures of
market segmentation, notably nominal exchange rate volatility.
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1 Introduction

It is a.commonplace of the recent floating exchange rate era that both the law

of one price (LOOP) and purchasing power parity (PPP) fail dramatically
in the short rim (see Rogoff 1996 for a comprehensive survey). Most recent
research therefore has focused on the usefulness of PPP or LOOP as long-run
propositions. Interpretation of the empirical record has proven controversial,
despite the deployment in the last few years of powerful panel estimation
methods designed to exploit simultaneously information from many national
experiences. Even the studies most favorable to long-run PPP or LOOP,
however, suggest an extremely slow decay rate for international price dif-
ferentials. Estimated half-lives for PPP deviations, for example, tend to be
somewhere on the order of four to five years.

In this paper we present empirical evidence that price differentials net of
transaction costs may be substantially eliminated much more quickly than
these latter estimates show—in months rather than in years—but that costs

of international trade result in bands within which relative international

prices can fluctuate with no central tendency.' We argue that existing price
convergence studies reach the conclusion that convergence is slow by pooling
data from two separate regimes: one of rapid convergence when price dif-
ferences exceed transaction costs, and one of slow or nonconvergence when
price differences are relatively sma11.2

lln earlier empirical work, De Grauwe,s Janssens; and Leliaert (1985) and Davutyan and
J. Pippenger (1990) have emphasized the capacity of tranaction costs to mask the force of
international goods-market arbitrage. After completing a first draft of this paper, we found
two other independent investigations of nonlinear adjustment to PPP. O'Connell (1996b)
allows for the possibility of bands with different adjustment speeds, but his approach
differs from ours in focusing on unit-root testing and power considerations. He does not
utilize optimization (a search alogorithm) to locate thresholds as we do, but imposes them
a priori. Another recent related piece is by Michael, Nobay, and Peel (1997), but theirs
is a model of smooth transitions between adjustment regimes, unlike the threshold model
presented here. Both of these latter works also differ from ours in focusing on adjustments
toward PPP using broad price, aggregates, and do not feature the disaggregated data for
commodity categories which we employ.

2Heg-wood and Pape11 (1996) show that convergence steeds appear more rapid once
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The balance of this paper is organized as follows. Section 2 discusses

the recent evidence on convergence to PPP and LOOP and sketches a the-

oretical framework that suggests an alternative mode of empirical investiga-

tion. Our approach begins with Heckscher's (1916) insight that international

transaction costs should create some scope for deviations from LOOP and

PPP, "commodity points" analogous to the gold points regulating specie

flows under the gold standard. Advances in the theory of investment under

uncertainty imply that the commodity points should be interpreted as result-

ing not only from concrete shipping costs and trade barriers, but also from

sunk costs of international arbitrage and the resulting tendency of traders

to respond only to sufficiently big price differentials. Section 3 specifies and

estimates a simple nonlinear price adjustment model meant to capture the

essentials of international price arbitrage subject to "bands of inaction." The

model is applied both to aggregate CPI indices and to CPIs for disaggregated

tradables in various cities and countries. In general, the model yields very

reasonable estimates of commodity points, as well as rapid adjustment speeds

outside of the implied bands. Our estimates of the commodity-point widths

are positively related to distance, to aggregate tariff levels, and, very signifi-

cantly, to nominal exchange-rate volatility. However, they appear unrelated

to our (admittedly crude) measures of aggregate nontariff barriers. Section

4 summarizes and suggests directions for further research.

one allows for periodic discrete structural shifts in real exchange rates. The idea is related
to Engel's (1996) point that real exchange rates may contain nonstationary as well as sta-
tionary components. Many of the distinct real exchange rate regimes Hegwood and Pape11
discern, however, do not obviously correspond to known structural shifts in the ecOnomies
they study. Here instead, our idea is basically to classify PPP deviations according to
whether they push relative prices beyond effective arbitrage points. In line with our find-
ings below, HaIddo (1992) reports that PPP provides a useful guide to the direction of the
U.S. dollar's future short-term movement when (and only when) the dollar is unusually
far from a PPP benchmark level.
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Recent Evidence and a Suggested
Theoretical Framework

Initial empirical research on various measures of real exchange rates over
the post-1973 floating exchange rate was based on pure time-series methods.
It suggested near random-walk behavior in industrial-country real exchange

rates, with little or no discernible tendency toward mean reversion.3 A com-
monly (if often reluctantly) drawn inference was that exchange-rate theories

based on PPP might be of limited use for understanding even the long-run

behavior of exchange rates. However, the time-series work was plagued by a
relatively short sample length, which offered little power to reject a unit-root
null against near unit-root alternatives.

More recently, researchers have tried to exploit the potentially greater

power of panel data sets to sharpen estimates of the speed, of convergence to

PPP. The first wave of these studies (including Wei and Parsley 1995; Chinn

and Johnston 1996; Frankel and Rose 1996; Jorion and Sweeney 1996; Oh

1996; Wu 1996; and Lothian 1997) has found considerable evidence against
unit roots in real exchange rates, but also claims relatively long half-lives for

deviations from PPP, with consensus' estimates clustering in the range of four
to five years. But controversy remains, and the latest work continues to cast

doubt on the long-run stationarity of international relative prices, even using

wide panels and even when attention is restricted to supposedly tradable

goods (O'Connell 1996a, Engel 1996; Canzoneri, Cumby, and Diba 1996).
The most robust evidence in favor of long-run PPP and LOOP still appears
to come from long time-series samples of a century or more in length (among

the newer studies are Froot, Kim, and Rogoff 1995; Lothian and M. P. Taylor

1996; and A. M. Taylor 1996). As Froot and Rogoff (1995) stress, though,

these long-run estimates blend data from very different nominal exchange-
rate regimes, and thus do not illuminate the process of international price

3A contrary result for Japan is, however, reported by Obstfeld (1993).
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arbitrage under the post-1973 floating exchange rate arrangements.
Much of the recent empirical work proceeds by augmenting the statisti-

cal power of a standard atheoretical regression 'framework. There has been
relatively little attempt, however, to model explicitly the market forces de-
termining the nature of convergence to LOOP or PPP. The literature on spa-
tially separated commodity markets suggests, as Heckscher (1916) observed,
that transport costs and other trade barriers play a key role in limiting in-
termarket price differentials for very similar commodities.

When arbitrage is immediate as in Williams and Wright (1991), for ex-
ample, transport costs strictly delimit the range of price fluctuations. In
the more recent model of Coleman (1995), time elapses while goods move
between markets, allowing a period during which intermarket price differ-
entials can exceed the cost of transport. Prices do eventually converge to
eliminate static arbitrage profits, but this convergence need not imply price
equality, only that price differentials decay until they no longer fall outside
the commodity shipment points.4 Thus, large price differentials converge to-
ward transport-cost differentials, not toward absolute parity, and may spend
time outside the bands transport costs would delimit in a world of instanta-
neous trade. Convergence is rapid in Coleman's model, but in more complex
market settings one can conceive of the process being slowed by convexities in
the shipment technology, lags in information transmission, and so on. With
similar but differentiated tradables, one can also imagine customer-market
effects (a la Phelps and Winter 1970 or Rotemberg and Woodford 1991)
inducing gradual convergence.

It is this last type of model that informs the econometric methodology
we outline in the next section. In essence, we assume that price differentials
may exhibit no central tendency when they reside within the commodity
points, but that larger differentials are arbitraged away *and hence decay in

4Coleman (1995) applies his model to the U. S. slaughter cattle market, and finds some
empirical support.



expectation according to a stable autoregressive process. We use maximum-

likelihood methods to estimate both the commodity points and the decay

rate for large price differentials.

In interpreting the commodity points we estimate below, it is impor-

tant to observe that they may be wider than measurable transport costs

and trade restrictions alone would imply. In the presence of sunk costs of

arbitrage—for example, costs of setting up or expanding foreign retail dis-

tribution networks—uncertainty as to the permanence of the shocks causing

relative price changes will widen the "bands of inaction" within which price

differentials can fluctuate before arbitrage commences; see, for example, Dixit

(1989), Dumas (1992), and Krugman (1989). Indeed, such effects are the

most likely explanation for our finding in the next section that our estimated

commodity points and nominal exchange-rate volatility are strongly linked.'

3 Empirics

3.1 Models of Price Adjustment

We first operationalize Heckscher's notion of commodity points in a simple

form amenable to empirical application. Our starting point is the standard

model, one used in many empirical analyses of purchasing power parity (PPP)

and the law of one price (LOOP), namely the AR1 model. Let pl. and p?
be the log price levels of a good (or composite good, or basket of goods) in

two locations at time t. Adjustment models are concerned with the dynamic

behavior of the price gap zt = p -pl.
If empirical data always considered identical, purely tradable goods at

all locations and at all times, the above zt would be a legitimate object of

5Another example of a "band of inaction" in a PPP model 'was provided by Sercu,
Uppal, and Van Hulle (1995), but their model implies that the real exchange rate is
confined within the band (unlike the gradual adjustment in our model outside the band)
and their focus is on exploring the determinants of exchange rate adjustment within the
band, for example, as a function of monetary policy in a cash-in-advance model.



study. In general, we need to consider the possibility of long-run trends

in measured price differences arising from aggregation in price indices or

from bundled nontradable components or quality differences. Indeed a large

literature is concerned with the analysis of trend components in the real

exchange rate (for example Marston 1987; Obstfeld 1993; Asea and Mendoza

1994; Chinn and Johnston 1996; Canzoneri, Cumby, and Diba 1996). For the

present purpose, we are not concerned with the long-run trend behavior of

the equilibrium price difference, only the short-run properties of adjustment

toward that equilibrium, however it may be determined. Accordingly, we

will admit the possibility of a long-run trend in our relative prices. Thus, we

define xt to be the detrended component of the price difference zt, given by

zt = a Ot xt, where xt may be estimated as an OLS residual. (We also

allow for a constant since we work with CPIs rather than absolute prices.)

We might consider this xt to be the candidate for the "equilibrium error" in

the price differences. In practice, for our 1980-1995 data, we also used an

identical model without initially detrending the data, and the results were

qualitatively similar (see Appendix B).

In the standard model xt is assumed to follow an AR1 process

Axt = Axt_i ± et, (1)

where et is N(0, a2) and A, expected to be between zero and minus one,

is called the convergence speed. Note that xt is already detrended and de-

meaned, so there is no constant term in (1). Thus, price differentials are

diminished by a fraction A in each period, plus an error term. This type of

model has been used countless times in the analysis of PPP and LOOP. The

convergence speed is usually interpreted as a measure of the integration of

markets or the efficiency of arbitrage between spatially separate locations,

and is expected to depend on the good or composite goods under considera-

tion, the nature of transaction and transportation costs for these goods, and

other aspects of economic distance between locations. Several recent panel

studies have offered new estimates of A of around —0.15 per annum, suggest-
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ing that deviations from PPP have a half life ln(0.5)/1n(1 ± A) of four to five

years (see Rogoff 1996). But, as we have noted, the statistical significance of

these estimates has not gone unchallenged.

It is natural to seek a way to insert Heckscher's idea of commodity points,

a notion of nonlinear adjustment, into the contemporary methodology used to

study LOOP and PPP. The simplest way to do this is to modify the standard

model (1) from its AR1 form, to yield a threshold autoregression (TAR)

model with thresholds corresponding to the commodity points c following

Prakash's (1996) study of grain markets, or more generally, to "bands of

inaction" —price limits within which arbitrage does not yield an expected

net gain. In the TAR model, the process for xt now exhibits two types of

behavior. Inside the commodity points, when ixti < c, arbitrage does not

operate and the price gap shows no central tendency; we model this behavior

as a random walk. Outside the commodity points, when xt > c, arbitrage

operates as per the standard model, except that the price will now revert

to the commodity point threshold, and not to 0. Thus, we may write the

process as

Axt = Ainxt-i ± eitn if c > xt_.1 > —c; (2)
t

Ac'ut(xt_i + c) + ert if —c >xt-i;
1 
A"(xt_i — c) + era if xt_i > c;

where ert is N(0, eut2), eitn is N(0, ain2), Ain = 0, and Amit is the convergence

speed outside the commodity points. In this model, equilibrium in prices

obtains whenever xt is within the commodity points, so we still speak of

convergence to equilibrium. Only now, equilibrium for xt is anywhere in a

band or interval [—c, +4, and not just at the point 0. Within that band there

is no "error correction" force at work, because there is no error to correct.

Note that a looser specification would leave Ain unrestricted. Clearly,

within the no-arbitrage band, prices at each location follow a process deter-

nlined by shifts in local excess demand functions, and the price difference

will follow a process linked to differences in excess demand shocks. Those



shocks could follow a totally arbitrary time series properties, for example,
random walk, drift, stationary serial correlation, and so forth. In practice,
for our 1980-1995 data, we also tested an identical model without the as-

sumption of a unit root within the band, and the results were qualitatively

similar (see Appendix C). We also investigated whether the possibility of se-
rial corrleation might affect our threshold estimates, and here too the results
did not greatly differ (Appendix D). 6

The proposed model is one of a large family of TAR(p;k,d) models, which

may be characterized by an arbitrary autoregressive length p, an arbitrary

number of thresholds k, and an arbitrary delay parameter d (which deter-

mines the order of lag used to determine within which threshold regime
the current observation falls). The simple model we have proposed is a
TAR(1;2,1) with some restrictions on the coefficients for symmetry about
x = 0. In order to test whether this kind of nonlinear specification is jus-

tified, we will shortly evaluate some specification tests developed for testing

general TAR(p,k,d) alternatives against AR(p) nulls. In practice, we will also

employ Monte Carlo simulations to test our specific TAR(1;2,1) against the

AR1 alternative that is the standard mode1.7

6Concerning specification, our choice of null is consistent with our maintained assump-
tion that the price difference zt contains a deterministic trend which has been filtered
out to generate a detrended, demeaned series Xt. It would be possible to test the TAR
model against other nulls, such as a pure random walk for zt, but with a widening menu of
specification choices model selection is not simple. For example, it is clear that for given
thresholds the benchmark TAR and AR models are non-nested. They are each nested
models within a much broader class of TAR models. As an additional check we employed
the standard J-test (Davidson and MacKinnon 1981) for non-nested models, but it proved
unable to distinguish the two non-nested alternatives from each other. The objective of
this paper is an illustration of the TAR technique, with a focus on fit (that is, a best fit
description of the data process) and the implications of this for notions of equilibrium,
and point estimates of convergence speed and half lives. Problems of inference remain, as
already noted, given the need for simulation analysis, and given the non-nested structure
of several candidate nulls and alternatives. For an analysis which is less concerned with
fit and more concerned with inference and power see O'Connell (1996b).

70ne extension would be to explore higher order autoregressive TAIl(p;2;d) models
with varying delays to see whether our results are sensitive to the particular chosen. Tsay
(1989) offers a search algorithm to estimate p and d. The focus here is merely to contrast
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Baike and Fomby (1997) call our model a "Band-TAR" model. We must
emphasize that it is not the only conceivable model of threshold equilibrium
adjustment. Alternative models might include their "equilibrium-TAR" (EQ-
TAR) where reversion is toward the center of the band, not its edge:

{ 
Axt_i + et if xt_i > c;

Axt = et if c > xt_i > —c; (3)
Axt_i + et if —c> xt-i;

where A < 0. Another possibility is the "returning-drift-TAR" (RD-TAR)
where reversion is in the form of a random walk with inward drift outside
the thresholds:

+ et
Axt = 1 et

p.+ et

if xt_i > c;
if c> xt-i > —c;
if —c> xt-i;

(4)

where A > 0. Despite local random walk behavior within the band, Balke
and Fomby (1997) show that all of these processes are globally stationary
but with different short-run adjustment dynamics. The RD-TAR is the most
persistent, for example, and the equilibrium-TAR the least persistent.8

our estimates with the prevailing AR(1)-paradigm in the PPP literature, so we maintain
the assumption p = 1 for consistency across specifications.

8] is the EQ-TAR form that is used by O'Connell (1996b) to estimate a PPP reversion
process with nonlinear, or price-differential specific, adjustment speeds. However, he does
not impose a Unit root within the arbitrage bands and his threshold choice is postulated
a priori rather than being determined by. a search, as we propose. If there are commodity
points in the Heckscher sense, we would expect a band for which arbitrage profits are
negative or zero, and within which there is no necessary tendency for further price conver-
gence. In such a setting, the Band-TAR would seem to be the more natural specification.
As noted above, in one set of tests we run below (see Appendix C), we allow for an un-
restricted convergence speed within the band. Usually, estimates of Ain are statistically
insignificant and it is typical to find A"' < Am, implying faster convergence for relatively
large price differentials. Such results are also consistent with Michael, Nobay, and Peel
(1997), who also find faster convergence for larger deviations. We have .chosen to employ
a Band-TAR, in which the expected, or predictable, change in xt, E(ix) = f(xt_i), is
a continuous function of xt_i (unlike the EQ-TAR, where there is a discontinuity at the
threshold). Continuity of this autoregressive function has inference implications. If such
continuity is required at the threshold, then Ain=A",t implies a pure AR model, and so
specification tests with an unrestricted model are also tests of whether the convergence
speeds differ in the two regimes.
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In the next sections we will explore the implications of the using the TAR
model (2) instead of the standard AR1 model (1): We first show, through
simulation, how an incorrect choice of the standard model might lead to
a biased underestimate of the convergence speed. We then show how to
estimate and test the TAR model. Finally, we illustrate the method with an
application to monthly data on a variety of goods for a cross section of cities
and countries over the 1980-1995 period.

3.2 Model Simulation: TAR versus AR

Intuitively, there is good reason to suspect that the incorrect choice of the
standard model instead of a true TAR model might lead to a biased estimate
of A. If the true process is the TAR in eq. (2), then applying the standard
model amounts to an unjustified pooling of two types of data: observations
outside the commodity points where the process does indeed exhibit reversion
properties (A < 0); and observations within the commodity points where the
process is a pure random walk with no reversion (A = 0). Thus, an incorrect
choice of the standard model could bias our estimate of the convergence speed
downward. It might also thus encourage a false acceptance of the hypothesis
that xt follows a random walk, especially if the process is relatively slow to
reach the edges of the band, so that many random walk observations are
observed.'

To illustrate these possibilities, we simulated a true TAR model according
to equation (2) with some arbitrary parameters. The threshold level was
chosen at c = 1.0, and the adjustment spread outside the threshold was set

90'Connell (1996b), following M; K. Pippenger and Goering (1993), employs simu-
lations and a power analysis to show that this is indeed the case. Power is shown to
depend on the convergence speed parameter A, and on the ratio of the standard deviation
of the error to the threshold size olc. Power of the unit root tests is weakest as A goes
to zero, possibly the relevant range for PPP adjustment processes. But note again, that
these calculations are for the EQ-TAR specification, not the Band-TAR used here. If the
Band-TAR is the true model, then these problems should, intuitively, only worsen: the
Band-TAR is even less persistent than the EQ-TAR, after all.

12



at A = —0.1 (a half life of about 6.5 periods). The error process was specified
0.into be the same inside and outside the thresholds, with am' = = 0.5.10

Simulation proceeded with an initial value of xt equal to zero, and the process

was run for 2,100 periods, discarding the first 100 values. The final 2,000

periods of simulated data were chosen for analysis. The simulated data are

shown in Figure 1. Of the 2,000 observations, 1,097 (55%) fell outside the

threshold band.

Knowing the true process to be TAR, we then estimated the standard AR1

model on the simulated data. The result was the following OLS equation:

Axt = —0.017 — 0.053 xt-i
(0.053) (0.007)

Thus, incorrect use of the standard model yields an estimate of the conver-

gence speed roughly one half the true size, 5 percent per period (versus 10

percent in the true model), and an implied half-life roughly twice the true

size, about 13 periods (versus about 6.5).

To show that this is not a freak occurrence, we repeated this simulation

experiment 500 times and collected the resulting OLS estimates of A from

the standard model. The results were as follows:

Observations 500
Median- -0.052

Sample Mean -0.052
Standard Error 0.005

Minimum -0.067 Maximum -0.037
01-%ile -0.066 99-%ile -0.040
05-%ile -0.061 95-%ile -0.044
10-%ile -0.059 90-%ile -0.045
25-%ile -0.056 75-%ile -0.049

1°We have attempted to set up this simulation to correspond to a plausible "real world"
scenario. This ratio of threshold c to the standard deviation of the error term a (c/a = 2)
corresponds to O'Connell's (1996b) rough approximation of the ratio of typical observed
real exchange rate variability (20%) to rough estimates of the typical ratio of transport •
costs to trade (about 10%) given by FOB to CIF comparisons (for example, Rogoff 1996,
p. 653.)

13



It can be seen that the distribution of the OLS coefficient is tightly clus-
tered around the value —0.052, with some 90% of observations falling in
the interval [-0.061, —0.044]. This range is very far from the true value of
= —0.1 outside the band.

It will be shown later, with reference to actual, not simulated, data, that
these kinds of biases in the estimate of convergence speeds are not unusual
in the application of this method to contemporary international price data.
What is clear is that if we stop pooling the data, we could have adequate
power to identify the true adjustment parameters. Figure 2 displays first
the pooled regression reported above for the simulation data in Figure 1.
The next two figures show the AR1 regression run on split samples: the first
within the band, the second outside the band, with the adjustment assumed
to be to the edge of the band. The• estimated coefficients and scatterplots
now accord very closely with the true model. Inside the band, the scatterplot
if a diffuse array of dots, and the slope (of change in x versus lagged x) is not
significant. Outside the band, the scatterplot shows a negative correlation,
and the slope is significant (in a regression of change in x versus x minus the
nearest threshold). Moreover, the outside band point estimate is very close
to —0.1, the true adjustment speed in that regime. This exercise suggest a
natural way to estimate the parameters of the model: for any given threshold
value we split the sample in two, and estimate the parameters individually
inside and outside the band. It then will prove straightforward to search for
the best estimate of the threshold value by aiming to maximize some measure
of fit.

3.3 Estimating and Testing the TAR Model

The problem with the standard model is that it ignores the thresholds and
pools all the data as if they were generated by a uniform process. We there-
fore seek a method that allows us to seek the best-fit TAR model, properly
partitioning the data into observations inside and outside the thresholds. We

14



also seek tests that will allow, us to ascertain more closely the right specifi-
cation, and thereby distinguish between the standard model's AR1 process
with no thresholds, and the TAR model.

A very general specification test is provided by Tsay (1989) for TAR
alternatives against an AR null. It is a simple nonparametric test for exactly
the kind of nonlinear adjustment process we have in mind here. It has already
been applied to the analysis of price processes in the study of arbitrage and
market integration (Coleman 1996; Prakash 1996; Prakash and Taylor 1997).
The method is as follows. Following Tsay, our TAR model is of the general
form

xt = aio aixt_i eit if r(i) > xt_i > r(i — 1); (5)

where the r(i) for i = 1, ..., k — 1 are nontrivial threshold values, with k >
2, r(0) = —oo, r(k) = +oo. We call (xt, xt_i) a case of data for t =
We next order the cases according to the delayed level xt_i, the lag of x that
decides between which thresholds each case is located. Tsay's test is based on
recursive residuals from the arranged AR1 autoregression of this case data.
The intuition is as follows. Suppose we order the cases in increasing fashion,
and the first m cases fall below the first -threshold. Then, the recursive AR1
residuals will be orthogonal to the dependent variables of the regression.
However, because of the regime change at the threshold level, the recursive
residuals for cases after the mth will no longer have this same orthogonality.
This fact suggests a simple F test for the recursive residuals.

In full, let the ordered case data be (xts, xts_i) for s = 1, ...,T. We
perform an arranged AR1 autoregression on this ordered data and generate
recursive residuals et, for each case. We then do an OLS regression of these
predictive residuals on the dependent variables,

et, = cvo (4)ixt3-i uts, (6)

and the orthogonality test amounts to calculating the conventional associated
F statistic for this regression, which follows an asymptotic F distribution for
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large T. One final item is to note that, especially in small samples, the case
data may not fall in all of the regimes delineated by every 'threshold value.
Thus, as a practical matter, the Tsay test should be run with both increasing
and decreasing ordering of the arranged regression. We' follow that practice
in what follows, and we report only the most significant p-values for each of
the two F tests.

We now have a test for nonlinearity, but Tsay's test is nonparametric,
and depends neither on the number of thresholds, k — 1, nor their values
r(1), r(k — 1). However, from the standpoint of interpretation, if we find
evidence of a TAR model in a PPP or LOOP context, it is natural to look
first at the simple, symmetric, TAR specification (2), which incorporates
two nontrivial thresholds corresponding to Heckscher's commodity points. In
such a model, as in the standard model (1), important issues of interpretation
rest on the speed of convergence (A), and the spread of the commodity points
(c), and how these parameters might relate to prior or independent estimates
of fixed costs of transactions, transportation, and the like.

Thus, we need next a parametric method of estimating A and c. Following
Fanizza (1990), Balke and Fomby (1997), and Prakash (1996), we use a
best-fit grid-search on the threshold parameter c. Such a search requires
an. objective function, and some choices are available. Bglke and Fomby
(1997) search over c and minimize the residual sum of squares. Fanizza
(1990) and Prakash (1996) maximize a likelihood function. We follow the
latter approach here.

Let L7,(A, a) be the estimated log likelihood function of the standard
(null) AR1 model(1), and let La(A, 0.out, o-in; c) be the estimated. log likeli-
hood function of the (alternative) TAR model (2) for a given c. Estimation
proceeds via a grid search on c which maximizes the log likelihood ratio
LLR = 2(L. Ln).11 This is computationally simple, since for any given

'In principle, we could also allow for different upper and lower thresholds too. However,
this appears unattractive for two reasons: in practical terms the computational cost of
the search rises from order N to order N2, as the search grid becomes two dimensional;
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c, maximum likelihood (ML) estimation of the TAR model amounts to an
OLS estimation on partitioned samples, namely, sets of observations with
xt_i wholly inside or wholly outside the thresholds.12

Finally, the likelihood ratio also provides a specification test of our chosen
nonlinear model. This is a test of the specific two-threshold commodity-point
TAR against the AR1 null, as compared with 'Thay's general nonparametric
test of AR1 versus alternatives with an indeterminate number of thresholds.
However, a price is paid: care is needed since the parameter c is not identified
under the AR1 null. Thus standard inference is invalid, and we must proceed
using Monte Carlo methods, as in Prakash and Taylor (1997) and Fanizza
(1990).1  Empirical estimates of the distribution of LLR under the AR1 null
can be simulated, and used to test whether the null should be rejected in
favor of our specific TAR alternative. (See Appendix A.)

3.4 An Empirical Application

In this section we apply the above techniques to search for nonlinear adjust-
ment in price levels. We consider disaggregated as well as aggregated CPIs for
32 city and country locations at monthly frequency from 1980 to 1995. The
data are drawn from Engel and Rogers (1995). They include four cities in
the U.S. and Canada, and national price levels for the U.S., Canada, Mexico,
15 countries in Europe, four countries in Asia, plus New Zealand and South
Africa. The full set of indices available covers clothing, food, fuel, health,
household, equipment, housing, re.creation, transportation, and a basket of
all consumer goods. (See Appendix E.) However, we focus only on the basket

and on theoretical grounds, we expect tests of PPP to satisfy some kind of base-country
invariance principle, which, here, would imply symmetric upper and lower thresholds. The
latter point might also be expected to imply symmetric speeds of convergence above and
below the band. Still, such looser specifications as these are feasible extensions to the
empirical methodology we propose.

12For practical purposes, choices of c with few observations in either partition are re-
jected (we chose 30 observations as a minimum).

13A shown by Balke and Fomby (1997), their "sup-Wald" statistic may be used to test
for nonlinearity also, but again using Monte Carlo methods for the same reasons.
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of all goods (for a PPP type test) and the first three quasi-tradable goods
baskets, clothing, food, and fuel (for LOOP-type tests).14 These comparisons
are highly relevant to broader notions of PPP, however, because variations in
relative tradables prices have been found to play an important—some would
say, a dominant—role in the determination of real exchange rates (see, for
example, Marston 1987; Engel 1995; and Canzoneri, Cumby, and Diba 1996).
Even though we focus on putatively tradable goods, we are concerned that
even these last three categories may contain substantial nontradable cothpo-
nents in the form of distribution and marketing services, etc. In all cases we
constructed xt from the detrended and demeaned component of zt = 131 —
for each location pair and each good by calculating the difference of demeaned
and detrended price series for each location.

To start, we apply the threshold model to PPP using the basket of all
goods. We chose the United States as the base country (series g) in each case.
We first ask whether the price differential process shows any nonlinearities
using Tsay's test. We found that the maximal Tsay F-statistic is highly
significant for many locations (Appendix Table 1, final page, has the details).
We next estimate the two-threshold TAR model (2), using a grid-search on
e with the maximum likelihood method. The log likelihood ratio of the TAR
model relative to the AR1 standard model is shown, along with the estimated
threshold level c. For this c, we show the TAR estimates of the parameter
A, the absolute t statistic of A, and the implied half-life. For comparison, we
also show the same estimates for the standard AR1 model (Appendix Table
1 supplies detailed results here too).

Table 1 provides an encapsulated summary of our findings on thresholds
and convergence speeds for various subsamples of our set of locations. The

14We ran our test on all nine goods categories, but the results for the other five mostly-
nontradable baskets were very poor, which was not surprising. In general, one probably
should not put much weight on the tests using the aggregate CPIs, as their intrepretation
is problematic. Different commodities in principle are subject to different arbitrage costs.
Moreover, the behavior of a broad price index might mask the positions of individual
commodity price differentials relative to the transaction-cost band.
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results accord with intuition, and with the findings of our -earlier simulation

method. Consider first the PPP-type results for the entire price index (CPI-
All). The typical half-life of price differences in the AR1 model is of the

order of 17 months, and in the range 20 to 40 months for locations outside

of North America vis-à-vis the U.S.15 In contrast, the typical half-life in the

TAR model is only about 8 months, and roughly 12 months for locations

outside North America vis-à-vis the U.S.16 Thus, the "new consensus" of

short half-lives of PPP deviations may well understate the case. Estimates

of convergence speeds based on linear autoregressive models may indicate a

half-life of several years, but estimates based on a threshold approach suggest

that deviations have half lives of only a year or so. This is not far from the

convergence speed that Parsley and Wei (1996) report for intra-U.S. price

differentials for items other than services. It is also close to the convergence

speed Cumby (1996) reports for the Economist's international panel of Big

Mac prices.17 Table 1 shows that these basic findings are also repeated using

baskets of disaggregated tradable goods in a LOOP-type analysis; indeed

half-lives of deviations appear to be generally far below 12 months for the

disaggregated indices. In all cases, the adjustment speed is much higher once
a threshold is introduced.18

151t is clear that even our simple AR half-lives are somewhat shorter than the conven-
tional wisdom suggests, being about two to three years on average rather than four to
five. In addition to our new TAR approach, this result partly explains why we find such
small half-lives in this paper. We think this result is mostly due to temporal-aggregation
biases in most studies. Using quarterly or annual data (panel or single-country) these
studies are working at an unfortunate sampling frequency which cannot hope to detect
high-frequency mean reversion tendencies on the order of months or weeks.

16"All") are simple unweighted averages of the entries in Appendix Table 1. The "typ-
ical" half-lives, however, are calculated as ln(0.5)/1n(1 + where A is the appropriate
typical A.
'The results for Canada indicating implausibly slow convergence seem very puzzling

and cast some doubt in our minds on the reliability of the Canadian data. The latter are
collected from Statistics Canada, while for the U.S. the data are taken from the Bureau
of Labor Statistics, and otherwise from Datastream. See Engel and Rogers (1995).

18AS Evans and Savin (1981) point out, there could be small-sample biases in estimates
of the convergence speed in AR or TAR models. This would .be 'of the order (2+31)/T
or about —0.01 in our sample. This could materially affect our longer half-life estiamtes:
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It is also worth noting the implied threshold value: essentially a data-

based estimate of transaction cost or, more generally, of "band of inaction"

spreads. It ranges between 7.1% and 9.8% across the different types of goods

(all-location averages), which is a very reasonable figure given the usual es-. _
timate of transaction costs derived from CIF-to-FOB ratios. Within each

class of goods, the threshold shows predictable variation given the choice of

a U.S. benchmark. Thresholds are below average in the U.S. and Canada

(between 0.5% and 8%) and higher elsewhere. Thresholds are lower between

the U.S. and Asia (2%-8%) than between the U.S. and Europe (9%-19%),

which may come as no surprise given the increasingly Asia direction of U.S.

trade in recent years and the general sense of Asia as a more open trading

region with lower barriers to arbitrage.

Given that we are tempted already to relate our threshold estimates to

measures of economic distance such as geographical distance between loca-

tions and transportation costs including trade barriers, Table 2(a) (upper

panel) formally tests whether our implied thresholds relate to cross-sectional

variation in selected measures of economic distance. These consist of dis-

tance (great circle in thousands of miles), exchange rate volatility (standard

deviation of first-difference in log nominal dollar exchange rate, monthly),

and summary data on tariff and nontariff barriers (fraction of value terms,

from Lee and Swagel 1994).19 Scatterplots summarize each of these bivariate

regressions in Figures 3-6.

The results are somewhat encouraging. Almost always, measures of eco-

nomic distance are positively related to threshold value. An exception in all

a half life of 23 months (A = —0.03) would then be corrected to 34 months (A = —0.02).
However, this correction would matter less at the smaller half lives we typically find. And
it is also worth pointing out that the reference point for our study is a PPP literature
where this correction is almost never undertaken, though at smaller convergence speeds
with smaller samples it could matter much more. For comparative purposes, we there-
fore present plain AR and TAR estimates in a form commensurate with the prevalent
methodology.

19For this purpose, the U.S. price benchmarldng requires a geographical choice of datum:
quite arbitrarily, we measure distance from Chicago. See Appendix Table 5.
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cases is the NTB (nontariff barrier) data which are known to be suspect.2°

The more robust of these correlations appear to be the relationships with

distance and exchange-rate volatility. These findings are consistent with the

Engel and Rogers' (1995) finding that the variability of deviations from PPP

is positively related to distance and to exchange-rate volatility. Table 2(a)

(lower panel) presents the results of multivariate cross-sectional regressions

of estimated thresholds on the four market segmentation measures, but these

results are less clear-cut, probably reflecting, to some extent, the well-known.

collinearity between distance and exchange-rate volatility, and a small sam-

ple size with several data clusters (see scatterplots). In this case, again, the

tariff data provide little explanatory power.

We should note that, in the TAR model, adjustment is characterized by

two parameters, the threshold and the convergence speed, and it is interesting

to ask whether, like the threshold, convergence speed might also be related

to measures of economic distance between location pairs. This is examined

in Table 2(b) and Figures 7-10, following the same methodology used for

thresholds above. Again, distance and exchange-rate volatility, but now also

tariffs, show a consistent (inverse) relationship with convergence speed. As

before, the multivariate results are less satisfactory.

However, we would not wish to overemphasize these findings, since a

large degree of the correlation between thresholds and economic distance

derives from a few cluster corrleations, as can be seen in Figures 3-6. North

America has low thresholds and distance (relative to the U.S.), followed by

most of East Asia with the next lowest thresholds and distances, then Europe

lies beyond, with the higher thresholds and distances. Other countries like

Japan, South Africa, New Zealand, and Mexico lie scattered around these

clusters. Thus, further empirical work is needed to verify the thershold-

20Observe that all data on trade barriers are aggregative, and therefore far from ideal for
studying the disaggregated price indices. Furthermore, as Lee and Swagel (1994) discuss,
the NTB measures are "coverage ratios" that do not reflect the height of barriers, only
their breadth.
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distance relationship, and a larger sample of countries, or country pairs,

would be desirable for that end, so as to fill in the gaps between the clusters.21

The exchange-rate volatility effect may well be due in part to reverse

feedback. Not only does increased volatility make potential arbitrageurs less

responsive to exchange-rate changes, as in models of trade with sunk costs

mentioned earlier. In addition, low responsiveness itself may raise the am-

plitude of equilibrium exchange rate fluctuations, as suggested by Krugm.an

(1989). Similarly, higher transaction costs probably increase the scope for

exchange-rate fluctuations by impeding goods-market adjustment and pro-

moting overshooting. These complex linkages deserve further study.

Specification tests based on Monte Carlo simulation (see Appendix A and

Appendix Table 1, last page) sometimes reject the AR model in favor of the

TAR model, but in most cases do not. This is perhaps not surprising, given

the low power of relatively short univariate time series to distinguish among

near unit root alternatives.

4 Conclusion

In this paper we have proposed that analysis of PPP and LOOP should take

into account the possibility of "commodity points"—a region of no central

tendency among relative prices, possibly due to an absence of arbitrage in the

face of fixed transaction costs. This idea was indeed part of the refinement of

PPP advanced by Heckscher (1916) .(see Yeager 1976, chap. 11, especially pp.

217-218). To implement Heckscher's notion empirically, we devise an econo-

metric method for estimating the commodity points and the speed of relative

price adjustment outside the bands they define. Price adjustment is treated

now as a nonlinear process. A threshold autoregression (TAR) offers an ele-

21However, a simple expedient such as trying all country pairs for the current sample
seems unattractive for the reasons noted by Engel, Hendrickson, and Rogers (1996), and
O'Connell (1996a): linearly dependent combinations of real exchange rates so derived
contain no additional econometric information, and so tests of PPP such not be conducted
with the use of such artifical data.
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gant and economical specification for this purpose. Using TAR methods we
can identify both thresholds and adjustment speeds by maximum likelihood
methods. Nonparametric and Monte Carlo tests can be used to compare
this TAR specification to the more standard AR specification used in empir-
ical price adjustment analysis. Our TAR model yields empirical estimates of
threshold and convergence speeds that seem quite reasonable. Adjustment
outside the thresholds might imply half-lives of price deviations measured in
months rather than years. And the thresholds themselves correspond to our
intuitive or rough guesses as to the order of magnitude of transaction costs.

An empirical framework such as ours, based on costs to arbitraging trad-
able goods prices, is attractive for several reasons. It dovetails well with
the observation of pricing-to-market behavior by international firms (see, for
example, Knetter. 1993). It also may help explain the related phenomenon
of large swings in the international relative prices of even similar tradables.
Recent theory suggests that if international arbitrage involves even relatively
minor sunk investments, unhedgeable uncertainty can be levered up into rel-
atively large and persistent international price differentials. Clearly the next
step is to confront the data with more detailed models of profit-maximizing
cross-border trade and arbitrage.

Transactions costs might also throw light on the "purchasing power parity
puzzle" stressed by Rogoff (1996): How can international price convergence
be so slow if the bulk of short-run PPP deviations is due to monetary shocks
coupled with presumably transient price stickiness? Our results suggests that
convergence is indeed rapid for large price discrepancies but that relatively
small market frictions dramatically impede the final stages of relative price
adjustment. To reconcile this type of story within a framework of long-run
price flexibility clearly requires a general-equilibrium model, probably one
based on imperfect competition and menu costs. as, well as costs of interna-
tional trade.'

22A recent example of research in this mode is offered by Lapham (1995), who analyzes
deviations from the law of one price for German manufacturing industries in a model with
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We have also found some evidence of a positive correlation between our
estimated "commodity points" and nominal exchange rate volatility. That
result, if shown to be robust in other samples, is also suggestive of a sticky-

price explanation. More generally, the finding that exchange rate volatility

impedes international arbitrage is potentially strong evidence that floating

exchange rates have indeed hampered international trade and an efficient in-

ternational allocation of productive resources, as critics of market-determined

exchange rates have long charged. Most studies of the effect of currency

volatility on trade regress trade volume data on volatility (as well as on

other explanatory variables; see, for example, Frankel and Wei 1993). A

complementary and perhaps less ambiguous methodology could be based on

international price differentials. Once again, however, reliable conclusions

depend on the development of more detailed models of international com-

modity flows.

internationally segmented markets but flexible prices. A resolution of the PPP puzzle
based on explicit modeling of the role of real and nominal shocks at short versus long
horizons is discussed in Obstfeld (1997).
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Appendices

Appendix A
General TAR Estimation Method
This appendix describes the basic TAR estimation method used in the paper. The
object is to model an equation of the form

bat 
1 

AA:t(z1 4 + e c) + ert xt=:itn 
if —c > st-i;

Amt(xt_i — c) -1--•ert if xt_i > c;
= if c > xt_i > —c, (7)

where efut is N(0, cr"t2), eln is N(0, orin2), and we initially impose the restriction
Ain = 0.

Consider the likelihood function for the above TAR model as an alternative to anAR1 null,

La = La(Aout, Ain, aout, 0.in. c) =

- Eiin(Xt-i)=1 (log(2r) 
+10g(cia2) eitn2kin2)

(8)
(log(270 + log(crout2) ert2/0„,,,t2,

)— E./out (xt- )=1 , ,

where /in(xt-i) = c), and iout(xt-i) = /(Ixt-il > c) are indicator
functions which depend on the position of xt_i being inside or outside the band.
The null AR1 model is

Axt = Axt-i + et, (9)
where et is N(0, a2), with a likelihood function

Lni= — E -1(log(27r) + log(cr + et2t 2 )• (10)

We define the likelihood ratio as L4,R = 2(La — La), and our objective is to
maximize this ratio. We follow a search algorithm:

1. Find the 10th and 90th percentiles of Ixtl. Divide the intervening interval into
steps of 0.001 width, marked by candidate thresholds ck; i = 1, ..., M. These form
candidate thresholds and, when the sample size is approximately T = 180, we are
eliminating partitions with 18 or fewer observations in either part of the partition.
Pick k= 1.
2. Chose c equal to kth highest value of ck.

.3. Partition the sample into observations inside and outside the band. Construct
indicator values I( x) and iout(xt-i).
4. Calculate Lt as above either by maximum likelihood, or, equivalently, by OLS
on the partitioned samples. Then calculate LLR= 2(La — La).
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5. Increase k by one and go to step 2.

6. Locate the choice of k and ck that maximizes LLR.- Note the associated
(Aout, )in, cout ainN) estimated at step 3 for that choice of k. This is a maximum
likelihood estimate of (Aout, )in, cold, o.in, c).

Since c is not identified under the null, standard inference is invalid, and LLR
does not follow the usual x2 distribution of likelihood ratio tests. An alternative
is to follow Monte Carlo simulation methods. We proceed as follows:

1. Estimate the AR1 null model (9) on the actual data (x1, xT)•

2. Generate i = 1, n simulations of this model. We chose n = 600. Start each
with x_b = 0, end at XT, and discard the first b values x_b, x_i to avoid initial
value bias. We chose b = 50.
3. For each simulation, estimate the TAR model as above and calculate the simu-
lated LLRi.

4. Calculate the empirical distribution of the LLRi, and use this as the basis for
inference in judging the alternative TAR model (7) against the AR1 null (9).

The TAR estimation results on our post-1980 monthly data are shown in full in
Appendix Table 1. The last page of Appendix Table 1 (second set of columns)
shows the Monte Carlo test results (in the form of p-values) for the TAR model
against the AR1 null.

Appendix B
Sensitivity to Detrending

Note that our basic method described in Appendix A was applied to demeaned
and detrended data (see main text). To investigate the sensitivity of our result
to the preliminary detrending, we also ran the same procedure without initially
detrending the data. The results were qualitatively similar, and are summarized
in Appendix Table 2, which may be compared to Table 1 in the main text.

Appendix C
Sensitivity to Unit-Root Assumption•

Note that our basic method described in Appendix A also imposes a unit root on
the process inside the band. To investigate the sensitivity of our result to this
assumption, we also ran the same procedure with Ain not restricted to be zero in
equation (2), with corresponding adjustments to the estimation procedure outlined
above. The results were qualitatively similar, and are summarized in Appendix
Table 3, which may be compared to Table 1 in the main text.
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Appendix D
Sensitivity to Serial Correlation Assumption

In our models we have assumed that the error process is normal i.i.d. However, it
is important to consider whether serial correlation in the residuals might change
our threshold estimations dramatically. However, even applying the simple AR(1)
model is not straightforward with serial correlation in the residuals: the true dy-
namics are an AR(2) process, but the serial correlation parameters are not uniquely
identifiable.
A simple way to implement a TAR versus AR analysis in this context would be to
just apply the models in the text with an AR correction to the residuals in each
regime, but noting the above caveats. We tried this approach, and Appendix Table
4 reports the estimated thresholds for comparison with the baseline case. The
usual Cochrane-Orcutt procedure was not available for the TAR case, of course,
because changes of regime entail missing observations throughout the samples.
Accordingly a grid search on the autoregressive parameter was employed, adding
further econometric complexity. •We wanted to know whether serial correlation
would affect our threshold iestimates in the TAR with and without the correction.
No clear pattern emerged in the results. And as the summary Appendix Table 4
shows, the thresholds in each region looked very similar to those obtained without
the serial-correlation correction.

Appendix E
Data

We are indebted to Charles Engel and John Rogers, who kindly provided the
data from Engel and Rogers (1995) for our empirical analysis. The data consist
of price series and exchange rates for 32 countries, covering nine categories of
goods, at a monthly frequency from 1980 to 1995. There are missing observations 
Our analysis only focuses on four goods categories that may be deemed "quasi-
tradable": the composite price series we use correspond to CPI components for:
(1) all goods; (2) clothing; (3) food; and, (4) fuel. We attempted our tests on the
other "mostly-nontradable" CPI components in the dataset (health, household
equipment, housing, recreation and education, and transportation) but the results
were poor, and are not reported.

The data sources used by Engel and Rogers were as follows:

Prices from Datastream, except United States from Bureau of Labor Statistics,
and Canada from Statistics Canada. All are index numbers.
Nominal exchange rates from IMF, International Financial Statistics. All are
foreign currency units per U.S. dollar.

Having estimated our TAR model as in Appendix A, we also compared our thresh-
-old estimates to measures of economic distance, using data also compiled by Engel
and Rogers. Appendix Table 5 reports these data. The thresholds are from Ap-
pendix Table 1. The monthly exchange rate volatility o(s) is derived from the
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above series. The other data were compiled by Engel and Rogers. Distance from
Chicago is great circle distance, to capital city (except to specific U.S. and Cana-
dian cities). Tariff and nontariff barriers (TB,NTB) are from Lee and Swagel
(1994). For our purposes we estimate the total barriers for each pair (Chicago
and location X) as being the sum of the component at each location, written
TB12 = TB1 + TB2, and NT.B12.= NTB1+ NTB2. These data form the basis of
Tables 2 and 3 and Figures 3-6.
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Table 1 Summary Results for Threshold Model: Baseline Case

TAR TAR TAR AR AR
half-life A. half-life

CPI-All
U.S. cities 0.005 -0.242 2.5 -0.132 4.9
Canada 0.045 -0.053 12.8 -0.003 252.3
Mexico 0.040 -0.036 19.1 -0.032 21.4
Europe 0.089 -0.054 12.6. -0.032 21.4
Asia 0.072 -0.061 11.1 -0.017 41.1
All 0.071 -0.083 8.0 -0.038 17:8

CPI-Clothing
U.S. cities 0.011 -0.316 1.8 -0.245 2.5
Canada 0.041 -0.042 16.2 -0.008 82.8
Mexico 0.016 -0.056 11.9 -0.052 13.0
Europe 0.186 -0.213 2.9 -0.045 15.2
Asia 0.066 -0.113 5.8 -0.045 14.9
All 0.078 -0.157 4.1 -0.077 8.7

CPI-Food
U.S. cities 0.021 -0.203 3.1 -0.056 12.0
Canada • 0.080 -0.060 11.1 -0.004 167.6
Mexico 0.038 -0.041 16.8 -0.036 18.8
Europe 0.120 -0.088 7.6 -0.030 22.9
Asia 0.078 . -0.196 3.2 -0.026 26.4
All 0.098 -0.116 5.6 -0.028 24.3

CPI-Fuel
U.S. cities 0.030 -0.410 1.3 -0.228 2.7
Canada 0.042 -0.138 4.7 ' -0.054 12.4
Mexico
Europe 0.105 -0.150 4.3 -0.040 16.8
Asia. 0.022 -0.035 19.5' -0.030 23.0 .
All 0.072 -0.191 3.3 -0.079 8.4

Notes: The benchmark is versus the U.S. national average price (or four-city average, if no national
price is available). See text and Appendix Table 1. Region data is simple average, except half
lives, which are computed from region average convergence speed (X) by the formula half-life =
In(0.5)/In(14).
Source: Appendix Table 1.



Table 2 Estimated Thresholds and Convergence Speeds Versus
Measures of Economic Distance

a. Thresholds (c)

Bivariate regression: (c) on Slope coefficient (absolute t-statistic)
Number of Observations
All Clothing Food Fuel

Distance (/1000, miles)

Exchange-rate Volatility ((is))

Tariff Barriers (TB12)

Non-Tariff Barriers (NTB12)

0.008 (1.9)
29
1.8 (2.3)
30
0.005 (1.2)
29
-0.000 (0.1)
29

0.012 (1.9) 0.007 (1.6)
19 30
2.1 (2.0) - 1.8 (1.9)
20 31
0.002 (0.3) -0.002 (0.4)
19 29
-0.000 (0.4) -0.002 (3.1)
19 29

0.013 (1.8)
21
2.6 (2.5)
21
-0.011 (1.4)
21
-0.000 (0.6)
21

Multivariate regression: (c) on Slope coefficient (absolute t-statistic)
All Clothing Food Fuel

Distance (/1000, miles) 0.009 (2.0) 0.011 (1.5)
Exchange-rate Volatility (a(As)) 0.64 (0.7) 1.6 (1.1)
Tariff Barriers (TB12) 0.007 (1.5) 0.004 (0.4)
Non-Tariff Barriers (NTB12) 0.000 (0.0) 0.000 (0.2)

0.007 (1.2)
0.3 (0.3)
0.003 (0.4)
-0.002 (1.7)

-0.034 (1.8)
7.8 (2.5)
-0.013 (1.9)
0.001 (0.9)

R2 .27
Number of Observations 29

.31 .21
19 29

.43
21

b. Convergence Speed (-A)

Bivariate regression: (-20 on Slope coefficient (absolute t-statistic)
Number of Observations
All Clothing Food Fuel

Distance (/1000, miles) 0.013 (2.2)
29

Exchange-rate Volatility (a(6,$)) 2.9 (2.9)
30

Tariff Barriers (TB12) 0.001 (0.1)
29

Non-Tariff Barriers (NTB12) -0.004 (5,1)
.29 •

0.003 (0.2)
19
2.0 (1.1)
20
0.008 (0.6)
19
-0.006 (3.5)
19

0.008 (0.9)
30
2.5 (1.6)
31
0.022 (3.0)
29
-0.000 (0.2)
29

0.033 (1..3)
21
5.8 (1.6)
21
0.050 (2.1)
21
-0.007 (2.0)
21

Multivariate regression: (-X) on Slope coefficient (absolute t-statistic)
All Clothing Food Fuel

Distance (/1000, miles)
Exchange-rate Volatility (a(s))
Tariff Barriers (1B12)
Non-Tariff Barriers (NTB12)

0.012 (2.8) 0.009 (0.9)
1.0 (1.2) -2.5 (1.2)
0.010 (2.4) 0.024 (2.0)
-0.004 (5.6) -0.007 (3.9)

-0.009 (1.0)
2.9 (1.7)
0.017 (1.9)
-0.001 (0.3)

0.091 (1.5)
-9.5 (1.0)
0.059 (2.6)
-0.007 (1.9)

IR2
Number of Observations

.73 .55
29 19

.36
29

.46
21

Notes: Chicago is the benchmark location for distances. For U.S. and Canada we use New York
and Ottawa as locations for distance measurement. TB12 and NTB12 are sums of TB and NIB
(respectively) at Chicago and the other location.
Source: See Appendix Table 4.



Appendix Table 1 Detailed Results for Threshold Model

CPI-All

TAR TAR TAR
T LLR c

AR AR TAR AR
t half-life half-life

U.S.
Chicago
Los Angeles
New York
Philadelphia
Canada
Ottawa
Toronto
Vancouver
Winnipeg
Mexico
Austria
Belgium
Denmark
Finland
France
Germany
Greece
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U.K.
Hongkong
Japan
Singapore
Taiwan
New Zealand
South Africa

180
180
180
180
179
180
180
180
180
180
179
180
179
179
179
180
180
178
179
179
180
179
179
180
179
180
179
180
180

12.0
13.9
13.0
6.8
4.8
6.5
6.6
5.0
5.1

34.2
7.5
3.9
3.1
4.3
4.8
6.7
5.2
5.5
6.0
3.0
5.6
4.4
7.4
4.1
8.0

21.7
2.9
3.0
5.8

0.001
0.010
0.008
0.003
0.012
0.009
0.114
0.069
0.020
0.040
0.059
0.082
0.090
0.158
0.035
0.115
0.026
0.175
0.102
0.083
0.142
0.023
0.026
0.057
0.169
0.099
0.033
0.012
0.143

-0.332
-0.230
-0.261
-0.146
-0.001
-0.001
-0.156
-0.099
-0.005
-0.036
-0.050
-0.048
-0.049
-0.071
-0.039
-0.063
-0.041
-0.107
-0.057
-0.048
-0.057
-0.031
-0.027
-0.057
-0.058
-0.053
-0.041
-0.008
-0.140

180 76.9 0.225 -0.187

5.5
3.1
3.1
3.5
0.1
0.1
1.5
1.5
0.3
2.1
2.3
2.7
2.2
1.7
2.4
2.3
2.4
1.9
2.2
1.7
1.7
2.4
2.0
2.3
1.1
2.6
1.8
0.5
1.8

-0.310
-0.053
-0.078
-0.085
-0.002
-0.002
0.003
-0.009
-0.005
-0.032
-0.039
-0.035
-0.033
-0.019
-0.034
-0.040
-0.038
-0.027
-0.038
-0.026
-0.028
-0.027
-0.023
-0.045
-0.026
-0.013
-0.031
-0.007
-0.016

.1.6 -0.027

5.7 1.7 1.9
2.1 2.6 12.8
2.8 2.3 8.6
2.8 4.4 7.8
0.1 737.7 408.7
0.1 589.6 407.1
0.3 4.1 -223.4
0.6 6.6 80.8
0.4 127.3 141.6
1.8 19.1 21.4
2.7 13.6 17.3
2.8 14.0 19.3
2.4 13.8 20.9
1.4 9.5 36.7
2.5 17.4 20.1
2.8 10.6 16.8
2.5 16.5 18.0
2.0 6.1 25.1
2.6 11.9 17.9
1.8 14.0 26.3
2.1 11.9 24.7
2.4 22.0 25.0
2.0 25.2 29.6
2.7 11.8 15.0
1.7 11.5 26.8
1.5 12.6 54.0
1.8 16.4 21.9
0.6 86.7 94.3
1.3 4.6 43.6

1.6 3.4 25.3
9.1 11.6Panel 5387 77.4 0.029 -0.073 12.5 -0.058 13.4



Appendix Table 1 Detailed Results for Threshold Model

CPI-Clothing

TAR TAR TAR AR AR TAR AR
T LLR c t X t half-life half-life

U.S.
Chicago
Los Angeles
New York
Philadelphia
Canada
Ottawa
Toronto
Vancouver
Winnipeg
Mexico
Austria
Belgium
Denmark
Finland
France
Germany
Greece
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U.K.
Hongkong
Japan
Singapore
Taiwan
New Zealand
South Africa
Panel

180
180
180
180
180
180
180
180
180
180

180
179
180

1.0
14.0
10.1
2.8
8.4

12.1
5.8

10.9
17.5
29.5

0.007 -0.328
0.008 -0.232
0.022 -0.431
0.007 -0.274
0.086 -0.143
0.025 -0.007
0.019 -0.005
0.058 -0.036
0.016 -0.018
0.016-0.056

5.5 -0.283 5.4 1.7 2.1
4.3 -0.179 4.1 2.6 3.
4.6 -0.266 5.1 1.2 2.2
4.9 -0.250 5.0 2.2 2.4
1.6 -0.009 0.8 4.5 74.4
0.4 -0.005 0.4 94.8 136.5
0.3 -0.004 0.3 133.2 181.9
1.1 -0.010 0.7 18.8 66.0
1.0 -0.013 0.8 39.0 52.7
2.5 -0.052 2.2 11.9 13.0

5.1 0.238 -0.394 2.2 -0.020
0.6 0.242 -0.169 1.5 -0.072
9.7 0.114 -0.112 1.6 -0.057

1.4 1.4 34.2
2.7 3.7 9.3
2.3 5.8 11.8

168 11.8 0.167 -0.343 3.6 -0.050 2.3 1.6 13.5

180
180
180
180
180

2.6 0.169 -0.044
11.2 0.025 -0.074
3.0 0.032 -0.094
6.1 0.127 -0.111
7.9 0.080 -0.173

1.1-0.024 1.7 15.3 28.2
2.7 -0.054 2.3 9.0 12.5
2.6 -0.075 2.7 7.0 8.8
0.7 -O.008 0.7 5.9 84.7
2.1 -0.044 2.0 3.6 15.3

180 77.6 0.098 -0.085 1.7 -0.053 2.2 7.8 12.6
3587 231.1 0.080 -0.163 9.2 -0.081 12.4 3.9 8.2



Appendix Table 1 Detailed Results for Threshold Model

CPI-Food

TAR TAR TAR AR
T LLR c t

AR TAR AR
t half-life half-life

U.S.
Chicago
Los Angeles
New York
Philadelphia
Canada
Ottawa
Toronto
Vancouver
Winnipeg
Mexico
Austria
Belgium
Denmark
Finland
France
Germany
Greece
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U.K.
Hongkong
Japan
Singapore
Taiwan
New Zealand
South Africa

180
180
180
180
179
180
180
180

4.1
5.0
6.7
8.2
8.7
7.7
6.4
4.2

180 5.0
180 50.1
179 7.8
180 4.3
179
179
179
180
180
178
179
179
179
179
179
179
179
180
179
180
180
179
180

2.0
4.8
3.0
3.8
6.8
5.0
4.5
5.7
6.2
5.1

10.9
5.3
5.3

22.7
1.7
4.7
7.2

30.5
58.8

0.006-0.075
0.016 -0.187
0.042 -0.387
0.020 -0.161
0.041 -0.005
0.095 -0.015
0.124 0.022
0.030 -0.017
0.110 -0.287
0.038 -0.041
0.077 -0.054
0.112 -0.058
0.078 -0.053
0.190 -0.085
0.015 -0.034
0.071 -0.049
0.146 -0.111
0.190 -0.140
0.093 -0.052
0.183 -0.271
0.056 -0.042
0.249 -0.170
0.163 -0.091
0.024 -0.045
0.156 -0.057
0.144 -0.294
0.036 -0.053
0.104 -0.389
0.026 -0.050
0.107 -0.068
0.306 -0.289

2.4 -0.055
3.7 -0.084
2.4 -0.028
3.3 -0.057
0.2 -0.003
0.3 -0.006
0.4 0.003
0.7 -0.009
1.6 -0.006
1.6 -0.036
2.0 -0.038
2.0 -0.035
2.0 -0.033
1.5 -0.014
2.2 -0.031
2.0 -0.038
2.1 -0.053
1.8 -0.023
1.9 -0.036
1.8 -0.020
1.8 -0.028
2.5 -0.023
2.2 -0.013
1.9 -0.038
1.1 -0.025
3.9 -0.011
2.0 -0.039
1.8 -0.013
1.8 -0.040
1.7 -0.023
1.9 -0.018

2.3 8.9
3.3 3.3
1.6 1.4
2.8 3.9
0.2 138.9
0.4 45.7
0.2
0.6
0.4
1.8
2.4
2.4
2.1
1.0
2.1
2.5
2.4
1.6
2.3
1.3
1.8
1.9
1.1
2.0
1.6
1.0
1.9
0.8
1.9
1.4
1.2

-31.7
39.8
2.1

16.8
12.4
1.1.6
12.8
7.8

19.9
13.7
5.9
4.6

12.9
2.2

16.1
3.7
7.3

15.1
11.7
2.0

12.8
1.4

13.7
9.8
2.0

12.4
7.9

24.7
11.7

262.2
110.8
-254.9
80.7
116.5
18.8
18.0
19.6
20.5
48.6
21.7
18.1
12.8
29.9
19.1
33.8
24.3
29.8
51.7
17.7
27.9
63.1
17.4
51.0
17.0
30.3
37.2

Panel 5564 39.5 0.019 -0.069 13 -0.058 13.5 9.8 11.5



Appendix Table 1 Detailed Results for Threshold Model

CPI-Fuel

TAR TAR TAR AR AR TAR AR
T LLR c t X t half-life half-life

U.S. •
Chicago 179 17.1 0.052 -0.727 3.5 -0.385 6.5 0.5 1.4
Los Angeles 179 16.1 0.034 -0.538 3.6 •-0.261 5.1 0,9 2.3
New York 179 7.9 0.026 -0.118 1.8 -0.050 2.0 5.5' 13.5
Philadelphia 179 4.2 0.007 -0.257 4.7 -0.218 4.6 2.3 2.8
Canada 179 11.2 0.071 -0.146 2.4 -0.037 1.7 4.4 18.6
Ottawa 179 10.0 0.081 -0.236 3.1 -0.046 1.8 2.6 14.7
Toronto 179 13.9 0.007 -0.066 2.3 -0.060 2.2 10.2 11.2
Vancouver 179 7.1 0.029 -0.181 3.6 -0.083 2.7 3.5 8.0
Winnipeg 179 7.7 0.023 -0.063 2.2 -0.046 2.0 10.7 14.7
Mexico
Austria 179 5.0 0.052 -0.054 2.2 -0.040 2.3 12.6 16.8
Belgium 179 5.4 0.066 .-0.061 2.3 -0.043 2.5 11.1 15.8
Denmark 179 5.6 0.033 -0.029 • 1.8 -0.025 1.8 23.4 26.9
Finland 179 4.1 0.030 -0.025 . 1.6 -0.022 1.6 27.1 31.4
France 179 6.2 0.053 -0.050 2.4 -0.040 2.6 13.5 17.1
Germany 179 6.7 0.043 -0.057 2.7 -0.047 2.9 , 11.7 14.5
Greece
Italy 178 13.2 0.178 -0.131 1.7 -0.043 2.5 4.9 15.9
Netherlands 179 5.2 0.198 -0.516 3.1 -0.059 2.6 1.0 11.4
Norway 179 1.4 0.122 -0.049 1.8 -0.025 2.0 13.7 26.9
Portugal
Spain
Sweden
Switzerland 179 8.4 0.250 -0.627 3.5 -0.075 3.3 0:7 8.9
U.K. 179 7.0 0.133 -0.047 1.2 -0.024 1.6 14.4 28.1
Hongkong
Japan 179 12.8 0.022 -0.035 1.8 -0.030 1.6 19.5. 23.0
Singapore
Taiwan
New Zealand
South Africa
Panel 3758 29.3 0.077 -0.164 11.3 -0.081 13.2 3.9 8.2



Appendix Table 1 Detailed Results for Threshold Model: Specification Tests

Tsay's Nonlinearity Test
TAR versus AR

minimal p-value of F statistic
(ascending & descending orders) 

All Clothing Food Fuel

Monte Carlo Simulation
TAR versus AR

empirical p-value of LLR statistic
(600 draws)

All Clothing Food Fuel
U.S.
Chicago
Los Angeles
New York
Philadelphia
Canada
Ottawa
Toronto
Vancouver
Winnipeg
Mexico
Austria
Belgium
Denmark
Finland
France
Germany
Greece
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U.K.
Hongkong
Japan
Singapore
Taiwan
New Zealand
South Africa

1.00 0.63 0.56 0.12
0.12 0.37 0.77 0.15
0.01 0.80 0.51 0.39
0.71 0.55 0.23 0.55
1.00 0.75 0.77 0.87
0.97 0.20 0.81 0.54
0.77 1.00 0.47 0.90
0.81 0.20 1.00 0.28
0.76 0.18 0.36 0.47
0.29 0.00 0.09
0.05 0.06 0.04
0.05 0.34 0.38
0.17 0.15 0.49
0.74 0.98 0.52
0.05 0.09 0.47
0.04 0.03 0.27
0.06 0.72
0.29 0.23 0.17 0.98
0.07 0.99 0.19 0.22
0.54 0.44 0.63 0.45
0.70 0.95
0.18 0.21
0.53 0.99 0.49
0.01 0.09 0.17
0.17 0.22 0.19 0.13
0.17 0.33 0.44
0.80 0.91 1.00 0.89
0.69 0.78 0.41
0.86 0.81 0.33

0.70
0.31 0.53 0.66

Panel 0.02 0.01 0.17 0.01

0.11 0.91 0.71 0.11
0.01 0.11 0.51 0.11
0.01 0.11 0.41 0.31
0.31 0.71 0.21 0.51
0.71 0.21 0.31 0.11
0.51 0.11 0.31 0.11
0.61 0.61 0.51 0.01
0.61 0.11 0.81 0.31
0.71 0.01 0.61 0.31
0.01 0.01 0.01
0.31 0.31 0.61
0.71 0.71 0.51
0.81 1.01 0.51
0.71 0.71 0.71
0.61 0.81 0.41
0.41 0.71 0.41
0.61 0.41
0.61 0.61 0.61 0.11
0.51 1.01 0.71 0.51
0.91 0.11 0.51 1.01
0.51 0.51
0.71 0.61
0.31 0.11 0.11
0,71 0.61 0.21
0.31 0.91 0.61 0.41
0.01 0.11 0.01
0.91 0.81 0.91 0.01
0.91 0.51 0.71
0.51 0.31 0.41

0.01
0.01 0.01 0.01 
0.21 0.21 0.21 0.21

Source: Data are described Appendix E.
Notes: See text. See Appendix A on estimation of TAR model. For the panel estiamtes the data
were prefiltered by regression on time dummies to control for cross-sectional dependence.



Appendix Table 2 Summary Results for Threshold Model:
No Preliminary Detrending of Data

TAR TAR TAR AR AR
half-life • X half-life

CPI-All
U.S. cities 0.016 -0.194 3.2 -0.075 8.9
Canada 0.091 -0.186 3.4 -0.007 93.0
Mexico 0.033 -0.034 19.9 -0.030 22.7
Europe 0.191 -0.140 4.6 -0.017 40.2
Asia 0.152 -0.058 11.7 0.000 13408.4
All 0.139 . -0.138 • 4.7 -0.022 31.5

CPI-Clothing
U.S. cities 0.078 -0.276 2.1 -0.094 7.0
Canada 0.097 -0.086 7.7 -0.010 67.8
Mexico 0.040 -0.047 14.3 -0.037 18.2
Europe 0.251 -0.290 2.0 -0.020 34.7
Asia 0.252 -0.046 14.7 0.000 2932.4
All 0.170 -0.175 3.6 -0.030 22.7

CPI-Food .
U.S. cities 0.141 -0.031 21.9 . -0.005 139.7
Canada 0.109 -0.028 24.5 -0.010 66.9
Mexico 0.129 -0.041 16.6 -0.020 34.4
Europe 0.349 -0.213 2.9 -0.003 223.0
Asia 0.194 -0.035 19.6 0.001 -1064.9
All 0.253 -0.123 5.3 -0.005 147.3

CPI-Fuel
U.S. cities 0.029 -0.200 3.1 -0.160 4.0
Canada 0.071 -0.066 10.1 -0.024 28.4
Mexico
Europe 0.166 -0.143 4.5 -0.032 21.1
Asia 0.216 -0.038 17.7 -0.010 71.3
All 0.120 -0.131 4.9 -0.054 12.6

Notes: See Appendix B.



Appendix Table 3 Summary Results for Threshold Model:
No Unit Root Restriction Inside Band

TAR TAR TAR AR AR
half-life half-life

CPI-All
U.S. cities 0.006 -0.262 2.3 -0.132 4.9
Canada 0.034 -0.035 19.7 -0.003 252.3
Mexico 0.040 -0.036 19.1 -0.032 21.4
Europe 0.127 -0.081 8.2 -0.032 21.4
Asia 0.077 -0.062 10.8 -0.017 41.1
All 0.088 -0.096 6.9 -0.038 17.8

CPI-Clothing
U.S. cities 0.023 -0.370 1.5 -0.245 2.5
Canada 0.042 -0.042 16.2 -0.008 82.8
Mexico 0.016 -0.056 11.9 -0.052 13.0
Europe 0.161 -0.210 2.9 -0.045 15.2
Asia 0.068 -0.115 5.7 -0.045 14.9
All 0.074 -0.167 3.8 -0.077 8.7

CPI-Food
U.S. cities 0.021 -0.203 3.1 -0.056 12.0
Canada 0.068 -0.021 33.3 -0.004 167.6
Mexico 0.038 -0.041 16.8 -0.036 18.8
Europe 0.120 -0.086 7.7 -0.030 22.9
Asia 0.077 -0.197 3.2 -0.026 26.4
All 0.096 -0.109 6.0 -0.028 24.3

CPI-Fuel
U.S. cities 0.034 -0.443 1.2 -0.228 2.7
Canada 0.043 -0.142 4.5 -0.054 12.4
Mexico .
Europe 0.101 -0.125 5.2 -0.040 16.8
Asia 0.022 -0.035 19.5 -0.030 23.0
All 0.071 -0.185 3.4 -0.079 8.4

Notes: See Appendix C.



Appendix Table 4 Summary Results for Threshold Model:
With and without Serial Correlation Correction

Baseline Corrected
TAR TAR

CPI-All
U.S. cities 0.006 0.005
Canada 0.034 0.045
Mexico 0.040 0.040
Europe 0.127 0.089
Asia 0.077 0.072
All 0.088 0.071 

CPI. Clothing
U.S. cities 0.023 0.011
Canada 0.042 0.041
Mexico 0.016 0.016
Europe 0.161 0.186
Asia 0.068 0.066
All 0.074 0.078 

CPI-Food
U.S. cities 0.021 0.021
Canada 0.068 0.080
Mexico 0.038 0.038
Europe 0.120 0.120
Asia 0.077 0.078
All 0.096 0.098 

CPI-Fuel
U.S. cities 0.034 0.030
Canada 0.043 0.042
Mexico
Europe 0.101 0.105
Asia 0.022 0.022
All 0.071 0.072

Notes: See Appendix D.



Appendix Table 5 Measures of Economic Distance and Estimated Thresholds

Location Distance (Os) TB NTB

U.S.
Chicago
Los Angeles
New York
Philadelphia
Canada
Ottawa
Toronto
Vancouver
Winnipeg
Mexico
Austria
Belgium
Denmark
Finland
France
Germany
Greece
Italy
Netherlands
Norway
Portugal
Spain
Sweden
Switzerland
U.K.
Hongkong
Japan
Singapore
Taiwan
New Zealand
South Africa

0
0

1736
716
668
649
649
441
1762
716
1686
4688
4143
4254
4434
4135
4249
5435
4814
4096
4042
3995
4182
4278
4405
3950
7786
6293
9364
7443
8678

0.000
0.000
0.000
0.000
0.000
0.010
0.010
0.010
0.010
0.010
0.058
0.030
0.030
0.029
0.028
0.029
0.030
0.028
0.029
0.029
0.025
0.029
0.028
0.027
0.033
0.029
0.012
0.029
0.011
0.009
0.027
0.036

4.9
4.9
4.9
4.9
4.9
7.4
7.4
7.4
7.4
7.4

9.65
4.3
7

7.1
4.3
7.4
7.4
7

7.6
7.1
4.3
7.1
6.8
4.3

7.1
0

4.9
0.9

10.6

All Clothing Food Fuel
37.5
37.5 0.001 0.007 0.006 0.052
37.5 0.010 0.008 0.016 0.034
37.5 0.008 0.022 0.042 0.026
37.5 0.003 0.007 0.020 0.007
4.1 0.012 0.086 0.041 0.071
4.1 0.009 0.025 0.095 0.081
4.1 0.114 0.019 0.124 0.007
4.1 0.069 0.058 0.030 0.029
4.1 0.020 0.016 0.110 0.023

7.38 0.040 0.016 0.038
7.7 0.059 0.077 0.052

19.6 0.082 0.112 0.066
18.2 0.090 0.078 0.033
7.7 0.158 0.190 0.030
18.4 0.035 0.015 0.053
22.3 0.115 0.071 0.043
25.5 0.026 0.146
20.9 0.175 0.238 0.190 0.178
20.6 0.102 0.242 0.093 0.198
7.7 0.083 0.114 0.183 0.122

19.1 0.142 0.056
13.9 0.023 0.249
7.7 0.026 0.167 0.163
7.7 0.057 0.024 0.250
17.9 0.169 0.169 0.156 0.133
0 0.099 0.025 0.144

11.3 0.033 0.032 0.036 0.022
1.1 0.012 0.127 0.104

45.7 0.143 .0.080 0.026
0.107

0.225 0.098 0.306

Notes: Distance is relative to Chicago. Exchange rate volatility a(As) is standard deviation of
differenced log nominal exchange rate relative to U.S. dollar. In main tables and figures, a
composite measure of tariff barriers between locations 1 and 2 is constructed as TB12 equal to
the sum of TB in each location, and similarly for NTB12. The last four columns show estimated
thresholds relative to a U.S. benchmark for the baseline specification. See text.
Source: Engel and Rogers (1995).



Figure 1 Simulated Data for a Threshold Autoregressive Model
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Figure 3 Estimated Thresholds versus Distance
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Figure 4 Estimated Thresholds versus Exchange-Rate Volatility
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Figure 5 Estimated Thresholds versus Tariff Barriers
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Figure 6 Estimated Thresholds versus Non-Tariff Barriers
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Figure 7
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Figure 9
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