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A COMPARISON OF RISK EFFICIENCY
CRITERIA IN EVALUATING GROUNDNUT
PERFORMANCE IN DROUGHT-PRONE
AREAS
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International Centre for Agricultural Research in Dry Areas
(ICARDA), Aleppo, Syria and Department of Agricultural
Economics, Cornell University, Ithaca, NY 14853, USA

This paper contributes to an evaluation of the performance of groundnuts in
drought-prone areas by estimating yield response functions to water from
experimental data. They are combined with meteorological data to simulate
yields by location. Efficient genotypes are identified by several risk criteria.
Genotype rankings based on these risk criteria and simulated yields are different
from those based on experimental data and plant scientists’ traditional methods
of evaluation.

A major source of risk facing farmers in the semi-arid tropics is the
year-to-year variation in crop production. Such variability can be
largely attributed to fluctuations in environmental factors that affect
plant growth and yield, particularly available moisture. To help
stabilise agricultural yields, the international agricultural research
centres are working to develop higher-yielding varieties that also
perform well in variable environments (Hazell 1986). The
International Crops Research Institute for the Semi-Arid Tropics
(ICRISAT), for example, has an extensive ongoing programme to
evaluate the performance of groundnut (peanut) genotypes under a
range of drought conditions.

The evaluation of varieties has, in general, been based on data from
multi-site, multi-season nursery trials. The analysis of such data
typically follows the approach developed by Finlay and Wilkinson
(1963), in which the yields of each genotype at each site are regressed on
an environmental index, the mean yield of all genotypes at each site.
The slope coefhicient is regarded as a measure of a genotype’s yield
stability and genotypes are assessed according to their stability and

*Support for the theoretical work came from Hatch NY(C)121412. This research
would not have been possible without the cooperation of scientists from the Inter-
national Crops Research Institute for the Semi-Arid Tropics (ICRISAT). Tom Walker
alerted us to the need for research of this kind and provided helpful comments on an
earlier draft. J. H. Williams and R, C. Nageswara Rao provided the experimental data
set. The authors also acknowledge Jock Anderson and an anonymous reviewer for their
helpful comments. Any remaining errors or omissions are the responsibility of the
authors.
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their mean yield. The use of multi-locational trial data presumes that
the spatial replication reflects the actual distribution of environmental
conditions in producing areas. If this presumption is invalid, the
evaluations may be of less value to farmers concerned with how a
genotype will perform over time in their region. In Finlay and
Wilkinson’s (1963) approach, the environments in the trials are
classified according to mean genotype performance; results cannot be
extrapolated to other locations as no independent measure of the
environment exists. Furthermore, data from such trials are often
incomplete and, thus, results may be biased.

To deal with the data problems, plant scientists at ICRISAT have
undertaken extensive experiments involving 22 groundnut genotypes
and 96 drought treatments. The purpose of this paper is to extend their
statistical and physiological analysis of the data and contribute further
to an evaluation of the performance of groundnuts in drought-prone
areas by incorporating economic concepts of risk efficiency. Yield
response functions are estimated from the experimental data. These
response functions are unique in that they account for the effects of
both the quantity and timing of water application. They are combined
with historical meteorological data from three sites in two of India’s
major groundnut-producing regions to simulate yield distributions for
each genotype in each location. Having generated yield distributions,
the eflicient genotypes identified by various risk criteria are compared.
The results have implications both for specific genotype selection by
location and for the design of future experiments.

Experimental Data and Study Regions

The results from a single-site experiment conducted by ICRISAT, in
which 22 genotypes of groundnut were subjected to a range of drought
conditions (Nageswara Rao and Williams 1985), are used to estimate
the relationship between yield and available moisture.! Groundnut
genotypes of comparable maturity were selected to include lines found
to be tolerant, average or susceptible to drought in previous screening.
These included established commercial and Indian cultivars and
advanced breeding lines. Drought patterns were developed in relation
to four phenological phases in the groundnut growing cycle:
1) seedling-flowering; 2) pegging; 3) podset; and 4)podfilling to
maturity. The treatments varied in the timing, duration and intensity
of water stress, ranging from non-stressed control plots to plots in
which the crop received virtually no water for the duration of the
growing season.

In selecting the study locations, attention was focused on the two
major groundnut-producing regions in India: Gujarat and Andhra
Pradesh. These two states accounted for just under half of India’s
groundnut production in 1984 (Bailey 1988). One site was selected
from Gujarat and two sites, Hyderabad and Anantapur, from Andhra
Pradesh. The sites differ climatically. Hyderabad is fairly well assured
of adequate rainfall during the growing season; Anantapur has a lower
rainfall with a high and variable incidence of drought. While Gujarat

IFor this present study, the unpublished data from this trial were obtained from
ICRISAT.
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TABLE 1
Summary Statistics on Distributions of RAW

Growth phases

RAW Gl G2 G3 G4
Experiment
Maximum 1-00 1-00 0-72 0-79
Minimum 0-50 0-01 0-02 0-01
Mean 0-94 0-80 0-51 0-57
Std. dev. 0-15 0-28 0-19 0-27
Skewness —=2-11 —1-29 —0-97 —0-94
P (RAW=0-5) 0-01 0-18 0-39 0-33
Hyderabad
Maximum 1-00 1-00 1-00 1-00
Minimum 0-39 0-28 0-37 0-00
Mean 0-98 0-93 0-90 0-92
Std. dev. 0-10 0-14 0-17 0-20
Skewness —5-17 —3-06 —1-52 —3.22
P(RAW=<0-5) 0-01 0-02 0-04 0-05
Anantapur
Maximum 1-00 1-00 1-00 1-00
Minimum 0-00 0-00 0-00 0-00
Mean 0-44 0-35 0-45 0-56
Std. dev. 0-30 0-29 0-32 0-39
Skewness 0-47 0-68 0-52 —0-27
P (RAW=0-5) 0-60 0-73 0-64 0-41
Gujarat
Maximum 1-00 1-00 1-00 1-00
Minimum 0-55 0-03 0-01 0-00
Mean 0-99 0-94 0-79 0-60
Std. dev. 0-08 0-19 0-30 0-47
Skewness —5-65 —4-17 —1-20 —0-39
P(RAW=0-5) 0 0-03 0-25 0-41

has a relatively high rainfall, its rainy season is much shorter, resulting

in a high incidence of late season drought. About 80 years of daily

meteorological data for Hyderabad and Anantapur, and 30 years of

}vgleg;lsy qlgta for Gujarat, were also provided in unpublished form by
AT.

Development of a Measure of Water Availability

To control the drought treatments through the application of
irrigation without interference from rainfall, the trial was planted in
the late post-rainy season and continued into the summer season under
conditions that, meteorologically, are different from those in the rainy
season. Furthermore, the trial is characterised by discrete applications
of water, irrigation being applied at the first signs of wilting in the
non-stressed control plots. This is in contrast to the essentially
continuous nature of rainfall in the rainy season, when soil moisture
may be continually replenished by rain showers. Thus, the problem of
simulating yields in each of the three sample locations is compounded
by the difficulties involved in translating results from the post-rainy
season trial to rainy season conditions.
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To do this, an index of relative water availability (R4 W, available
moisture relative to potential water requirements, 0 <RAW <1) was
developed based on a simple daily soil moisture budgeting approach
[see Bailey (1988) and Bailey and Boisvert (1989) for complete details].
It takes account of the soil moisture-holding capacity and the
consumptive water use requirements of the plant, given potential
evapotranspiration rates and stage of crop growth, and allows for the
carryover of soil moisture from one period to another.

Potential evapotranspiration, measured by Class A pan evaporation
and adjusted by crop growth coefhicients from Stern (1986), is used to
estimate daily potential crop water requirements (PWR;). Available
water (4 W)) is calculated as the sum of daily rainfall (or irrigation) and
stored soil moisture from the previous day, less losses to run-off or deep
drainage. Losses are assumed to occur when rainfall (irrigation) plus
stored soil moisture exceed soil moisture storage capacity.

Evapotranspiration is assumed to proceed at the potential rate,
available water permitting, and the remaining soil water (SW)) is
carried forward and used in calculating the following day’s available
moisture, Otherwise it is assumed soil moisture is depleted to zero:

(1) if AW:>PWR, then SW,=AW,— PWR,, otherwise SW;=0

In estimating soil water budgets from the historical meteorological
data, a growing season was defined for each year for which data were
available. This was done by setting planting dates according to decision
rules based on rainfall received. To account specifically for the effect of
timing of water application, the growing seasons were further divided
into the four growth phases discussed earlier: 1) seedling-flowering
vegetative phase; 2) pegging to beginning of podset; 3) podset to
podfilling; and 4) podfilling to maturity.

A measure of the total available moisture during each of these growth
phases (4W;; i=1,2,3,4) is obtained from the sum of daily available
moisture plus the initial stored soil moisture less the soil moisture
remaining at the end of the growth interval. Similarly, the total
potential water requirements (PWR)) in each growth interval, i, are the
Surf? of the daily requirements. Relative available water (R4 W) is then
defined as:

(2) RAW,=AW,/PWR,

RAW:,is a measure of the degree to which the crop’s requirements for
water during each growth phase are satisfied. It is not proposed that this
approach gives an accurate representation of the soil water regimes
in the different sites and seasons; it simply provides a means of
determining a relative measure of available water that is comparable
across sites and seasons. A value of RAW;=1 indicates that sufficient
water was available to meet the potential water requirements of the
crop during the interval; a value less than unity indicates that available
water was insufficient to meet potential water requirements. No notion
og the degree of stress experienced by the plant is attached to the values
of RAW,.

Distributions of RAW in the four growth stages highlight differences
between the sites. Table 1 presents summary statistics on R4 W} in the
trial and in each of the three sites. Due to low temperatures early in the
trial season, PWR during the early growth phase was relatively low.
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Moreover, because the trial was adequately irrigated before the
drought patterns were imposed, stored soil moisture was sufficient to
maintain high levels of AW during the early growth phase, and,
consequently, RAW;>=0-5. PWR increased over the experimental
season and this is reflected in the values of R4W in later growth
stages.

In Hyderabad, the location of the trial, there was relatively little
variation in total available water, which in many years was sufficient to
meet total water requirements, This fact is reflected in the mean values
and negatively skewed distributions of RAW, in Table 1. Total water
requirements in Anantapur were far higher due to higher temperatures,
while total rainfall was lower, than in Hyderabad. Consequently, mean
values of R4 W, are far lower, the probability of R4 W, falling below 0-5
far higher, and, except for growth phase G4, the distributions are
positively skewed. In Gujarat, the variation in total rainfall was
associated with date of planting; years in which drought occurred were
those with low rainfall or those in which planting was delayed due to
the late onset of rains. Mean values of R4AW; are similar to those in
Hyderabad, except for R4AWjs. The shorter rainy season in Gujarat
increases the probability of late season droughts and, consequently, the
distribution of RAWj is less negatively skewed than that for RAW,,
RAW; and RAW;.

The relationships between genotype yields and relative available
water (RAW)) in the four phases (i=1,...,4) were estimated using
data from the experiment. The estimated coeflicients from each
genotype-specific response function were then used, along with
estimates of RAW from the sample site meteorological data, to
simulate yields for a series of years in each location.

Simulating Yield Respornse

A number of difficulties were encountered in modelling the response
of groundnut to RAW;, particularly in the early vegetative and
flowering phase. Groundnut has the ability at this stage of growth to lie
dormant until soil water is replenished. Initial analysis of the
experimental data (Nageswara Rao and Williams 1985) indicated that,
over some range, water stress in the early phase actually has a positive
effect on yield, that is, marginal productivity of RAW in this early
phase may be negative. Moreover, sensitivity to droughts later in the
season is modified according to whether or not drought occurred in the
early phase. Further, drought treatments in the experiment did not
cover the full range of 0=<RAW; =<1 in all growth phases (i=1,...,4)
and difficulties were encountered with predicting outside the range of
drought conditions in the trial.

In finding an appropriate response relation, a number of model
specifications were examined, including: (a) a general Cobb-Douglas
type function, and an alternative specification of the general form
proposed by Minhas, Parikh and Srinivasan (1973) in estimating crop
response to relative evapotranspiration; (b) a generalised quadratic
and a third order polynomial; and (c) a generalisation of Mitscherlich’s
model (Hexem and Heady 1978) which is based on the law of
diminishing returns, with yields increasing with inputs and asymptotic
to the maximum attainable yield. The same type of relationship is
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represented by the generalised logistic and Gompertz growth curves,
which were also examined.

The results from the experimentation with these functions are
reported in detail in Bailey (1988). In general, these functions were too
inflexible to model the lower tails of the distribution and did not
predict well outside the range of the data, or, in the case of the
Mitscherlich and other growth functions, the non-linear estimation
process did not converge. In addition, both linear and quadratic
response and plateau functions were estimated (Lanzer and Paris
1981); inflexion points for the first three growth phases were at
RAW=> 1. Noinflexion point could be established for the fourth growth
phase.

As an alternative, the more flexible translog function was
estimated:

(3) Y=aolIRAWFTIRAW, ZoumRAW,
! 1

or in logarithmic form:
(4) InY=Inao+Za;InRAW;+ ;X b;;InRAW; In RAW,
i iy

The translog function has been most often used in modelling
production processes at the firm or aggregate level but to our
knowledge has not been used in estimating response relations. How-
ever, it has some important advantages for the case at hand, allowing
for positive and negative marginal products over an input range
(Boisvert 1982). It accounts for the interaction between water available
at different stages of growth and prohibits estimated yields from being
negative. The elasticities of substitution between inputs (in this case,
water at different stages) are not constant, but vary with the level of
inputs (Boisvert 1982). Recalling that 0 <RAW;=<1, then InRAW;=<0.
The marginal productivity,

(5) fi=(dInY/dIn RAW;)(YIRAW;) =(a:+ Zb;;In RAW;) Y/RAW;
F)

can be positive for a range of values of RAW if b;;<0, but can also be
negative if b;;>0. The range will depend on the relative sizes of b;; and
InRAW,; compared to a,.

The translog model was estimated in logarithmic form by ordinary
least squares. The models fit well, with RZ above O-8 for 16 genotypes.
[See Bailey (1988) and Bailey and Boisvert (1989) for complete details.]
Within the experimental range, predicted yields were close to actual
yields for all patterns, particularly in the lower-yielding patterns. The
function did not overestimate yields in the higher intensities of the
early drought pattern, a problem with many of the other functions.
Collinearity diagnostics (Belsley, Kuh and Welsch 1980) revealed that
the matrix of independent variables was ill conditioned. Because there
is little variation in RAW,, terms involving RAW, were highly
collinear, resulting in large standard errors for estimated coefficients.
One potential solution 1s to remove selectively those squared and
cross-product terms whose ¢-ratios are below some critical value.
Without a priori rationale for deleting terms, this strategy could
ultimately destroy the flexibility of the function. One of our concerns is
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with the prediction of yields when values of RAW; are outside the
experimental range, and particularly when RAW; — 0. In the initial
estimation of the full translog models, there were differences between
genotypes in the sign and magnitude of estimated coefficients on terms
involving RAW,. As RAW;— 0, InRAW| - —oo and (InRAW})2— co.
A large positive coeflicient on (InR4 W)?, relative to that on InRAW,,
or a large negative coefficient on InRAW|, relative to that on
(InRAWY)2, will lead to high predicted yields. Therefore, for those
genotypes that had large, positive, non-significant coefficients on
(InR4AW1)2 the term was deleted.

A translog is attractive because of its flexibility; it places no
restrictions on marginal productivity and the elasticities of
substitution between inputs are not constant. Because of this
flexibility, it is difficult to make general statements regarding response
to RAW in different growth phases. However, in Table 2, it is evident
that the positive effect on yield of an early drought is reflected through
the negative marginal products on RAW:.

The genotype yield distributions based on these response functions
were quite different across regions. In addition to the means and
standard deviations being different (Table 2), there are a number of
years in Hyderabad in which no drought was recorded, RAW;=1 in all
growth phases, and consequently, the distributions of yields in
Hyderabad are highly skewed to the left. Gujarat has a shorter rainy
season. While there were a number of years in which no drought was
recorded, there were also a number of years where late season drought
severely reduced yields. Yield distributions are also negatively skewed
but not to the extent of those in Hyderabad; yields tend toward a
bimodal type of distribution, observations being concentrated in the
upper and lower ranges. Anantapur not only experiences drought more
often, but is also more prone to long-term droughts, increasing the
probability of crop failure. Yield distributions in Anantapur are
positively skewed; the degree of skewness is also more variable, across
genotypes, than in the other two sites.

Risk Analysis

Having generated yield distributions for each genotype at each
location, the genotypes can be evaluated by a number of risk decision
criteria. The same criteria are applied to the results from the
experiment using predicted yields from the response functions. In
effect, this is a similar strategy to an analysis based on multi-site trials,
with °‘sites’ being represented by the drought treatments in the
experiment. Assuming no variation in product price between geno-
types, and no variation in production costs, rainfall being the only
variable input, then yields provide a reasonable surrogate for the
argument of the implicit utility function (Anderson 1974). For each
genotype, each observation on yield is regarded as a single element of a
discrete non-parametric sample probability density function, each
having equal probability of occurring.

Decision criteria

An entire efficiency frontier is generated by mean-variance (EV),
mean-Gini (MG), and second and third degree stochastic dominance



AUSTRALIAN JOURNAL OF AGRICULTURAL ECONOMICS DECEMBER

160

‘UOTIBIAJP PIepuels—=(I1S.
1-0 Jo Ly Py ul s8ueyd e 10§ ‘By/8Y Ul “ofuey> 9y aik sonpoid [euiSiepy
"S[erd] BUTUALIDS UT JURIS[O} JYSNOIp Jo/pue wEEEm
Y31y SB POYIIUIPL SUONISINDOR JUIISI IR [T PUR Q[ L[ ‘9] ‘b ‘€ ‘SIBAIIND [BIDISWWOD (M S3SSOI) IO SIBATIINO [BIDI5W WO uIp|a1£-ygiy aIe

0T PUE G °6 *8 ‘SIEAIINO UBIPU] PAYSI[QEISA AIE TT PUB G ‘7T 01 ‘T 'S0UI] BUIP331q PasueApE SUIPIA-YSIY | VSIYDI 218 £ PUB G S ‘b ‘¢ 5adAI10UID),

[4%:])! 6esC 176 9L 8CT1 LGTE 8T8 6Tvl 6 6¥C LLT Cll [44
8CI1 6061 [4¢] LT8 §L9 8957 SOL £e91 66 90¢ 8l A |14
€0ST  8TLE Srel 101 PeSI LLSY £L6 91 6TI L8¢ ¢Sl L1— 0c
S81IT  LoTE VITI §S01 60P1 691v 168 tLLT LL 9¢¢ 6L1 29— 61
CCIT  ELEE 8¥01 6501 Seel 14334 956 907 143 0LE 811 161— 81
99T  SE0P SILT [4:31 £9L1 t10S 8E0I 9661 L1l 6¢ €CT 85— Ll
tecl 007t €L9 t18 P08 LELT L8S 9tvl L9 [4%4 L9 tC— 91
09.1 00LT 106 1.6 aay! 1ehe PIiL 0LST 06 (453 ¥9 6y — S
PSIT 8BS SITI 90T [8t1 IA434 866 600¢ 911 $6¢ 981 LOT— 14!
9861 L16C LTI L96 TITI EP8e 996 elel STl 8EE col BST— el
8791 (4944 8LL LTL £96 (3743 9¢8 081 86 LET 961 £81— <l
144 AN\ 4%3 t£66 Cto L6S1 949% 986 9161 174! rot 031 6£C— I
8ezl (4414 876 (447 LSL L9LT 69L 6891 8¢ Le LET 8E9— 01
924! 9ET th8 SL6 L18 Y00t 6L9 SOLT 0Ll L4 L6 vl — 6
C68T ILTY 1£91 611 9v07 IL1S r96 v9S1 [44 Sot 091 19— 8
§901 6881 €l6 132 909 vy 169 £Co1 1L 07t $91 v0S — L
EPCC  649¢ 8Tr1 Ottl SOvi 019 1101 661 Y4 tLE pel Ly— 9
9¢s1 780¢ {40 9¢T11 <001 1£9¢ r8L 6EL1 96 01¢ 141! vhT— S
$09¢  t86¢ 0921 (449! 0591 901¢ LTTI 61T €Tl 8ty 991 69— 14
0ceT  SESE SCEl OLT1 1444 8344 856 443! ¥0l1 £6t 134 66— £
vOt?  SObt 67C1 1430] 101 ey 2ol €L81 S1I SLE 0€c £8— [4
or0C  09.LT IPIT  +96 6811 19t 788 091 el 98¢ L6l pIil— I
dlLs uedy drLs ues|y dalLs ues ALS U TMVYE  IMVE TMPE M PY »edAlousn
1e1elnn Indejueuy peqeIapAH juswradxg g(sueaw 1) sjonpoid [eurdrepy

(ey/3y) spat pajenuurg

118 Aq addjouany fo spa1x pa1vjnuls pun A VY 40f SIINPOIJ PULSID Y
¢ JT4VL



1989 EVALUATING GROUNDNUT PERFORMANCE 161

(SSD and TSD) criteria. Other methods reduce the size of the efficient
sets either by limiting the efficiency analysis to specified intervals
of risk aversion [stochastic dominance with respect to a function
(SDWREF) and extended MG criteria] or through a complete ranking
(exponential utility, empirical moment-generating function ap-
proach).

Despite its widespread application, there are some important objec-
tions to the EV criterion: it is consistent with the expected utility
hypothesis only when yields are assumed to be normally distributed, or
when a quadratic utility function is assumed. It equates risk with
variance which means that extreme gains, as well as extreme losses, are
considered undesirable. There may be cases when an increase in
variance is not undesirable, for instance, if it is accompanied by an
upward shift in the location of the distribution.

The stochastic dominance criteria provide a means of selecting
alternatives that are optimal, according to expected utility
maximisation, for a specified set of utility functions. Initially, two such
criteria were developed (Hadar and Russell 1969, 1971; Hanoch and
Levy 1969). For first degree stochastic dominance (FSD), preferences
are restricted to the set of utility functions, U, that are monotonically
increasing: Ui ={u(x):u’(x)>0}; it follows that —oo <r(x)<co where
r(x) is the absolute risk aversion function, The ordering rule for FSD is:
F dominates G by FSD if, and only if, F(x)=G(x) with a strict
inequality for at least one value of x.

SSD assumes a further restriction, that of decreasing marginal
utility. Ux={u(x):u'(x)>0, u”(x)<<0} represents all risk-averse
individuals by restricting 0 <<r(x) <oo. The ordering rule for SSD is: F'
dominates G by SSD if, and only if, Fa(x)=<G2(x) with a strict
inequality for at least one value of x, where

Folx) = f " Fo)dt
0

TSD, developed by Whitmore (1970), imposes a further restriction,
a positive third derivative, on the admissible set of utility functions,
suchthat Us={u:u' >0, u” <0, w’’ >0}. Fdominates G by TSDif, and
only if,

(a) Fi3(x)=Gs(x), with strict inequality for at least one value of
0=<x=b, where

Fi(x)= fXFz(l’)dt, and
0

(b) FaAD)=<G2b)

The analysis of first, second, and third degree stochastic dominance
was carried out using the Fortran program presented in Anderson,
Dillon and Hardaker (1977, p. 313), which treats the probability speci-
fication as linearly segmented cumulative density functions (CDFs).
The discrete observation points were used as successive coordinates on
the implied linearly segmented CDFs.
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Stochastic dominance criteria also have some shortcomings. They
may not be discriminating enough and one is left with a large efficient
set of choices. Any further reductions in the efficient set will require the
imposition of further restrictions on u(x) for which there may be no
theoretical justification. There is, therefore, a need for a criterion that
offers greater flexibility and discriminatory power. While SSD and
TSD describe classes of admissible preferences by placing restrictions
on the form of the utility function, SDWRF, developed by Meyer
(1977a, b), orders risky actions for a particular group of decision
makers by placing assumed, or measured, restrictions on the bounds of
the absolute risk aversion function r(x). This more general approach
allows the ranking of distributions that could not be ranked by ordinary
stochastic dominance and, by varying the specified bounds on r(x), the
effects on choice of genotype of changes in the degree of risk aversion
can be examined.

In this study, the upper and lower bounds on r(x) were derived from
results reported by Binswanger (1978, 1980) of games where Indian
farmers were asked to choose between a number of gambles each with
two payoffs of equal probability.?2 Following Raskin and Cochran
(1986), the bounds on r(x) estimated from the payoffs in the game must
be transformed so that they correspond to payoffs in terms of kg/ha of
groundnuts. The transformation involved a conversion factor based on
the average area sown to groundnuts, and the average product price of
groundnuts, thus converting yields in kg/ha to an equivalent monetary
payoff [see Bailey (1988) for details]. The SDWRF analysis was carried
out using a program written by Meyer, reported in King and Robison
(1981) and modified by Tauer.

The popularity of the EV approach to choice under uncertainty is
attributable to its ease of application; one need only calculate and
compare means and variances. An alternative approach, the MG
criterion, developed by Yitzhaki (1982), is based on a function of
Ginr’s mean absolute difference. The approach has the convenience of
the EV approach but does not equate risk with variance.

Yitzhaki (1982) shows that a necessary condition for a distribution
Fi to dominate another, F>, by FSD and SSD is: pgi=pu, and
ur— I 1=pu2—T,, with at least one strict inequality, where T'; is
defined as one-half Gini’s mean difference:

6) Ti=1/2 f f lx — ¥l dFi(x) dFi(y)
which can be written as:

(7) Ti= f Fi)[1— Fi(0]dx

2Binswanger estimated the bounds on risk aversion implied by the choices in the game,
using a utility function with constant partial risk aversion. The partial risk aversion
function P(W, z)=z[u” (W +z)/u’(w+z)], where W=initial wealth, z=gain or loss
from gamble and W+ z=x=total assets after the gamble. P(W, z) is a function of the
absolute risk aversion function of total assets: P(W, z)=zr(W+ z} = zr(x). P measures
aversion to risk as risk is varied, wealth remaining fixed, while the absolute risk aversion
coefficient, r, measures aversion to risk as wealth is varied (Menezes and Hanson 1970).
Bounds on r were estimated from Binswanger’s results using the certainty equivalents at
the points of indifference between two gambles (Bailey 1988).
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If cumulative distributions cross only once, this is a sufficient
condition for SSD; however, examination of the simulated yield data
revealed that many distributions cross more than once.

The same conditions are also derived from Yitzhaki’s development
of an extended Gini inequality index. Yitzhaki (1983) defines the
absolute parametric Gini index of equality for a distribution F defined
over the range [a¢=0, b] as:

(8) 6(v)=fb[l-—F(x)]"dx, v=0=u—I()
0

The least variable distribution is that which maximises the Gini
index of equality &(v). This index is a weighted integration of the arca
under the CDF. A risk-averse decision maker will place more weight on
values in the lower tail than in the upper tail. Changing the value of v
affects the weights attached to the points on the distribution; increasing
vwill increase the weights attached to the lower tails and decrease those
attached to the upper tails. Thus, v can be regarded as a measure of
aversion to inequality: 0=<v<C1 represents aversion to equality, v=1
represents indifference, and v>1 represents inequality aversion
(Yitzhaki 1983). Under the assumption of risk aversity, u”(x)=0, the
necessary condition, for F to dominate F, is 61(v)= 62(v) forall v= 1.
When v=2, this mean—extended Gini criterion is equal to the MG
criterion.

The final approach, the exponential utility moment-generating func-
tion (EUMGEF) approach, leads to a complete ordering of uncertain
choices, according to expected utility. The EUMGF approach was
developed by Hammond (1974) who observed that the negative
exponential utility function yields a simple expression for expected
utility in terms of the moment-generating function (MGF) of the
random variable. The EUMGTF approach leads to a complete ordering
according to EU maximisation and, by varying the absolute risk
aversion coefficient, r, in the exponential utility function, it allows
actions to be ranked under varying degrees of risk aversion.

The use of the EUMGF approach also has its shortcomings. First, it
depends critically on whether the assumption of a negative exponential
utility function 1s an acceptable representation of preferences. The
negative exponential utility function exhibits constant absolute risk
aversion; it has been argued that most individuals exhibit decreasing
absolute risk aversion. Second, Hammond’s approach is restricted to
specified parametric distributions with finite MGFs. A recent develop-
ment of the approach, by Collender and Chalfant (1986), circumvents
this second problem by replacing the parametric MGF with a non-
parametric estimator, the empirical MGF. The selection criterion can
be written:

N
(9) maximise CE=—(1/r)In|N-! X exp(—rXf)]
i=1

where CE is the certainty equivalent, r is the absolute risk aversion
coefficient, and N is the number of observations (X;) in the
distributions.

The EUMGTF criterion represents an attempt to circumvent the
major criticism of stochastic dominance or any other efficiency
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criterion in which genotypes may be inefficient, but inefficient by only
a small degree. It is attractive in that, by ranking genotypes in terms of
their certainty equivalents, it allows one to assess the extent of the
differences in performance of genotypes at different levels of risk
aversion.

Results

Results from applying these various criteria are given in Tables 3 and
4. Within each location, results are more or less consistent across the
alternative approaches to risk analysis. SSD analysis is effective in
considerably reducing the set of genotypes under consideration to five
genotypes in Hyderabad and seven in Gujarat, both of which have
relatively less variable environments than Anantapur which has a
greater frequency of severe droughts and an SSD efficient set of nine
genotypes. TSD is ineffective in reducing the size of the SSD set except
in Anantapur. The EV efficient sets differ by location and contain four
to five genotypes including the lowest yielding, most stable genotype.
These latter genotypes are not found in the SSD sets. The SSD efficient
sets contain a larger number of the most highly ranked (in terms of
mean yield) genotypes than the EV efficient sets, particularly in
Hyderabad and Gujarat. This supports Anderson’s (1974) proposition
that as the environmental scope becomes more restricted, the greater
the chance that only very highly ranked varieties will appear in the SSD
or TSD sets.

The MG criterion exhibits greater discriminatory power than the
SSD and EV criteria. The MG efficient set in Gujarat contains only the
highest yielding genotype and in Hyderabad the two highest yielding
genotypes. In Anantapur, the MG efficient set contains two high-
yielding genotypes plus a lower-yielding, more stable one. The implica-
tions of this greater discriminatory power, in terms of the degree of risk
aversion, are not known exactly. However, the results correspond with
those from the SDWRF analysis for slight to moderate risk aversion
and support Buccola and Subai’s (1974) hypothesis that the MG
criterion represents the preferences of relatively weakly risk-averse
decision makers.

To obtain additional insight into this issue, similar comparisons can
also be made between extended mean-Gini (MEG) efficient genotypes
and those efficient by SDWRF. Extended MG calculations were made
for integer values of v from 3 to 10, and for arbitrarily selected higher
values of v=20, 25 and 50. Selected results are presented in Table 4.
From these results, it is clear that while the MG efficient set (v =2) from
the trial corresponds to the risk intervals, 0=<<r(x)=0-00037 in the
SDWREF analysis, the MEG sets for v=3, 4, 5, 6 correspond to the
set, 0-00037=r=0-00198. At the extreme value of v=350, geno-
type number (GNO) 5 is included and corresponds to interval,
0-00198=r=0-005. The union of all MEG efficient sets for v=
3,4,...,50 corresponds to that from SDWREF for the full range of r.
For Hyderabad, efficient sets from MG analysis and MEG analysis for
values of v=13, 4, ..., 10, contain GNO4 and GNOS corresponding to
SDWREF results for interval 0-00005 < r<<0-00015. Only when v> 10,
does the MEG set include GNO6 and GNOS, representing the higher
risk-averse intervals, r>0-00037.

In Anantapur, from the SDWRF analysis, GNO17 alone dominates
over mild to moderate ranges of absolute risk aversion; from MG and
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TABLE 4
Extended Gini-Efficient Genotypes®

vt Experiment Hyderabad Anantapur Gujarat
2 4 8,4 17,6, 5 8

3 4,18 8, 4 17,6, 5 8, 17

4 4,18 8,4 17,6, 5 8, 17,5

S 4, 18 8,4 17,6, 5 8,17,6,5
6 4, 18 8, 4 17,6, 5 8,17,6,5
7 4,18, 9 8, 4 17,6, 5 8,17,6,5
8 4,18,9 8,4 17,6,5,9 8,17,4,6,5
9 4,18,9 8,4 17,6, 5,9 8,17,4,5
10 4,18,9 8, 4 17,6,5,9 817,4,5
20 4,18, 9 8,4,6,5 n.a.c 8,17, 4
25 4,18,9 8,4,6,5 n.a. n.a.

50 4,18,5,9 8,4,6,5 n.a. n.a.

“Numbers in the table are genotypes (GNO). The procedures for conducting the
extended Gini analysis based on the empirical data are described in detail in Bailey
(1988).

> Exponent on the absolute Gini index of equality.

“Not applicable.

MEG analysis, all values of v=2 appear to represent severe or extreme
risk aversion (r>0-00037). In Gujarat the MG efficient genotype
GNO8 is the dominant genotype when r<<0-00015; a value of v=23
appearsto correspond to intermediate levels of risk aversion, and values
of v=35, 6 correspond to higher risk aversion intervals (r> 0-00037). At
higher values of v, v=9, GNO18 enters the MEG eflicient set; under
SDWREF analysis, GNO18 is always dominated by another genotype.
The end result is that a single value of v cannot be used to evaluate
genotypes for a given level of risk aversion in all locations; different
values of v correspond to different values in the different locations and
there is no way of specifying, ex ante, the degree of risk aversion
represented by a particular value of v.

Somewhat in contrast to these efficiency criteria, the final alternative
discussed is the EUMGF approach. Only the top five ranked genotypes
are presented for each specified level of r [the full range of results is in
Bailey (1988)]. The results generally support those from SDWRF but
also indicate the order in which genotypes enter and leave the efficient
set as the degree of risk aversion increases.

To interpret these results, however, it is important to remember that
the values for r were generated from an experiment by Binswanger. He
finds that when payoffs in the game played with farmers rise to levels
equivalent to agricultural investments (as in the 50 Rupee game from
which the bounds on r used in this analysis are derived), most farmers
have similar pure attitudes toward risk and were largely concentrated
in the moderate and intermediate risk aversion classes (35 per cent and
40 per cent, respectively). Approximately 10 per cent were in the risk-
neutral and risk-preferring classes and 8 per cent were in the severe and
extreme classes (Binswanger 1978, p. A-55).

One could, therefore, argue that 1f any selection of genotypes is to be
made, it should be based on preferences in the intermediate and
moderate risk aversion classes (0-00005 <r<<0-00037). If our decision
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were based on the SDWREF results for the trial only, then GNO4 would
be identified as the preferable genotype. If the location-specific results
from the sample sites are used, then GNO4 would be selected in
Hyderabad, GNO6 in Anantapur, and GNO8 in Gujarat; the more
stable, but lower yielding, genotypes such as GNO5 and GNO9 are
excluded from consideration when attention is focused on the
moderate and intermediate levels of risk aversion. The same con-
clusions would be drawn from the results from EUMGF analysis.

Binswanger’s intervals of risk aversion were, however, determined
by the game, and farmers were classed accordingly; the bounds on r
were not elicited directly from farmers. The rescaling of the values of r
for use in our analysis involved generalisations regarding average area,
price, etc. We have also, inherently, assumed that farmers® attitudes
towards the payoffs in the game are the same as towards actual returns
from a groundnut crop. In short, the bounds on r used in the analysis
must be regarded as more or less arbitrary. An alternative use of the
SDWRF and EUMGF approaches would be to conduct a search over
the intervals of r, sequentially subdividing each interval, to pinpoint
the exact values of r at which the ordering of genotypes changes.
However, it is unlikely that researchers will ever be able to measure
either individuals’ risk preferences or the distribution functions of
outcomes with enough accuracy to make such a search useful. Thus, it
is argued that the results contained here are sufficient to indicate how
the ordering of genotypes changes as risk aversion increases.

Furthermore, care must be taken in interpreting the results of the
EUMGTF approach because it is based on the assumption of constant
absolute risk aversion associated with the negative exponential utility
function. Binswanger (1980, p. 400), however, finds evidence that
suggests farmers have non-linear, risk-averse utility functions which
exhibit increasing partial risk aversion. Zeckhauser and Keeler (1970)
show that utility functions that exhibit constant absolute risk aversion
also display increasing partial risk aversion. Thus, conditions for
increasing partial risk aversion are satisfied by the negative
exponential utility function U(x)= —e &, where x=W-+Z, the
argument of the partial risk aversion function (see footnote 1).
Therefore, the use of the EUMGF approach to order genotypes
according to risk preferences of farmers such as those included in
Binswanger’s study is not inappropriate.

Conclusions

This research was prompted by concerns with the methodology
currently employed in the evaluation of genotype performance under
variable environmental conditions. The traditional approach, as
developed by Finlay and Wilkinson (1963), has been to identify
‘stable’, yet high-yielding varieties, based on the analysis of results
from multi-site multi-season variety testing trials. Such an approach
does not distinguish between the temporal and locational dimensions
of yield variability; farmers are not concerned with how widely
adaptable a genotype is, but with how it will perform given the
environmental conditions prevailing in their area. Second, the
approach does not specify any criteria by which the trade-off between
stability and yield is to be made.



168 AUSTRALIAN JOURNAL OF AGRICULTURAL ECONOMICS DECEMBER

In the alternative approach developed here, the combination of
location-specific weather data with response functions, estimated from
a suitably designed single-site experiment, allows the derivation of
a time series of estimated yield data for different locations. By
incorporating economic concepts of risk efficiency, it becomes possible
to make comparisons of the relative riskiness of varieties in specific
locations.

In evaluating the groundnut genotypes by the criteria used in this
study, two major conclusions can be drawn, neither of which would be
apparent through the plant scientists’ traditional evaluation methods.
First, the inclusion of location-specific meteorological information
leads to different rankings of genotypes than would have been drawn
from the trial results alone. Second, the plant scientists’ approach has
no explicit way of considering different risk preferences. Within each
location, the results from the different risk criteria are quite consistent.
The results, however, are perhaps not that surprising. High-yielding
genotypes are preferred over the moderately risk-averse range, but they
do not dominate at more severe levels of risk aversion. This is a result
that earlier literature also found.

The limitation of the approach described here is that it can only be
used for specific sources of risks, such as weather, for which a long
time-series of data is available. It is unlikely that sufficient historical
data exist to allow other environmental risks, such as pest and disease
incidence, to be analysed in this way. However, varying levels of pest
and disease control, as well as other inputs, could be included as
treatments 1n a single-site trial, and a multivariate response function
estimated. This would enable scientists to make recommendations on
the choice of genotype for specific locations, given the historical
weather conditions and specified levels of pest and disease control and
other inputs. This more complete evaluation would also account for
quality differences as reflected by differences in price for a given
quantity by product.

Perhaps the most important result from the analysis is that the
rankings of genotypes depend crucially on the simulation of yields and,
therefore, on the estimation of the response to relative available water.
That is, despite the fact that many of the translog functions fit quite
well, others did not. This was primarily due to the nature of groundnut
response to early drought and difficulties relating the artificial drought
conditions simulated by the experiment to actual soil moisture in the
regions. The consistency of results within each location suggests that
future research should focus on the improved modelling of agro-
meteorological relationships and not with refining the choice of
selection criteria. Through additional developments in modelling the
factors determining available water and plant yield, one can better
ensure that treatments in trials of the type conducted by ICRISAT
would adequately represent the full range of conditions prevailing in
the locations of interest. Classification of crop environments in terms
of independent meteorological and other environmental factors would
assist in the extrapolation of results from a suitably designed single-site
trial.
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