
 
 

Give to AgEcon Search 

 
 

 

The World’s Largest Open Access Agricultural & Applied Economics Digital Library 
 

 
 

This document is discoverable and free to researchers across the 
globe due to the work of AgEcon Search. 

 
 
 

Help ensure our sustainability. 
 

 
 
 
 
 
 
 

AgEcon Search 
http://ageconsearch.umn.edu 

aesearch@umn.edu 
 
 
 

 
 
 
 
 
 
Papers downloaded from AgEcon Search may be used for non-commercial purposes and personal study only. 
No other use, including posting to another Internet site, is permitted without permission from the copyright 
owner (not AgEcon Search), or as allowed under the provisions of Fair Use, U.S. Copyright Act, Title 17 U.S.C. 

https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
https://makingagift.umn.edu/give/yourgift.html?&cart=2313
http://ageconsearch.umn.edu/
mailto:aesearch@umn.edu


The Stata Journal

Editors

H. Joseph Newton

Department of Statistics

Texas A&M University

College Station, Texas

editors@stata-journal.com

Nicholas J. Cox

Department of Geography

Durham University

Durham, UK

editors@stata-journal.com

Associate Editors

Christopher F. Baum, Boston College

Nathaniel Beck, New York University

Rino Bellocco, Karolinska Institutet, Sweden, and

University of Milano-Bicocca, Italy

Maarten L. Buis, WZB, Germany

A. Colin Cameron, University of California–Davis

Mario A. Cleves, University of Arkansas for

Medical Sciences

William D. Dupont, Vanderbilt University

Philip Ender, University of California–Los Angeles

David Epstein, Columbia University

Allan Gregory, Queen’s University

James Hardin, University of South Carolina

Ben Jann, University of Bern, Switzerland

Stephen Jenkins, London School of Economics and

Political Science

Ulrich Kohler, WZB, Germany

Frauke Kreuter, Univ. of Maryland–College Park

Peter A. Lachenbruch, Oregon State University

Jens Lauritsen, Odense University Hospital

Stanley Lemeshow, Ohio State University

J. Scott Long, Indiana University

Roger Newson, Imperial College, London

Austin Nichols, Urban Institute, Washington DC

Marcello Pagano, Harvard School of Public Health

Sophia Rabe-Hesketh, Univ. of California–Berkeley

J. Patrick Royston, MRC Clinical Trials Unit,

London

Philip Ryan, University of Adelaide

Mark E. Schaffer, Heriot-Watt Univ., Edinburgh

Jeroen Weesie, Utrecht University

Nicholas J. G. Winter, University of Virginia

Jeffrey Wooldridge, Michigan State University

Stata Press Editorial Manager

Lisa Gilmore

Stata Press Copy Editors

David Culwell and Deirdre Skaggs

The Stata Journal publishes reviewed papers together with shorter notes or comments, regular columns, book

reviews, and other material of interest to Stata users. Examples of the types of papers include 1) expository

papers that link the use of Stata commands or programs to associated principles, such as those that will serve

as tutorials for users first encountering a new field of statistics or a major new technique; 2) papers that go

“beyond the Stata manual” in explaining key features or uses of Stata that are of interest to intermediate

or advanced users of Stata; 3) papers that discuss new commands or Stata programs of interest either to

a wide spectrum of users (e.g., in data management or graphics) or to some large segment of Stata users

(e.g., in survey statistics, survival analysis, panel analysis, or limited dependent variable modeling); 4) papers

analyzing the statistical properties of new or existing estimators and tests in Stata; 5) papers that could

be of interest or usefulness to researchers, especially in fields that are of practical importance but are not

often included in texts or other journals, such as the use of Stata in managing datasets, especially large

datasets, with advice from hard-won experience; and 6) papers of interest to those who teach, including Stata

with topics such as extended examples of techniques and interpretation of results, simulations of statistical

concepts, and overviews of subject areas.

The Stata Journal is indexed and abstracted by CompuMath Citation Index, Current Contents/Social and Behav-

ioral Sciences, RePEc: Research Papers in Economics, Science Citation Index Expanded (also known as SciSearch,

Scopus, and Social Sciences Citation Index.

For more information on the Stata Journal, including information for authors, see the webpage

http://www.stata-journal.com

http://www.stata-journal.com


Subscriptions are available from StataCorp, 4905 Lakeway Drive, College Station, Texas 77845, telephone

979-696-4600 or 800-STATA-PC, fax 979-696-4601, or online at

http://www.stata.com/bookstore/sj.html

Subscription rates listed below include both a printed and an electronic copy unless otherwise mentioned.

U.S. and Canada Elsewhere

1-year subscription $ 79 1-year subscription $115

2-year subscription $155 2-year subscription $225

3-year subscription $225 3-year subscription $329

3-year subscription (electronic only) $210 3-year subscription (electronic only) $210

1-year student subscription $ 48 1-year student subscription $ 79

1-year university library subscription $ 99 1-year university library subscription $135

2-year university library subscription $195 2-year university library subscription $265

3-year university library subscription $289 3-year university library subscription $395

1-year institutional subscription $225 1-year institutional subscription $259

2-year institutional subscription $445 2-year institutional subscription $510

3-year institutional subscription $650 3-year institutional subscription $750

Back issues of the Stata Journal may be ordered online at

http://www.stata.com/bookstore/sjj.html

Individual articles three or more years old may be accessed online without charge. More recent articles may

be ordered online.

http://www.stata-journal.com/archives.html

The Stata Journal is published quarterly by the Stata Press, College Station, Texas, USA.

Address changes should be sent to the Stata Journal, StataCorp, 4905 Lakeway Drive, College Station, TX

77845, USA, or emailed to sj@stata.com.

®

Copyright c© 2012 by StataCorp LP

Copyright Statement: The Stata Journal and the contents of the supporting files (programs, datasets, and

help files) are copyright c© by StataCorp LP. The contents of the supporting files (programs, datasets, and

help files) may be copied or reproduced by any means whatsoever, in whole or in part, as long as any copy

or reproduction includes attribution to both (1) the author and (2) the Stata Journal.

The articles appearing in the Stata Journal may be copied or reproduced as printed copies, in whole or in part,

as long as any copy or reproduction includes attribution to both (1) the author and (2) the Stata Journal.

Written permission must be obtained from StataCorp if you wish to make electronic copies of the insertions.

This precludes placing electronic copies of the Stata Journal, in whole or in part, on publicly accessible websites,

fileservers, or other locations where the copy may be accessed by anyone other than the subscriber.

Users of any of the software, ideas, data, or other materials published in the Stata Journal or the supporting

files understand that such use is made without warranty of any kind, by either the Stata Journal, the author,

or StataCorp. In particular, there is no warranty of fitness of purpose or merchantability, nor for special,

incidental, or consequential damages such as loss of profits. The purpose of the Stata Journal is to promote

free communication among Stata users.

The Stata Journal, electronic version (ISSN 1536-8734) is a publication of Stata Press. Stata, , Stata

Press, Mata, , and NetCourse are registered trademarks of StataCorp LP.

http://www.stata.com/bookstore/sj.html
http://www.stata.com/bookstore/sjj.html
http://www.stata-journal.com/archives.html


The Stata Journal (2012)
12, Number 3, pp. 543–548

Kernel-smoothed cumulative distribution
function estimation with akdensity

Philippe Van Kerm
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Abstract. In this article, I describe estimation of the kernel-smoothed cumulative
distribution function with the user-written package akdensity, with formulas and
an example.

Keywords: st0037 3, akdensity, smoothed cumulative distribution function, kernel
functions

1 Introduction

akdensity is a user-written Stata package for (univariate) density estimation using
adaptive kernel methods (Van Kerm 2003). Here I describe the recently added func-
tionality for estimation of kernel-smoothed cumulative distribution functions in addition
to density functions. I provide the syntax, formulas, and an example for akdensity’s
new option cdf(newvar), available in the latest software update.1

2 Methods and formulas

The adaptive kernel density estimate computed by akdensity is given by

f̂(x) =
1∑ n

i=1wi

n∑
i=1

wi

hi
K

(
x− xi

hi

)
where the xi’s are data points (associated with sample weights wi), K is a kernel
function, and hi = h×λi, where h is a global bandwidth parameter and λi is a bandwidth
adaptation factor proportional to the square root of the density of the data at each
sample point (Van Kerm 2003).

The corresponding kernel-smoothed cumulative distribution function (CDF) estimate
is given by

F̂ (x) =
∫ x

−∞
f̂(v)dv

=
1∑ n

i=1wi

n∑
i=1

wiI

(
x− xi

hi

)
1. The latest version of the akdensity package is 4.2 (of 2010 November 18). Stata 7.0 or later is

required.
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where I is the integral of the kernel function K

I(x) =
∫ x

−∞
K(v)dv

(see, for example, Yamato [1973], Azzalini [1981], Reiss [1981], Kulczycki and Dawid-
owicz [1999], or Li and Racine [2006]).

For a Gaussian kernel, K(z) = φ(z) and I(z) = Φ(z), where φ and Φ are the
Gaussian probability density functions (PDF) and CDF, respectively. For Epanechnikov
kernel functions,

K(x) =
{ 3

4
√

5

(
1 − 1

5z
2
)

if |z| < √
5

0 otherwise

I(z) =

⎧⎨⎩
0 if z < −√

5
1
2 + 3

4
√

5
(z − 1

15z
3) if |z| < √

5
1 if z >

√
5

or, for the “alternative” Epanechnikov kernel,

K(x) =
{

3
4 (1 − z2) if |z| < 1
0 otherwise

I(z) =

⎧⎨⎩
0 if z < −1
1
2 + 3

4 (z − 1
3z

3) if |z| < 1
1 if z > 1

3 The akdensity command

3.1 Syntax

The syntax for akdensity follows the official kdensity syntax:

akdensity varname
[
if
] [

in
] [

weight
] [

, noadaptive stdbands(#)

cdf(newvar) kdensity options
]

fweights and aweights are allowed; see [U] 11.1.6 weight.

3.2 Options

noadaptive can be specified to obtain the standard fixed bandwidth kernel density
estimate. The resulting density is as produced by kdensity. This may be used to
obtain variability bands around the fixed kernel density estimates or kernel-smoothed
CDF estimates with fixed bandwidth.

stdbands(#) requests the estimation of variability bands and specifies the number of
standard errors above and below the estimates to be used (a positive number). If the
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generate() option is specified, the estimated bands are stored in two new variables:
newvar density up and newvar density lo. See Van Kerm (2003) for details.

cdf(newvar) is a new option and requests estimation of the kernel-smoothed CDF in ad-
dition to the density function. Both function estimates are based on identical (adap-
tive) bandwidth and kernel function specifications. CDF estimates for each point on
the grid specified by the at() or n() option are stored in newvar. If stdbands()
is specified, estimates of pointwise variability bands for F̂ are also constructed and
stored in variables newvar lo and newvar up.2

kdensity options are the official kdensity options, with the exception of kernel(kernel),
which here only accepts three possible kernel functions (epanechnikov, epan2, or
gaussian); see [R] kdensity.3

4 The akdensity0 command

4.1 Syntax

The syntax for the companion command akdensity0 is

akdensity0 varname
[
if
] [

in
] [

weight
]
, bwidth(# | varname)

generate(newvar) at(var x)
[
stdbands(#) cdf(newvar) lambda(newvar)

kernel(kernel) double
]

fweights and aweights are allowed; see [U] 11.1.6 weight.

4.2 Options

bwidth(# | varname), generate(newvar), and at(var x) are required. These options
are as in kdensity; see [R] kdensity. Note, however, that the bwidth() option can
here be either a scalar or a variable name containing observation-specific bandwidths.
Also generate() must specify a single new variable name to store the estimated
value of the density function at the grid points.

stdbands(#), cdf(newvar), and kernel(kernel); see Options for akdensity above.

lambda(newvar) requests the estimation of local bandwidth factors based on the esti-
mated density function and specifies a new variable name where these values are to
be stored.

2. These variability bands are constructed for consistency with PDF bands as bF (x)± b×V { bF (x)}0.5

with V { bF (x)} = {P n
i=1

w2
i /(

P n
i=1

wi)
2}[ bF (x){1 − bF (x)} − bf(x)hλ(x)α(K)], where α(K) is a

kernel-specific constant (Van Kerm 2003; Li and Racine 2006).
3. akdensity options have been updated to conform to Stata 11 syntax. The command remains

backward-compatible with earlier releases, though some options have become undocumented.
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double requests the use of double precision in the estimation of the density functions
and standard error bands.

5 Example

The following example illustrates akdensity’s cdf() option by using the coral trout
length data used in Van Kerm (2003).

. use trocolen

First, cdf() is used with the default bandwidth selected by akdensity. The first
plot (top panel in figure 1, below) illustrates the resulting estimates of both the PDF

and CDF estimates along with the empirical CDF estimate.

. generate to = - 0.05

. local spikes "(dropline to length, msymbol(none) yaxis(2))"

. local gropts `spikes´, scheme(s1mono) legend(off)
> yscale(range(-0.0005 0.008) axis(1)) ylabel(0(.002)0.008, axis(1))
> xtitle("Coral trout length (in mm.)")
> ytitle("Adaptive kernel PDF estimate", axis(1))
> ytitle("Adaptive kernel CDF estimate", axis(2))

. range x 200 600 100
(216 missing values generated)

. label var x "Length"

. akdensity length, nograph generate(fx) at(x) cdf(Fx)
Two-stage adaptive kernel density estimation
Step 1: Pilot density and local bandwidth factors estimation
Step 2: Adaptive kernel density estimation

. cumul length, generate(ecdf)

. twoway (line fx x) (line Fx x, yaxis(2)) (line ecdf length, connect(stairstep)
> sort yaxis(2)) `gropts´

Note that preference over bandwidth size may differ according to focus on smoothing
the PDF or the CDF. For consistency, however, akdensity will estimate both PDF and
CDF using identical bandwidths. The second plot (bottom panel in figure 1) illustrates
PDF and CDF estimates with a smaller bandwidth.

. akdensity length, nograph generate(fx2) at(x) cdf(Fx2) bwidth(10)
Two-stage adaptive kernel density estimation
Step 1: Pilot density and local bandwidth factors estimation
Step 2: Adaptive kernel density estimation

. twoway (line fx2 x) (line Fx2 x, yaxis(2))
> (line ecdf length, connect(stairstep) sort yaxis(2)) `gropts´
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(a) Default bandwidth
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(b) Bandwidth set to 10 mm.

Figure 1. Adaptive kernel PDF and CDF estimates and empirical CDF



548 Kernel-smoothed cumulative distribution function estimation

6 Acknowledgments

Implementation of the new cdf() option and preparation of this article was financially
supported by the World Bank Knowledge for Change Program (KCP II-TF094570). Sup-
port from the Luxembourg FNR is also gratefully acknowledged (FNR/06/15/08).

7 References
Azzalini, A. 1981. A note on the estimation of a distribution function and quantiles by

a kernel method. Biometrika 68: 326–328.

Kulczycki, P., and A. L. Dawidowicz. 1999. Kernel estimator of quantile. Universitatis
Iagellonicae Acta Mathematica 37: 325–336.

Li, Q., and J. S. Racine. 2006. Nonparametric Econometrics: Theory and Practice.
Princeton, NJ: Princeton University Press.

Reiss, R.-D. 1981. Nonparametric estimation of smooth distribution functions. Scandi-
navian Journal of Statistics 8: 116–119.

Van Kerm, P. 2003. Adaptive kernel density estimation. Stata Journal 3: 148–156.

Yamato, H. 1973. Uniform convergence of an estimator of a distribution function.
Bulletin of Mathematical Statistics 15: 69–78.

About the author

Philippe Van Kerm is a research economist at CEPS/INSTEAD (G.-D. Luxembourg). His
research focuses on applied microeconometrics, with particular interest in income distribution
issues.


