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THE nature of quantitative research in agricultural economics has completely changed during the last ten or twenty years. Admittedly the conventional methods like budgeting or time series analysis of the simplest kind have kept their place and their meaning. But they have been supplemented by a number of more refined methods of which the application requires at least some basic knowledge of mathematics and of mathematical statistics. The application of these methods has increased so rapidly during the last decade that in many cases it is not possible to recognize from the title of a paper which of the modern methods has been used or whether one of them has been used at all. At least some of the standard procedures of modern methods have become common tools, of which the application is no longer subject to methodological discussion. It is impossible to give a complete bibliography of the quantitative work which has been done; I can only try to show some of the basic lines of development, mainly in the fields of production and supply analysis. In these fields the rapid increase in the use of mathematical and mathematical statistical methods in the last decade has been mainly due to the following factors:

(1) The discovery of the mathematical core of the theory of economic equilibrium.

(2) The rapid improvement of computers which made possible the solution of numerical problems which nobody would have dared to consider fifteen years ago.

Production function Analysis

The mathematical core of the equilibrium theory was formulated by Walras, Jevons, Menger, and others at the end of the nineteenth century. Production function analysis is based on the mathematical formulation of the theory of the firm as it was developed in their work. Although production function analysis has lost importance for
the formation of decision models on the micro-economic level with the development of more powerful calculation methods like linear programming, considerable work has been devoted to its application even in very recent years. However, the range of application has changed. The tool which was developed originally to formulate decision models has been changed into a tool for determining input–output relations between factors. Here two fields of application can be distinguished: (1) the establishment of input–output relations from farm data, (2) the establishment of input–output relations from experiments.

*Production function from cross-section data*. The derivation of production-functions from cross-section data encounters mainly three problems:

1. The choice of the function and the way a chosen function is to be estimated.
2. Selecting a meaningful disaggregation of inputs, in other words, the choice of the variables and the problems arising from multicollinearity.¹
3. The problem of inter-farm and intra-farm relationships.

Almost none of these problems has been satisfactorily solved. For the estimation of the function, the ordinary least squares method is applied in most cases, although recent discussion indicates that the selection of the estimation procedure has considerable influence on the bias and the stability of the function and that probably no single estimation procedure is satisfactory in all circumstances.²

The choice of function and the choice of variables are usually governed by the statistical possibilities rather than by the technical conditions of the production process analysed. When a Cobb–Douglas function is fitted, this is more likely to be done not so much because one can expect the input–output relation to be of that kind as because the application of this function simplifies the calculation procedure. However, the principal problem is that of inter-farm and intra-farm relationship. The danger of arriving at a ‘hybrid production function’ is well known to everybody who has worked in this field.


It can be eliminated or at least reduced by certain statistical techniques, which I am not going to discuss here.\textsuperscript{1}

However, the admission that each farm operates on its own production function, of which the shape or at least the coefficients are influenced by management factors, calls in question the suitability of the whole concept for the purpose of deriving input–output relationships to be used in construction of decision models on the individual farm basis. The determination of useful functions requires the measurement of managerial abilities in terms which can be applied to the individual farm. Much effort has been invested in the attempt to isolate the managerial factor.\textsuperscript{2} The results of these investigations show that the managerial factor is of such a complex structure that it seems impossible to express it in measurable units in such a way that it can be handled as an independent variable, like the capital or labour input, in production function analysis. The conclusion is: The determination of input–output relationships as a basis for individual decision models is not the field of application for production functions derived from cross-section data.

However, if this type of analysis is used as a method of farm comparison, it may well help to formulate an adequate agricultural policy which aims at the improvement of farm organization and farm income. It does not aim, then, at the determination of a more or less elegant-looking production function, but it may well give valuable insights into the possible effects of an investment policy, of a change
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in size structure, of an improvement of education, of information programmes, of a change in the system of values of farmers, &c.

In most cases regression analysis is applied for this purpose. Some researchers very recently have used factor analysis also.¹

Production-functions from experiments. The derivation of production function from experiments encounters mainly three problems:

(1) The choice of the function.
(2) The instability of other uncontrolled input data such as moisture and temperature.
(3) The problem of transmission of results gained from experiments to practical farming.

The choice of the function should be determined by the nature of the technical relations which are involved on the one hand, and by the goodness of the fit on the other. The first requirement limits the application of production-function analysis more or less strictly to the crop sector. The choice of the function does not create serious problems here. Several functions with one or more independent variables (Spillman, Mitscherlich, Cobb-Douglas, quadratic square root transcendental), which describe the general relation between inputs of fertilizer, water, &c., and output per land unit have been developed. The choice between these functions is governed by the goodness of the fit. The recent work, therefore, is mainly concerned with the problems of the instability of uncontrolled input data like weather and the transmission of the results from experiments to practical farming. The necessary information on how fertilizer


response differs with different conditions of the uncontrolled factors requires a considerable increase in the number of experiments.¹

However, the consideration of the uncontrolled input factors is not only a question of a sufficient number of experiments. Two further problems are involved: (1) the expression of the uncontrolled input factors as independent variables in the estimation equation, (2) the determination of the probability distribution of the quantitative value of these variables.

From a purely theoretical point of view a possible solution of these problems might be described as follows: (1) the construction of an index of uncontrolled input factors, which meets the problems of critical seasons, of relation between moisture and temperature, &c., (2) the establishment of a production function which includes these indices as independent variables, (3) the calculation of a (joint) probability function for the value of the index (indices).

The optimum input is then determined by selecting the optimum input rate for each value of the index of uncontrolled input factors within a given level of probability of occurrence for a given time period and summing up the returns for each input rate of all index values multiplied by the probability of occurrence.

Under simple conditions, under which the coefficients of controlled inputs are influenced mainly by the variability of one uncontrolled input factor (e.g. rainfall) this procedure has been followed successfully.² However, it is doubtful whether its application can be extended if two or more uncontrolled factors occur. The construction of a weather index under conditions in which temperature and rainfall are unstable factors, of which the level in different critical seasons influences the relations between output and controlled input, is a difficult problem which has not yet been solved. In these cases the optimum rate of input of controlled factors has to be determined directly from the observed production functions of a given observation period. The determination of the optimum input rate becomes a ‘Game against nature’, in which the chances of profit and loss at least for extreme input rates are widely unknown.³

Furthermore, it is very likely that not only the coefficients of a

selected function but the choice of the function itself is influenced by various levels of uncontrolled input factors. The question arises, therefore, whether it is worth while to derive a production function under these conditions for the preparation of decisions on the micro-economic level.

The point estimates, which are needed for decision models of the linear programming type, could be taken directly from experiments. Each amount of input could be associated with a certain range of output observed in the experiments. Mathematical elegance certainly will be missed in this procedure. However, it does not pretend accuracy and certainty where the situation is characterized by inaccuracy and uncertainty.

**Decision Models on the Micro-Economic Level**

Within the restrictions mentioned in the introduction, linear programming procedures are the most frequently used methods for the formulation of decision models on the micro-economic level. In most cases the standard simplex procedure with 'fixed' input–output coefficients and given capacities is applied. This model has static character and assumes perfect knowledge of future prices and of input–output relations. But there is growing evidence that model builders, and users of models, are aware that farm planning is essentially planning under 'non-certainty', and that many of the decision problems are dynamic in character.

In order to meet the implications arising from the absence of certainty, Knight's distinction of risk and uncertainty seems useful. The practical difference between the two categories is that in the former the distribution of the outcome in a group of instances is known (either through calculation, *a priori*, or from statistics of past experiences), while in the case of uncertainty this is not true, the reason being, in general, that it is impossible to form a group of instances because the situation dealt with is in a high degree unique. In short: *risk* is used for the measurable non-certainty while *uncertainty* is defined as non-measurable non-certainty. In addition to these categories the concept of *subjective uncertainty* might be useful, by which the opinion of the decision maker as to the probability of the occurrence of a future event is taken into account.

The income variability from a risk situation can be calculated by stochastic programming models.\(^1\)

In order to overcome the implications arising from uncertainty for the formulation of the optimum plan, Renborg has introduced the distinction between stable and unstable elements of the farm plan.\(^2\) The stable elements are defined as the activities or, more precisely, as the levels of activities which remain in the optimum plan over the whole range of variation of the factors of which the precise numerical value is unknown. The unstable elements are the activities or the level of the activities which are included in the optimum plan only if certain constellations of the uncertain numerical values occur. Of course, there is no clear distinction between the two kinds of element since any level of stability is possible. However, empirical investigations show that this definition gives valuable insight into what the long run optimum plan of a farm would be under unstable conditions.\(^3\) Renborg separates the stable and unstable factors by an historical test in asking what would have been the optimum plan for a given farm in past years. This includes the assumption that economic history is a repeating process. Since at least some trend movement is contained in the change of economic events the results of this procedure are questionable. However, it seems possible to combine the stability test with price forecasting.

The calculation of income variability by stochastic models or the separation of stable and unstable factors might be described as a passive approach to non-certainty.\(^4\) In order to make allowance for different levels of risk aversion this approach must be combined with the theory of choice. Such theories have been developed by Wald, Savage, Laplace, Simon, Shackle, and others.\(^5\)


The combination of choice theory with optimum calculation can be shortly described as follows. A pay-off matrix can be constructed from the optimal plans calculated with price simulation within a certain range, treating at least the most important input–output coefficients as stochastic variables. Such a pay-off matrix makes possible the choice of the optimum plan related to a given attitude to risk. Since non-certainty always contains a certain amount of ‘subjective uncertainty’ and since his attitude to risk is usually unknown to the decision-maker himself the result is that the farmer should be confronted with a number of optimum plans under assumptions differing within a certain range.

The possibility of calculating a number of optimum plans for the most likely ‘environment’ of the farm and of confronting the farmer with the consequences of his possible choices seems to be the most promising approach for the use of decision models on the micro-economic level. Some encouraging work has been done. However, most of the published papers deal with only one aspect of non-certainty. A model remains to be constructed which combines the technical input–output coefficients subject to risk with price expectations subject to uncertainty. The construction of such models would create no methodological or theoretical problems but numerical problems, arising from storage problems and rounding errors during the calculation of the optimum plan. If one can call the attempts to overcome the implications arising from non-certainty one of the front lines of quantitative research at the micro-economic level on the production side the attempts to dynamize static models in order to solve investment problems must be called a second front line. The conceptual and analytical aspects have been explored by Bellman, Arrow, Karlin, and others. The problem of finding an effective algorithm for a characteristic functional equation such as

\[
\begin{align*}
    f_{n+1}(p) &= \max \left[ g(p, q) + f_n(T(p, q)) \right] \\
\end{align*}
\]

remains to be solved. The solution is mainly a question of storage.

Bellmann describes the problem as follows:

If \( p \) is a point in an \( n \) dimensional space \( (p = p_1, p_2, \ldots, p_n) \) we face the


problem of storing three functions of $N$ variables, $f_n(p), f_{n+1}(p)$ and $g_n(p)$, the maximizing value of $g$ in (1), when we turn to this formula as a computational algorithm. Proceeding in direct fashion, which is to say storing a function as the set of values it assumes, we see that if each component is allowed $k$ different values, then a total of $3 \times k^N$ values must be stored to determine the function $f_n(p)$ in sequence starting with

$$f_1(p) = \max g(p, q)$$

(2)

The storage problem becomes even more complicated if one has to handle risk and uncertainty which are usually included in investment problems. Bellman\(^1\) supposes that some progress can be made by approximation in function space, in policy space, and in structure space. However, very little has been done so far. Furthermore, in order to approach the structure of the real world the calculation model has not to be only dynamic but integer also for the solution of investment problems on the farm level, since it is not practicable to build a stable for one cow in the year $t$ and for the second cow in the year $t+1$.

Although intensive research is under way in many places in the world, no solution which is satisfactory from the methodological point of view as well as in application has become known to the author. A few attempts at using integer programmes for the solution of farm problems have been made.\(^2\) The first approaches to the use of dynamic models for the solution of simple problems have also been published.\(^3\) The problems of combining dynamic and integer programming have not yet been solved. At least no solution is known to the author. As long as these problems remain unsolved, researchers who are confronted with investment problems will have to use such pragmatic approaches as parametric programming in combination with the comparison of different optimum programmes.

In spite of a number of problems remaining unsolved considerable progress has been made in applying quantitative methods on the micro-economic level. One might say, we have arrived at the beginning of a period in which the newly developed tools will be available to facilitate decision making even at the farm level. Two ways

\(^1\) R. Bellman, 'Some Directions in Dynamic Programming', op. cit.
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of making modern achievement available to farmers can be recognized:

(1) The simplification of the calculation procedure by making available programme planning methods which can be handled with desk calculators at least by advisors.

(2) The extension of the calculation procedures, in the way described in this paper, and division of labour between advisers, farmers, and a regional computing centre.

Problems of Application on the Aggregate Level

Modern quantitative methods have been applied on the aggregate level of the production side in supply analysis, in regional analysis, in projections, and in formulating decision models for policy purposes. Among these fields, supply analysis undoubtedly is the key problem since the problems in the other fields cannot be solved without adequate knowledge of the supply functions.

Supply analysis. In spite of much effort the problem of measuring the quantitative effect of a change of prices on production has not been solved yet. Bucholz, Judge, and West recently published 'A Summary of Selected Estimated Behaviour Relationships for Agricultural Products in the United states'.

Looking at the examples presented, which could easily be extended by examples from other countries one is inclined to say that, with some notable exceptions, most of the work is measurement without a sufficient theoretical background. Far from being solved the main problems are often rather ignored than attacked.

The aggregation problem. Admittedly, macro-economic supply functions are generally based upon the assumption that supply is homogeneous of zero order with respect to prices; that is to say, supply is subject to changes of price relations and not of prices. The specific form of the supply function, however, is almost always arbitrarily selected.

The determination of the shape of the supply curve is a problem of aggregation. The following ways have been proposed to solve it:

(1) Direct deduction of empirical aggregate supply functions from the individual functions of which they consist. This is impossible in general owing to the lack of suitable observations.

(2) Deriving supply functions from marginal cost curves. The marginal cost curves are either determined by cross-section analysis\(^1\) or they are derived from a representative programming model.\(^2\)

These supply functions have the following qualities:

(1) They have normative character and are the equivalent of empirical functions only if economic principles are properly observed and the optimum output is reached at each price.

(2) The supply functions are short-run curves. That is to say, in accordance with the assumptions of the economic models used they are valid only if the amount of quasi-fixed production factors is independent of changes in the price relations.

(3) The aggregate supply function can only be directly derived from the average or representative firm if the firms in the various groups are absolutely homogeneous with regard to the data, which determine the parameters of the marginal cost function.

Since the condition under (3) does not usually occur in the real world, the variance of the variables which determine the individual marginal cost curves has to be taken into account in order to derive the normative aggregate supply curve. This requires, in general, a laborious computational process in which the shape of the individual marginal cost curves, and the distribution function of the factors which determine marginal costs at a given output per farm, have to be taken into account. For special cases, however, considerable simplification is possible.

Figure 1 indicates that, under neo-classical assumptions, the shape
of the aggregate supply function corresponds to the shape of the individual functions from which it is derived if no new firm is entering the market and if a further increase of production is possible in every firm which has already entered the market.

Furthermore, Day has proved that linear programming models require the following assumptions about the aggregates:

1. Proportional variation in the constraint vectors (including fixed, quasi-fixed, behavioural and policy bounds).

---

(2) Proportional variation of net return expectations (including proportional variation of input–output relations and price expectations).

Since allowance for these assumptions permits about as much freedom in stratification as is enjoyed by ‘men in a chain gang (who) are not altogether constrained since they can wiggle their toes at will’ \(^1\) it seems necessary in order to meet these assumptions, at least, that farms will need to be stratified into much smaller aggregates than they are now.

*The problem of the use of quasi-fixed factors.* In most cases regression analysis or other related methods form the core of the econometric models which have been evolved for supply analysis. It is assumed in that case that: (a) changes in supply which are due to price changes are reversible and that (b) the price supply function is a continuously rising function.

However, Cassels stated as early as 1933 in his famous paper ‘The Nature of Statistical Supply Curves’:

Capital once fixed in a specialized form cannot quickly be withdrawn, and entrepreneurs committed to a particular line of production will commonly continue to produce even when the price they receive does little more than cover the direct costs of operation. If the producers have alternative products to which they can turn, or if they are sufficiently conscious of their common interests to restrain production ‘for fear of spoiling the market’, the supply will be more sensitive to price declines but even in these circumstances there is no reason to suppose that the process of contraction will be an exact reversal of the process of expansion. It seems to me, therefore, that each supply curve must be regarded as relating to an established level of output and should be recognized to have two distinct parts, one representing expansion beyond that output and the other representing contraction below it.\(^2\)

In other words: If quasi-fixed factors form part of the input, the supply function is irreversible in the sense that a given constellation of parameters, which cause an increase in production, do not cause an equal decrease of production when effective in the opposite direction with the same intensity. Using regression analysis one has to distinguish between the effect of an increase of prices on supply and the effect of a decrease of prices on supply.\(^3\)

---

1 R. H. Day, op. cit.
The Problem of the uncertainty of price expectations. The problem of the uncertainty of price expectations originates in the time necessary for production. It is evident that farmers are influenced in their decisions not by the price at the beginning of the production period, but by the price expectations for the end of it.

As regards empirical analysis in this connexion there now arises the problem of finding the price which determines the decisions of farmers. There exist three different methods for the determination of this price.

1. The extrapolative expectation model. This represents the most common approach in agricultural supply analysis. It is founded upon the assumption that expectational variables can be directly identified with some past actual value of these variables for instance:

\[ P^*_{t} = P_{t-1} \]  

or

\[ P^*_{t} = P_{t-1} + \alpha(P_{t-1} - P_{t-2}) \]

2. The adaptive expectation model. In the extrapolative model the values of the variables for the year \( t \) are derived from the values of these variables during the past one or two years. In the adaptive model, however, the value of the variables are derived from a weighted mean of all prices of the past. According to the adaptive model, expectations are revised periodically by some portion of the error between expectations of the last periods and what actually occurred.

\[ P^*_{t} - P^*_{t-1} = \beta(P_{t-1} - P^*_{t-1}) \]

It can be shown that this model leads to a representation of the expected price as the geometrically weighted moving average of past prices. Muth has shown that adaptive expectations are optimal, in the sense of being good forecasts, only if the time series to be forecasted is the result of two kinds of random components, one lasting a single period and the other lasting through all the subsequent time periods. Since this condition is generally not fulfilled, Muth proposes an estimation model, which he calls 'the rational expectation hypothesis'.

---


2 The problems of estimation of \( \beta \) are broadly discussed in Marc Nerlove, 'Distributed Lags and Demand Analysis; U.S. Department of Agriculture', Agricultural Handbook no. 141, 1958.

(3) The rational expectations hypothesis. The rational expectations hypothesis is that 'expectations, being informed predictions of future events, are essentially the same as the prediction of the relevant economic theory'. The rational expectations hypothesis has faced the test of application only to a very limited extent. Attractive as its application is from the point of view of economic theory, the determination of the coefficients of expectation in the individual case is difficult, unless the rational expectations hypothesis coincides with the adaptive or extrapolative hypothesis.

The problem of the influence of uncontrolled input factors. From the existence of uncontrolled input factors such as weather or diseases result two problems in supply analysis:

1. The existence of risk, which may influence farmers' decisions in a way similar to the way uncertain price expectations do.
2. The existence of a causal relationship between the value of these inputs in a given year and the output (yield, acreage, yield and acreage).

While the first difficulty can be easily overcome by using averages or estimation models similar to those mentioned in the foregoing section the solution of the second requires measurement of these inputs in units which make it possible to use them as independent variables in estimation equations. Several attempts have been made. They use either a special weather index, like, e.g. Stallings, or they take into consideration rainfall or temperature in certain critical seasons.¹

The problem of technological change. The problem arising from changes in technology are similar in nature to the problems arising from the existence of uncontrolled input factors. Their solution requires the measurement of technological changes in units which can be used as independent variables in estimation equations. Several attempts have been made to isolate the effect of technological progress.²


In most of these investigations technological progress is treated as a more or less homogeneous factor. However, for the purposes of supply analysis it seems useful to distinguish between:

(a) **Biologically technical progress.** This is a kind of progress through which primarily the yield per ha. or the yield per animal (kg. milk per cow, number of eggs per hen, &c.) is increased. Its introduction is generally connected with the use of new varieties, new breeds or new animals of the same stock. Biological technical progress is usually taken into account by introducing a trend variable into the estimation equation.

(b) **Mechanically technical progress.** Primarily this kind of progress renders possible an increase in labour productivity at a given or reduced yield per ha. or per animal. This progress is usually effected by the introduction of new machines or by the improvement of buildings. Thus, it is usually accompanied by an increased investment in quasi-fixed production factors. Therefore it cannot be handled in the conventional estimation models.

The following conclusion can be derived from the existence of quasi-fixed factors, of uncertainty of price expectation and of technological change. There exist non-price factors which are difficult to measure but which have a specific influence on the change of output. Their influence can be taken into account by introducing the level of output of one or more of the preceding years as an independent variable in the estimation model.

**Recursive programming.** On this idea the application of recursive programming is based. Recursive programming may be described as an attempted synthesis of linear programming analysis and time-series analysis. It rests on the specification of flexibility constraints, which specify that only a limited change from the production of the preceding year can be expected. The fact that production response is, or might be, irreversible in the sense mentioned above, could be considered by introducing lower and upper limits of change or flexibility coefficients separately for an increase and for a decrease of output. If one combines the recursive programming model with one

---


of the price expectation models mentioned previously one could develop a dynamic solution for acreage and price which might be useful to predict the time-path of output and prices for certain commodities. The recursive programming model seems to be as difficult in its empirical application as it is attractive from a theoretical point of view. Two principal problems are encountered in the application:

1. The estimation of flexibility coefficients. It is doubtful whether they can be estimated from time series in general as Day and Henderson proposed.
2. The requirements relating to the homogeneity of the material mentioned above. The usual position is this: either the aggregate consists of a homogeneous group and no data are available or the data are available and the aggregate consists of a non-homogeneous group.

Even with an optimistic view of the possibility of solving these problems, one must admit that recursive programming is but one of the possible approaches to the solution of the supply problem. Others remain to be considered.

*The Nerlove approach.* In order to estimate the short run effect of a change of prices Nerlove proposed the following equation:

\[ x_t = a + b P_{t-1} + c x_{t-1} + M_t \]  

(6)

Though based on different theoretical assumptions the effect of quasi-fixed factors, uncertainty and the like is taken into account by introducing the output of the previous year as an independent variable. A difference equation of higher order which describes the time-path of the output over a certain period could be easily derived from equation (6). It is supposed, however, that both the influence of a change in output and the influence of a price change are reversible. Therefore the use of such an estimation equation probably will lead to good results with respect to the occurrence of the predicted output only if prices have changed mainly in the same direction.

*The combination of normative micro-economic farm models with statistical expectation models.* The above-mentioned theory which treats farm organization consisting of stable and unstable elements suggests the combination of normative micro-economic farm models with statistical expectation models, perhaps of the Markov-Chain-type. Investigations of farms in Lower Saxony by the Institute for Farm Management of the University of Göttingen, have had the following results:

(a) For a number of crops the optimal acreage at the prices and the technical knowledge in 1950 equalled the optimal acreage at the prices and the technical knowledge in 1960.

(b) The actual acreage gradually approached the optimal acreage of the normative model within these ten years.

In such cases the probability that the aggregate acreage of a certain crop will reach the value \( x \) in a certain year, can be determined by means of statistical expectation models. The material available is too limited to prove the hypothesis. Further investigations are under way. This also suggests another approach to the estimation of rates of adjustments on farms. If aggregation is possible without loss of information, it should be possible to find a relation between the calculated normative time-path of the production of a region and its observed time-path.

**Conclusion.** Further intensive investigation is needed in order to determine the usefulness of the different approaches and the range of application of each of them. However, from the growing criticism of conventional estimation methods it seems evident that (1) results of empirical analysis which are based on such broad aggregates as the production of the United States, or the production of France, the United Kingdom, Germany, or the like are very likely to be false; and (2) the neo-classical approach which underlies the use of the conventional estimation methods by simple regression analysis or related methods, will certainly keep its place, but it has to be supplemented by other methods. In each case, one has to determine which approach will be the best according to the given conditions.

With this opinion I am in a poor position to describe the application of modern quantitative methods in other fields of macroeconomics, since almost any other application requires an adequate knowledge of the supply function.

**Macro-economic Decision Models**

Macro-economic decision models aim at the estimation of the effects of a given (intended or expected) change of the economic structure in order to form a quantitative basis for existing policy alternatives. The models of the Cowles Commission type are probably the most ambitious of this kind. The general structure, the underlying assumption, and the statistical problems involved in the application of such models are assumed to be known. Among

---

1 See e.g. T. W. Gardner, 'The Farm Price and the Supply of Milk', *Journal of Agricultural Economics*, vol. xv (1962), pp. 58 ff.
the applications, the statistical study of livestock production and marketing by Hildreth and Jarret and Cromarty’s attempt to predict the impact of alternative government programmes on the wheat and feed-livestock economies may be mentioned.\(^1\) Since both models include the estimation of supply functions from aggregate data of the U.S. economy our doubts on the empirical results have been expressed already. However, an evaluation merely on this basis would be inappropriate. The authors are conscious of the shortcomings themselves.\(^2\) In our opinion, not the results but the sharpening of the theoretical discussions which follows from the precise formulation of the assumptions must be considered as the most important gain. It is pioneer work which shows the direction in which further research will be needed. In this respect, one of the more important insights is that the level of aggregation in space has to be broken down. Changes of structure happen in space as well as in time. Therefore, at least regional models and probably, in most cases, regional models with distinct treatment of size groups within regions, must be applied in order to gain results on which policy decisions may be based.

*Regional analysis.* The introduction of space in economic theory has certain parallels to the introduction of time. Transportation costs are introduced instead of interests (‘transportation costs in time’) and activities in different regions must be distinguished instead of activities in different time periods.\(^3\) The computational burden of quantitative regional analysis grows rapidly in gradually approaching the structure of the real world. Since a general formulation of the problems involved includes the consideration of space and time simultaneously the development of quantitative regional analysis is seriously restricted by computational limitations (storage capacity, &c.) and by the lack of sufficient data.

Adjusting the formulation of the problem to the available data and computational facilities requires in each case a compromise with the theoretical principles and the relevance of possible generalizations. The extent of the necessary compromises is indicated by the following problems which must be faced: (1) the definition of the region, (2) the consideration of the non-homogeneous structure of the region, (3) the introduction of opportunity costs for the use of


\(^2\) C. Hildreth and F. G. Jarrett, op. cit., p. 3.

fixed (and sometimes quasi-fixed) factors, (4) the possible non-linearity of the production functions, (5) the introduction of technological and structural changes, (6) the problems of determination of meaningful supply functions which have already been discussed in detail, (7) stability problems arising from discrete producing units and the irreversibility of the regional supply functions.

The definition of the region. The theoretical spatial equilibrium can be separated into continuous and discrete spatial models. The former (Thünen on the production side, Weber, and Isard) assume an infinite, the latter (Lefeber) a finite number of production (and consumption) points.

In agricultural production the continuous model has to be considered as the best approximation of the structure of the real world. However, the quantitative models usually must assume a finite number of production and consumption points for computational reasons each representing one predetermined region. The predetermination of regions may lead to possible misinterpretation of results. In continuous spatial models, the separation of surplus and deficit regions, and thus the flow of products is determined by the solution of the continuous equilibrium model. In a discrete spatial model the separation of surplus and deficit regions and thus the flow of products can be heavily influenced by the delineation of the regions. Thus, the usefulness of results with respect to practical application depends on an adequate predetermination of regions. (It is to be noted that there exist solutions for the calculation of continuous spatial models. However, they require data on the spatial distribution of production and consumption which are usually not available in detail.) While the problems 1 and 2 are encountered in the application of all known regional models the problems mentioned under 3, 4, and 5 are handled differently in the various regional models.

Transportation Models

The logical structure of problems which can be solved by the application of transportation models have been described by Enke:

There are three (or more) regions trading a homogeneous good. Each region constitutes a single and distinct market. The regions of each possible pair of regions are separated—but not isolated—by a transportation cost per physical unit which is independent of volume. There are no legal restrictions to limit the actions of profit-seeking traders in each region. For each region the functions which relate local production and local use

to local price are known, and consequently the magnitude of the difference which will be exported or imported at each local price is also known. Given these trade functions and transportation costs, we wish to ascertain: (1) the net price in each region, (2) the quantity of exports or imports for each region, (3) which regions export, import, or do neither, (4) the aggregate trade in the commodity, (5) the volume and direction of trade between each possible pair of regions.

Transportation models are best suited to short-run problems in which the supply and the demand of the various regions are given. The input of all factors is predetermined; only the flow of goods which minimize total transportation costs is to be determined. Since the transportation model makes no allowance for opportunity costs or, more precisely, since they assume opportunity costs to be the same in all regions, only single commodity problems can be handled. The modified transportation model of the Enke–Samuelson, Beckman type, in which total consumption (or supply) within regions is endogenously determined, given predetermined production (or demand) along with a demand function (supply function) for each region, has been applied in agriculture in most cases.

Input–Output models. Input–output models may be considered as the opposite extreme with respect to fixity of resources. However, the conventional input–output models can provide only a description of interrelationships among geographic sectors or among the agricultural and non-agricultural sectors of the economy. The main limitation of the application of the models in interregional competition is the impossibility of measuring how changes in supply relations of one region will affect the output of another. Instead of reviewing the competitive relations between regions it stresses the complementarity between them with respect to the satisfaction of a given demand. Furthermore, its application is limited because of the difficulties of taking into consideration the effects of a structural or technological change and of approximating the existence of non-linear input–output relations. It may be because of these reasons that only a few pilot studies of the application of input–output models are known.

3 G. A. Peterson and E. O. Heady, *Application of Input–Output Analysis to a Simple Model Emphasizing Agriculture*, Iowa State College, Agricultural Experiment Station,
A multiple product approach with linear programming. The description of the logical structure of spatial equilibrium problems mentioned above could be modified as follows:

There are three or more regions capable of producing a certain set of goods. Each region constitutes a single decision-making unit and a single distinct market for each of the goods produced. The regions of each possible pair of regions are separated but not isolated by a transportation cost per physical unit which is independent of volume and which may or may not differ for each good. For each region the input–output relation for each good produced, the prices of variable factors and the amount of fixed resources are known. The production costs of each good may or may not differ between regions. Furthermore, the demand for each region is assumed to be given at the first stage. Later on a demand function may be introduced.

Given these data we wish to ascertain: (1) the quantity produced of each good in each region, (2) the net price of each good, (3) the quantity of imports and exports of each good, (4) the volume and direction of trade between each possible pair of regions with each good.

The solution is to minimize total costs (transportation and production costs).

This structure differs from the structure which underlies the use of the transportation model mainly in one point; instead of a fixed production, a fixed set of resources is assumed for each region. The model for the determination of the solution is a general linear programming model which combines the properties of the transportation model with the properties of a production model.

A model of this general type could be used as follows:

A spatial equilibrium model could be computed which maximizes the returns to fixed factors of production or minimizes total production costs using such a model; the effects of changes of demand on output and prices could be derived. The effect of changing production restrictions could be tested. Furthermore the effects of structural or technological changes in all or some regions could be computed by parametric methods. However, the answers have a strictly normative


1 A. C. Egbert and E. O. Heady, ‘Interregional Competition or Spatial Equilibrium Models in Farm Supply Analysis’, *Agricultural Supply Functions*, A. C. Egbert and E. O. Heady, *Regional Adjustments in Grain Production*. U.S. Department of Agriculture,
character according to the assumptions of the underlying model. The problems mentioned above are implied by the assumptions under which the regional supply functions are derived. In order to take into account at least the implications which arise from the existence of quasi-fixed factors of production, one could possibly introduce a recursive programming model in which the amount of change in a certain time period is limited separately for an increase and a decrease of supply in each region. The assumptions with respect to the homogeneity of the structure of the regions which are necessary in the application of such a model have been discussed earlier in this paper. It seems evident that they are not valid in general. Therefore other principles of dis-aggregation have to be taken into account. It is very likely that there exist comparative advantages with respect to size and to managerial abilities which are of the same order of importance as the comparative advantages with respect to location, at least under certain conditions. The simultaneous consideration of more than one principle of dis-aggregation creates serious theoretical and computational problems which are still far from being solved. Therefore one might say, recent quantitative research shows that economists have become aware of the importance of the problem of dis-aggregation, but only some preliminary steps have been made towards solving it. Much theoretical and empirical work remains to be done before we arrive at satisfactory solutions. It is almost certain that a considerable amount of the future quantitative work will be devoted to the investigation of ways in which these solutions may be obtained.

E. O. Headly, Iowa State University, U.S.A.

Professor Weinschenck has provided an excellent review of the mathematical tools now available to agricultural economists, and of the research realms in which they are being applied. One can hardly criticize this general coverage since it is well done. Hence, my statements will serve largely as a supplement to the presentation of Weinschenck; although I do wish to raise some questions with respect to points he has included or excluded.

His paper includes (1) a review of recent mathematical approaches being used by, or available to, the agricultural economist and (2) some evaluation of the conditions under which they are, or can be, applied. Since a paper covering these two broad areas tends to become over long, he might have given a somewhat more penetrating insight.

had he restricted his paper, either to a detailed explanation of the
models being employed, or to a criticism of the conditions under
which they are applied. Also, it would seem that he has left aside
some fairly important or promising approaches which stand on a
level with those reviewed. One such is composed of models broadly
grouped under operations research. Although operations research
is partly represented by the linear programming models which Pro-
fessor Weinschenck discusses, additional techniques such as queueing
are finding some application and have promise for certain problems
of agriculture. Simulation models may also present some potential
for problems and analyses falling in both the micro and macro
realms. While they are implied in his discussion of inserting demand
functions into interregional programming models, some rather
extensive formulations and early applications of non-linear pro-
gramming models for interregional competition are now under way.
These would appear to have great utility under such institutional
and structural changes as those implied in the European Economic
Community and in the developmental plans of various countries.
His discussion of regression models centres largely on estimation of
production and supply functions, where least-squares methods are
either most applicable or conventional. Techniques which Professor
Weinschenck somewhat neglects, are the alternatives to least-squares
estimates for demand functions, and similar market relationships.
I should like to have heard an evaluation of our present position in
respect to simultaneous equations and related procedures for these
estimational problems. Given the international character of this
Association and the members attending this conference, an inventory
and evaluation of investment and developmental models could have
proved useful and interesting. Finally, some of the models and
approaches which he discusses have now found much wider application
and refinement than is implied in his presentation. I must hasten to
state, however, that Professor Weinschenck was asked only to write
a paper. The points that I have raised could have been handled only
had he written a book. Only thus could a complete description of all
available models, with their realms of applicability and limitations,
have been sufficiently treated.

I wish to emphasize, along with Professor Weinschenck, that
so-called mathematical methods in agricultural economics are here
to stay. Not only has there been a tremendous mushrooming in the
application of these techniques over the past two decades, but there
will be an equally, or more, rapid advance in the next twenty years.
It is likely that the number of new mathematical tools developed in
the next period, will not be as great as that of the past twenty years. Yet certainly the breadth of application and the degree of refinement of those available will exceed those of the past. This prospect has important meaning to the members attending this conference. The mature members of the profession, and especially those at this conference who guide and train young entrants, will and should affect this development through the guidance they provide to students. It is absolutely necessary that both undergraduate and advanced training incorporate the proper amount and appropriate distribution of mathematics and statistics in order that the profession can advance as rapidly as possible along these lines.

Quantitative analysis is not something new to agricultural economics. Of all fields of specialization in the overall discipline of economic science, agricultural economics has always rested largely on quantitative analysis, and more so than other specialized economic fields. The profession has become one of the wider users of econometric methods, and this will continue to be true because problems in agricultural economics are dominant in their demand for quantitative analyses and solutions. The use of modern quantitative methods will grow rapidly because of the power of modern computing facilities, allowing the attack on large scale problems which could not previously be considered. Interregional analysis is an example. Whereas we could only talk qualitatively in previous decades, we can now undertake extremely large-scale models; as in some of our models in Iowa with up to 150 regions, 1,000 equations, 6,000 variables and non-linear objective functions. The capacity of computers also makes possible more realistic and applicable analyses for certain problems and objectives. For example, the linear programming of a farm can be accomplished on a computational scale, which allows consideration of detail and physical and institutional restraints far exceeding that of farm budgeting. We can expect the future to open up new and larger opportunities in this realm. The development of new and refined economic models will lead to an extension of computer programmes to facilitate their application, just as larger-scale computers and computer programmes will open up the need and opportunity for developing more detailed and powerful economic models.

A point of caution still needs to be added to Professor Weinshenck's discussion, however. I wish that he had elaborated on the opportunities and limitations that exist in applying modern quantitative methods or mathematical models in terms of the data available. I believe that the power of models and the capacity of computers, has
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far outrun the quantity and quality of data to be processed by them. Perhaps we are now at a point in time where we should give much greater weight to the collection of appropriate data, relative to the weight given to tool refinement, so that greater use and utility can be had from the available quantitative models and methods. The opportunity in interregional and developmental analysis, for example, is tremendous and exciting. The models and computer programmes and capacities are available, but appropriate data generally are not. Systematically, we must begin organizing data collection so that it comes abreast, in quality and quantity, of modern quantitative methods. Otherwise, the latter have too little power and meaning for us. The day, perhaps, is past when agricultural economists should be impressed with the simple ability of a person to illustrate the application of a mathematical model to simple illustrative data which have no content in respect to data and problems of the real world.

We have gone through a period in which mathematical models and methods have come to the fore, often overshadowing important quantitative analyses completed with less powerful techniques. Perhaps, there have been too many styles and fads which centre around the question, 'Here is a new mathematical model or tool. Where can I use it?'; rather than around the question, 'Here is an important problem, what is the most appropriate model or tool with which to solve it?' I would guess that future research and emphasis will revolve around the merging of priority problems and modern quantitative methods. When this is true, we shall have become a more mature applied science. Certainly it is true that modern quantitative methods and mathematical models are, among other sciences, raising the stature of agricultural economics as a science and improving its ability to serve agricultures and societies. These opportunities will progress most rapidly if concurrently we move ahead on the three fronts: of refining models to fit the problems of agriculture, of improving the data available for their use, and of applying them to the problems which are most relevant and pressing.

U. Renborg, Agricultural College, Uppsala, Sweden

This subject is very large, if not too large. This has already been indicated both by Professor Weinschenck and Professor Heady. However, I want to add more: the numerous studies on the demand side. Further, within the treatment of the macro-economic decision models there could have been included a general statement on the necessity to take into account, in one way or another, other
sectors of the economy. As an example, I am here thinking of the experiments going on within the ‘Rural Areas Development Program’ in the U.S.A. to include all the relevant economic sectors in growth models for these areas. These remarks are not so much directed to Professor Weinschenck. They are an appeal to the programme committees of our future conferences to divide up the field of quantitative research into its many subgroups. Quantitative research has reached such a stage of development that the opportunities for this Association to promote future progress should preferably proceed by means of such a subdivision.

Professor Weinschenck gives two factors which have influenced the rapid increases of quantitative methods in agricultural economics. I am hesitant about the first factor, which is called the discovery of the mathematical core of the theory of economic equilibrium. I am more inclined to think of this as the formulation in mathematical terms of the economic man’s way of seeing his production problem within available scarce resources. Moreover, I hesitate to say that this factor, introduced in 1870, is of specific importance for the recent development of quantitative research. Of more importance here is Professor Weinschenck’s point on the development of electronic computers. I want also to add the following factors of importance for the recent development of quantitative research in agricultural economics: (a) the extensive quantitative econometric work going on within general economics (Econometrics) and business economics (Management Science), and (b) the new schooling of agricultural economists (Heady, 1953).

An important part of the paper deals with the problems of estimating production functions from experiments. This section will be treated here as covering the problem of estimating input–output data for individual products or branches of production. Understood in this way I should like to add to Professor Weinschenck’s list of important problems the following two points: (which logically come before his three points): (i) the choice of basic material; and (ii) the choice of quantitative method. So far as (i) is concerned, economists have turned from farm accounts to experimental data to get better information. Experimental data are, as a rule, inadequate but in a different way from farm accounts. In the procedure of randomizing factors which have to be excluded from influence in the biological experiments, many factors, important for the economists, remain uncontrolled (unobserved). This is true for example for meteorological factors, variations in soil conditions on the farm, effects of the edges of the fields, variations in time and methods of harvesting, &c.
The choice of basic material for estimation of input-output data for individual products has, therefore, to contain a discussion of how these factors can be included. It may very well be profitable to include in the production function data not only experimental data but also data from farm accounts, soil maps, meteorological statistics, and official yield statistics. An important initiative for action in this field has lately been taken by the O.E.C.D. On the second point, up to now the methods to choose from in estimating input-output relationships are regression analysis (production functions) or analysis of variance (point estimates). Professor Weinschenck discusses extensively the production function calculations but finally calls these calculations in question and advocates the use of point estimates, these being more useful for planning purposes. Being not yet convinced, I still prefer the production function approach as being the cheapest way to get information on the beginning and the end of the rational 'Part II' of the production function, and on input-output relations which can easily be adjusted to variations in price relations. Moreover, point estimates are also influenced by uncontrolled variables. Thus, they cannot in a simple way be taken from experiments directly', unless the majority of the problems discussed by Professor Weinschenck for production function analysis are already solved.

Professor Weinschenck states, and I agree, that the choice of the function should be determined by the nature of the technical relations involved. However, he says thereafter that this limits (more or less strictly) the application of production function analysis to the crop sector. This, then, means a discrimination against the livestock sector which I do not understand and should be very glad to have clarified.

The paper also indicates that the choice of the type of function is comparatively easy and that it is governed by the goodness of the fit. I think this is to give in to the statistical viewpoint a little too early. As we all know, different functions have different characteristics as to number of turning points, the shape of the isolines and the isoquants and assume constant or variable production elasticities. This should be taken into account before the dubious goodness of the fit approach is used.

Professor Weinschenck also indicates the important problem of transmitting to practical farming the results gained from experiments. I understand this not as an extension service question but as the problem of transforming information from the experimental plot or group (where many factors are nicely randomized according to
Fisher's principles, but unfortunately uncontrolled) to the farm as a whole, and preferably to other farms. Understood in this way I think that this is one of the more important fields for future work in extending our knowledge of input-output relations, no matter what methods are used to systematize these relations. The gap between what is happening on the experimental plot and on the farm as a whole is very wide indeed.

Among the applications of quantitative methods on the macro level Professor Weinschenck first discusses supply analysis. In his treatment of the aggregation problem various ways of constructing supply functions are discussed as well as the requirements that the basic material has to fulfil to give results free of objections. I will not go into a discussion on these points. I want to state only that it is time to go from words to things in the aggregation problem. This means going down from the etherial sphere of theory to laborious empirical studies. In them the structure of individual farms is examined and the farms are thereafter aggregated in proper ways. A start on this line is now being made in Hungary by Mr. Joseph Sebestyen at the Agricultural Economics Research Institute of the Hungarian Academy of Sciences.

Professor Weinschenck summarizes his discussion on quasi-fixed factors, uncertainty of price expectations and technological change by mentioning that non-price factors influence the level of output and that the influence of these non-price factors can be taken into account by introducing the level of output of some preceeding year or years in the estimation model. The factors mentioned may be of a non-price character but they can all be looked upon as economic factors, i.e. factors which can be expressed in economic terms, in some kind of calculation of incomes minus costs. Personally I think this is to stop a little too early in the analysis when measuring the effects of these factors by introducing some earlier level of output.

In this connexion I should like to ask the specialists on supply analysis how they include in their models a phenomenon that we in Sweden call the 'Hornadal-effect' (named after the factory where it was first shown in a study on productivity changes). This effect is the rise in total output (supply) due to reorganization within available resources, all other factors remaining unchanged. The result of this is that one gets an increase in output without being able to register any change in the volume of inputs.

The last part of Professor Weinschenck's paper contains a discussion of macro-economic decision models (regional analysis, transportation models and input-output models). The reason why:
only few studies have been made as yet, lies probably on a much less sophisticated level than the one he mentioned, namely in the mass of data to be collected and handled and in the lack of relevant basic data material, especially for regional analysis within countries, as trade statistics between intra-country regions seldom exist.

Finally, I should like to indicate some problems in regional analysis beyond those mentioned by Professor Weinschenck. These are problems that occupy us in Sweden in connexion with a study on location of our agricultural production carried out with a linear programming model. In this study Dr. Birowo of Indonesia is carrying the heaviest load of work and responsibility. He may intervene on the subject.

The problems I should like to mention are the following:

(a) Handling of the interaction between prices and supplies of various goods. Here I mean the effects that the changes in total supply and in regional distribution of this supply will have on the prices used in the model to calculate profit and cost elements.

(b) The linking up of the model, which is normative in character, with the actual development. This is partly a problem of combining it with Day's recursive programming, but is also a dynamic problem, a problem over time, of estimating, in micro and macro, the economically most profitable speed with which development in indicated directions should and will go.

(c) The checking of results of the regional analysis with other studies (actual development, local micro-studies).

(d) The proper way of analysing the results of the model—for example, to what extent is a difference between actual location or development trends and the results of the study of a real need to change the regional production pattern, or from errors in the basic data or the assumptions, or does it arise from the structure of the model as such?

This last point may be looked upon, however, not as a difficulty or a possible reason for rejecting the approach as such, but as an important possibility and starting-point for acquiring a better understanding of the factors influencing the agricultural production. It would thus indicate that quantitative research could increase our chances of recommending realistic means of supporting a profitable adjustment of agriculture in various regions. On this point I want once again to stress Professor Weinschenck's opinion that quantitative studies are of special importance owing to the sharpening of the discussion that the precise formulation of the assumptions and models leads to.
Professor Weinschenck has informed us of the most recent progress on the quantitative models at the micro- and macro-economic levels. On this subject it may be useful to add some minor remarks and to stress some perplexities to which he has drawn attention.

First, as to production functions, one of the more difficult problems is that of the managerial factor. Few definitive efforts have been made to solve it, and these have met with little success. Since the definition of this variable is connected with elements of a sociological as well as economic order it is suggested that closer co-operation between agricultural economists and rural sociologists would be beneficial. Greater attention should be given to the so-called institutional factors in the construction of econometric models, particularly where the maximization of profit is restricted by severe limitations of an extra-economic nature.

Again, many perplexities and difficulties arise when elements of uncertainty are introduced into the decision models. Perhaps it would be useful to improve the definitions distinguishing uncertainty, risk, and subjective uncertainty, both in micro- and macro-economics, and to give proper attention to those definitions. It is unusual indeed to seek the solution of problems concerning uncertainty, when that uncertainty is by definition not measurable.

The review of the studies that attempt to render static models dynamic in order to evaluate long-run investments was of great interest. It may be useful to remember that in a recent contribution the time element was introduced into the models by discount formulae, so as to make possible the development of programmes for three cultivations with poly-annual cycles in Southern Italy.1

Also, let us discuss briefly the relationships between research and extension of knowledge to farmers. The introduction into the models of elements relating to uncertainty may allow the entrepreneurs to express more precise evaluations, giving them a larger freedom of choice. Yet at the same time it may give the impression of turning into certainty what is no more than an effort to evaluate the probabilities of uncertainty. It is highly advisable therefore that those who report the results to the farmers be fully aware of the limits of the research and do not narrow, more or less consciously, the freedom of choice of the entrepreneurs. It is they who will pay for any pos-

sible rashness of the advice. Furthermore, one can easily see that, while research has made much progress in the formulation of theoretical models, little has been done in the field of extension. Agricultural economists dealing with these subjects should be aware of the necessity to extend the research for each type of model to a wider number of cases, besides deepening scientific research to improve such models. This is necessary both to give more help to farmers and also to test the effectiveness and profitability of the application of the models.

Finally, as to the decision models of linear programming at the aggregate level, it has to be pointed out that Day’s hypotheses very rarely apply in reality, as Day himself suggested. Therefore, the optimal solution of a farm aggregate very rarely corresponds to the sum of the optimal solutions of single farms, as demonstrated in a recent study on a group of similar farms in Italy. This mainly occurs because the factors cannot move easily and rapidly from one farm to another. On the basis of these results, particular care is needed in drawing conclusions from models of aggregates so as not to recommend advice for single farms which might turn out to be unrealistic.

M. BANDINI, Rome, Italy

Time does not allow me to comment fully, so I shall speak shortly and certainly dogmatically on four points.

As a result of studies and of many years’ experience, I am quite clear that the mathematico-quantitative methods in our studies have a scientific value only when they are applied to the recognition and interpretation of actual economic reality. For instance, I would mention the theory of economic equilibrium (Marshall, Walras, Pareto and, more recently, Schumpeter and Hicks), or the two Leontieff schemes, or the comparative studies of economic efficiency of enterprises. Secondly, I do not agree to the scientific value of the mathematico-quantitative method application in normative function (whether individual, collective, regional, or political). Professor Weinschenck’s paper reinforces my convictions. During the last ten years I have written a great deal about this argument but, for the reasons so well explained by Professor Westermarck, I cannot affirm that my contributions are well known. Thirdly, the examples of mathematical application in a normative function, so largely followed in the world,

1 O. Ferro, Di alcuni problemi derivanti da applicazioni di programmazione lineare in agricoltura (mimeo).
have created a kind of fantasy in agriculture, like the world which Alice in Wonderland found through the looking glass. It is an attractive and suggestive world of which the only fault is that it does not correspond either to agricultural reality or to its static and dynamic problems and which, further, does not give a proper interpretation of the process of economic development, or gives only a formal interpretation. These are in effect mathematical spells which always seem attractive to students of this science. Fourthly, the importance of these questions is so great that I would very much like our Association to organize meetings, or exchanges of opinions, devoted to these problems of method and economic logic. These are problems which have to be taken into consideration in order to avoid many years of useless work because people are not prepared to spend a few months in establishing the bases for their arguments.

R. P. Sinha, Manchester University, U.K.

In order to get some of my own ideas clarified, I have a question concerning demand analysis. Can we take goodness of fit as one of the main criteria of the choice of function? We have tried to fit six different functions to consumption data from India. The functions were linear, double log, semi-log, log-inverse, log-log inverse, and simple quadratic. In each case the goodness of fit was nearly the same. The value of $R^2$ was somewhere between 0.90 and 0.95. But the income elasticity of demand for food calculated from the different functions varied from 0.45 to 0.75. When we are projecting the demand for food for a future year, the differences in the estimates of income elasticity of this magnitude make a good deal of difference to the estimates of the projected demand. What objective criteria would Professor Weinschenck suggest for the selection of the function?

A. Birowo, University of Uppsala, Sweden

Based on my experiences in interregional programming studies in Swedish agriculture, I should like to make the following comments. Professor Weinschenck stated that multiple-product programming technique would specify, among other things, the net price of each good. His concept of net price is confusing, because it could be misunderstood as the net return of each activity to be optimized. Since his intention is to state the shadow price or the dual solution, I would suggest that he use the term marginal value of the parameters. For the cost minimizing models, the marginal value of each good represents
marginal-cost-supply prices, whereas in the profit-maximizing model it is the marginal-revenue supply prices. Secondly, Professor Weinschenck states that there is one main point of difference between the transportation and the multi-product model. That is, in the multi-product, instead of a fixed production, a fixed set of resources is assumed for each region. This is a misleading statement. Even in multi-product models production can be fixed and resources determined by the model, by using a cost-minimizing approach. The general difference is that in the transportation technique only one commodity or group of commodities can be considered, and that the flexibility of changing the parameters is less than with multi-product models. Thirdly, for the developing countries, the application of economic methods for solving our problems is indeed very challenging. How would Professor Weinschenck estimate the prospects and opportunities which are open and the limitations which are imposed upon the application of modern quantitative approaches in solving agricultural economic problems in low-income countries?

G. Rottier, C.R.E.D.O., Paris, France

Some very brief remarks, first of all to thank Professor Weinschenck for an outstanding paper, whose text we should like to see elaborated so full is it of riches. I must, however, make a fundamental objection to the title of this paper: the term 'quantitative methods'. The subject of our discussion here is in fact nothing other than economic theory in the form it has now assumed, and any references to the course of it—I speak primarily as a specialist in demand, since I am much less acquainted with the problems of supply and production—couched in older terminology and in particular in the classic terminology of Marshall's partial equilibrium, are just about as fertile as the decadent scholasticism of the sixteenth century.

I have reservations on the use of the term 'quantitative', for as Professor Weinschenck has pointed out, the quality of the basic data is such—and Professor Klatzmann will insist upon this point at the beginning of his exposition, if he follows the text which we have received—that we are rarely in a position to quantify the results obtained by the application of this modern economic theory which Professor Weinschenck has so remarkably summed up. The principal effort demanded of applied economists (and this we were taught years ago by the first texts on the subject by the Cowles Foundation), is to dedicate themselves to the boring, tedious, and lengthy task of improving the basic data from which we work.
In fact the core of my remarks is that this ‘new’ economic theory is not really so very new. It is in a more powerful form, the economic theory we have always known even if adapting ourselves to it involves a painful intellectual effort for those many of us who are over thirty. This theory is being applied, then, to problems which we have not sufficiently defined—and I speak as a practitioner called upon to assist planners. What seems to me to be one of the most important problems to examine now is the precise definition of the questions we should put to the theorist and to the econometrician.

Let us take a very simple example, since I do not wish to speak for long. There has been mention of ‘decision models’, and this occupies several pages of Professor Weinschenck’s text, but we are never told what decision is meant, who takes it, and to what purpose. In our studies we never distinguish sufficiently between the different levels of decision, the different optimum levels, and the possible conflicts between the decisions corresponding to these different optimum levels. In particular—to be as brief as possible—in a linear programming scheme, I wonder whether we give enough attention to the definition of the economic function we seek to optimize, or to the interpretation, in terms of the categories of the real world, of this economic function. Professor Koopmans has written some notable things on this subject in one of his ‘Three Essays on the State of Economic Science’ pointing out the difference which exists between the conceptual categories of the theorists and the categories of the real world. In the same way when we go on to the dual form of a linear programme, we do not give sufficient care to the interpretation, in terms of the real world, of the prices of efficiency obtained. I speak as a practitioner. For this point of view I think that what Professor Weinschenck has described is simply economic theory as it should only now exist. But the effort to quantify it is a very long-term effort which should have priority. This is not of course the job for all of us; only some of us are public statisticians. On the other hand it is the duty of all of us to define in terms of policy decision, at whatever level, the problems we shall put to the theorist, and to interpret the answers received from him.

Günther Weinschenck (in reply)

Discussion of all the points which have been raised in the very useful comments would require a new paper, probably more extensive than the one I have already given. I will therefore only mention those points which appear most important.
I will begin with Professor Bandini's comment because of its general importance. In this context it might be useful to distinguish between mathematical economics and econometrics. The purpose of mathematical economics is to explain the structure of the economic world or more precisely to explain the most important characteristics of the economic world. The purpose of econometrics is either to describe the most important characteristics of economic problems of a (usually) limited scope or to formulate decision models in order to improve or to facilitate the selection of alternatives with respect to an 'optimal solution' of special economic problems. In the latter sense Professor Bandini is right, when he casts heavy doubts on the value of econometric models using normative functions. (To avoid misunderstanding normative is used here as a short cut for assumed behaviour of economic variables, which have been neither proved nor tested in reality.) However, as a first step it might be useful to apply normative functions, perhaps more than one function, each assuming a different behaviour of the variables. The work which has been done in supply analysis and in regional analysis is a first step and everybody should realize this. As Professor Renborg has already said, the most important gain is not the empirical result but the sharpening of the theoretical discussion which follows from the precise formulation of the assumptions.

The limitation of production function analysis to the crop sector does not of course mean a discrimination against the livestock sector. One must hesitate before using production function analysis here because of the technical conditions which have been reported from investigations in animal nutrition. Due to their findings we have linear relations between the output and the input of protein, net energy, and other nutrients of minor importance. The capacity of each animal to produce a certain output per time unit and the capacity to consume a certain input per time unit are limited. Furthermore, the input of protein, net energy, and other nutrients is a linear function of the feed input of a given composition. Finally, there is no substitution possible between protein and net energy or any other essentials of the feed ration. In my opinion these are not the conditions to be analysed by production function analysis. Of course the results which have been gained in animal nutrition may be wrong. However, I think it is beyond the competence of any normal economist to prove that they are wrong. Point estimates of input-output relations are, of course, influenced by uncontrolled variables. However, one could take care of it by randomising the output point estimates within a certain range. This method is neither elegant nor
precise, but it does not pretend to accuracy in a situation characterized by inaccuracy.

I agree with Mr. Lechi's point about precise definitions for situations with incomplete information. Perhaps the following is acceptable: Risk defines a situation where a probability function can be derived from the available data and where the requirement of the law of great numbers are met. Uncertainty defines a situation where only a certain range can be defined which separates the possible events from those of which the occurrence is considered to be very unlikely, if not impossible. Within the 'uncertainty-range' defined in this way the probability of occurrence of the events cannot be defined by objective estimation. Only subjective estimations are possible.

It is one of the basic characteristics of economic analysis that a model which assumes a fixed set of resources asking for the optimum level and composition of production can be used to analyse a situation where a fixed level and composition of production is assumed and the level and composition of inputs at the minimum cost level is under investigation and all resources are assumed to be variable. But with respect to the interregional immobility of important production factors in agriculture this seems to me like looking at the tail wagging the dog.

In conclusion, I think that the logic of economic problems is the same in under-developed countries as elsewhere in the world. The main problems in applying quantitative methods are the lack of appropriate data, and perhaps especially the consideration of different behaviour or objective functions. This is no theoretical problem but a question of empirical research which has to be done in the countries themselves.