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Examining the Inefficiency of Transit Systems 
Using Latent Class Stochastic Frontier Models
by Ryoichi Sakano and Kofi Obeng

This paper estimates a single class stochastic cost frontier model that accounts for heterogeneity by 
including background variables and a latent class model of the same specification. It is found that 
both the two-sided random errors and one-sided errors (cost inefficiency) are substantially smaller 
in the latter model than it is in the former, suggesting possible bias in the estimates of inefficiency 
from the single class model. Further, 58.9%–68.39% of the calculated inefficiencies are due to 
differences in technology captured by the latent classes. The paper concludes that using background 
variables only to capture heterogeneity may exaggerate measured inefficiencies in transit systems 
and suggests the latent class approach as a solution. 

INTRODUCTION

Stochastic frontier models have been used to empirically examine inefficiencies in firms. These models 
have been applied to cross-sectional data to compare inefficiency in various public transportation 
studies (De Borger et al. 2002). The earlier models assumed a homogeneous technology for all firms 
and measured inefficiency as a deviation from the common production or cost frontier. As a result, 
any heterogeneity in technology among firms that was not taken into account in the estimation was 
mistakenly included in the measurement of inefficiency, and this resulted in its over-estimation. 
Because the technology and operating environments of public transit firms vary, this possibly led to 
incorrect rankings of firms in terms of their inefficiency by skewing “the results towards the most 
influential group … and introducing size-related bias into the results” (Karlaftis and McCarthy 
2002). This heterogeneity bias may lead to erroneous choice of the best practice frontier upon which 
inefficiency calculations are based and may explain why many studies give diverse estimates of 
public transit inefficiency. 

Additionally, using a common technology frontier assumes firms are alike. If this assumption 
is violated and firms cluster into classes, then a firm may appear inefficient relative to the common 
frontier when in fact it would have been relatively less inefficient had the comparison been based 
upon the frontier of its class. Figure 1 illustrates this heterogeneity problem. In it, the unit isoquant 
Y0 is the common frontier and it bounds all points from below. One group of firms denoted by the 
plus signs clusters on and above the frontier Y1 and may be characterized as firms using labor-saving 
technology with relatively high capital productivity.  These firms may be using more capital and less 
labor to produce each unit of output, have extensive networks, operate in high density areas, and 
operate vehicles of more recent vintage and large capacity. The others denoted by the asterisks may 
be characterized as firms using capital-saving technology with relatively high labor productivity.  
They may use more labor and less capital to produce each unit of output, have outdated technology 
and networks in less dense corridors, and operate smaller, older vehicles. These latter firms cluster 
on and above the frontier, Y2 , which adequately describes their technology. If firm “E” is evaluated 
relative to the common frontier Y0 , its technical efficiency in terms of inputs required to produce a 
given level of output will be OH/OE. Alternatively, if it is evaluated relative to the frontier Y2 for the 
firms in its class, its technical efficiency is OF/OE. Very clearly, in this example, using a common 
frontier to evaluate the technical efficiency of heterogeneous firms exaggerates the results. This bias 
is greater for those firms on the left upper part of the frontier Y2 than on the right bottom part of 
frontier Y2 because the frontier Y2 is closer to the common frontier Y0 at the right bottom part.  On 
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the other hand, efficiency measures of firms on frontier Y1 are affected differently.  This suggests 
comparing transit systems based upon the frontier for their class.  

To address this heterogeneity problem, some studies that are based upon nonparametric efficiency 
measures such as data envelopment analysis, which does not involve estimating parameters, use a 
two-step process. First, they calculate efficiency and second, they use Tobit or similar regression 
to relate the efficiency so calculated to firm characteristics that include measures of heterogeneity 
(e.g., Boame 2004). Their main problem is that the calculated efficiency measure has inherent bias 
because it is based on a common frontier, which does not adequately represent the technology of 
all firms, and this bias is carried forth to the next stage of regression analysis. Others, particularly 
those using data envelopment analysis (DEA), add observable heterogeneity factors as inputs since, 
with a large sample size, the inclusion of these factors will not affect the calculation of technical 
efficiency unless these factors are perfectly correlated with an existing variable (Nunamaker 1985). 
The rationale in such studies is that with heterogeneity, considered differences in technology are 
presumably removed and all the observations will cluster along a common frontier such as Y0. 
However, the inclusion of heterogeneity factors still forces all firms to be evaluated with one frontier.

In parametric efficiency or cost studies involving panel data, heterogeneity is addressed in a 
number of ways. One clusters firms by some characteristics or heterogeneity measures, and after 
clustering, estimates efficiency for the firms in each cluster (Karlaftis and McCarthy 2002). The 
clustering approach is very similar to what we have shown in Figure 1 and recognizes that a different 
technology underlies each cluster. Another uses the fixed or random effects models developed 
by Schmidt and Sickles (1984) and Pitt and Lee (1981) and the “true” fixed and random effects 
models proposed by Greene (2005a) to deal with heterogeneity.1 Others use the Battese and Coelli 
(1992, 1995) one-step method to estimate efficiency and account for heterogeneity (e.g., Jha and 
Singh 2001, Dalen and Gomez-Lobo 2003). Still, as in the non-parametric case, others include 
heterogeneity variables in the frontier specification before estimation.

A common strand in the parametric and non-parametric studies is their ad hoc assumption of 
heterogeneity in technology and the inclusion of a few heterogeneity factors in the frontier. Another, 
found in the parametric studies, is their assumption that the errors caused by unobservable factors 
are either time-invariant heterogeneity or time-invariant inefficiency. As Greene (2004) points 
out, the main problem is that some unobservable factors causing heterogeneity may be counted 
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mistakenly as inefficiency. To solve this problem, Orea and Kumbhakar (2004) suggest a latent class 
stochastic frontier model which assumes that observations can be sorted into groups or classes, each 
with a varying technology. This model is flexible enough to include time-varying and time-invariant 
sources of heterogeneity, and its results provide a more accurate measure of inefficiency than the 
others. A random parameter stochastic frontier model can also be used, and it is in fact more efficient 
in estimation than the latent class frontier model (Tsionas 2002). However, it requires distributional 
assumptions about the parameters, and this makes the latent class model preferable in this paper.2

Therefore, the objective of this paper is to argue for a latent class approach in studies of public 
transit efficiency and to show that using background variables, which describe the characteristics 
of the transit system and its operating environment to account for heterogeneity, is not enough. The 
rationale for this objective is the variety of transit systems that we have. Considering bus transit 
systems, for example, it is possible to distinguish among small, medium, and large systems, each 
using different types of vehicles (small, medium, and large with various seating configurations) to 
provide services in heterogeneous environments. For such transit systems, the choice of a single 
reference technology in efficiency studies may be inappropriate and is a limitation. Recognizing 
this limitation, this paper estimates 1) a latent class stochastic frontier, and 2) an index frontier that 
assumes a homogeneous technology for a panel of U.S. urban transit systems. It uses the results 
from these frontiers to calculate firm-specific cost inefficiency and identify its sources. While the 
index frontier accounts for heterogeneity by including background variables, the former model 
does so by including background variables and estimating latent class frontiers. The results show 
that just including background variables in public transit cost and efficiency studies does not 
completely account for heterogeneity, and that a substantial portion of the reported inefficiency may 
be due to heterogeneity. Specifically, a very substantial portion of heterogeneity can be captured by 
simultaneous inclusion of background variables and estimating latent class models with the results 
that the inefficiencies are very small. 

The benefit of this latter approach is that it provides better estimates of efficiency since it 
factors out many of those distortions that could result from heterogeneity. Further, it provides 
information to compare transit systems to their peers based upon similarity in technology. Such peer 
comparison is common practice in public transit and used by the Federal Transit Administration 
(FTA) to compare transit systems in its review of their performance for funding purposes.  Lastly, 
estimates of efficiency based upon the latter approach allow transit system management and policy 
makers to design and target specific programs to improve performance. As far as we know, no 
study has been done on measuring changes in inefficiency in transit systems over time and across 
systems that accounts for heterogeneity using both background variables and latent class in cost 
frontiers together. The results will give some insight into an ongoing debate on the effectiveness of 
government subsidies in transit systems.

The rest of the paper is divided into seven parts. The literature review is presented first and it is 
followed by the methodology, data, estimation and results. Next, the latent classes are described in 
a separate section and the cost inefficiencies in another followed by the results of the homogeneous 
frontier. The last part of the paper is the conclusion, where the major findings are presented.

LITERATURE REVIEW

Aigner et al. (1977) and later Jondrow et al. (1982) proposed stochastic frontier models with errors 
composed of a normally distributed error term and a half-normal inefficiency term. That is, the 
inefficiency term is distributed to the left of the normal curve in the case of a production frontier 
showing that output is below the frontier, and it is distributed to the right of the normal curve, as 
in the case of the cost frontier to show that cost exceeds the minimum cost frontier. Since then, 
many extensions have been made to these models to distinguish between heterogeneity across 
firms and inefficiency and to properly measure them. For example, Pitt and Lee (1981) introduced 
the random effects model in which a firm-specific time invariant random effect is considered as 



Inefficiency of Transit Systems

48

inefficiency, and all time-varying and idiosyncratic errors are assumed to be changes over time and 
heterogeneity. An alternative to the random effects model is the fixed effects stochastic frontier 
model estimated by Schmidt and Sickles (1984). In this model, each firm’s inefficiency is measured 
as the difference between its fixed and time-invariant constant and that of the most efficient firm. 
Greene (2005a) critiques this model noting that it is not appropriate in long panels because there 
may be technological changes that may affect inefficiency and heterogeneity. Even worse, he argues, 
it is inapplicable where firms face rapid changes in their operating environments. Also, it considers 
all time-invariant errors as inefficiency, including some time invariant unobserved heterogeneity. To 
account for these shortcomings, Greene (2005a) proposed the so-called true-fixed and true-random 
effects models, which differ from the previous fixed and random effects models in two respects. 
First, the true-fixed and random effects models assume that all fixed or random effects components 
in a frontier represent heterogeneity in technology, and second, that inefficiency varies with time. 
Although true fixed and random effects models separate “time invariant” heterogeneity and “time 
varying” inefficiency, all time-invariant components observed as deviations from the frontier are 
assumed to be heterogeneity. Further, they assume that any time-varying component represents 
inefficiency. In general, both heterogeneity and inefficiency may have time-invariant and time-
varying components. As a result, Greene (2004) states that fixed effects stochastic frontier models 
could over or underestimate inefficiency and that the blending of inefficiency and heterogeneity is a 
modeling problem without a readily available satisfactory solution.

Heterogeneity may also be handled by including it in the inefficiency term. Here, the half-
normal error term representing inefficiency is modeled in a functional form so that its mean can 
vary across firms and over time. This approach is exemplified in the works of Cornwell et al. (1990), 
Kumbhakar (1990), and Lee and Schmidt (1993) among others. Cornwell et al. (1990) include time 
and time-squared in their models, an exponent of time and time-squared are found in Kumbhakar 
(1990), and a set of time dummy variables are found in Lee and Schmidt (1993). Battese and Coelli 
(1992, 1995), on the other hand, propose a model whose inefficiency term has two components, one 
a function of time and the other a basic half-normal distribution. This model is generalized in Orea 
and Kumbhakar (2004) as the product of time-invariant firm effect and any firm-specific variable 
which may change over time beside the time trend. In particular, Orea and Kumbhakar (2004) 
considered dummy variables representing a particular type of bank (saving bank) and acquisition 
of other financial institutions, as well as a time trend. Jha and Singh (2001) used load factor, fleet 
utilization, network size per bus, and their interactions with the variables in the cost frontier (input 
price, output, and network size) as well as time trend and squared time trend in their parameterization 
of inefficiency. Dalen and Gomez-Lobo (2003) included dummy variables in their inefficiency term 
to reflect yardstick contracts where subsidies are calculated using cost-based standards, subsidy-cap 
contracts where companies and the government agree on the reductions in subsidies per year, as 
well as years elapsed on each contract. Picacenza’s (2006) parameterization of inefficiency includes 
a dummy variable to distinguish between types of regulation, average commercial speed as a proxy 
for network characteristics, and a time trend as well as their interaction terms. More recently, Ahn et 
al. (2007) used factor analysis to determine which firm-specific time-varying factors to incorporate 
in their specification of the inefficiency term.

Since heterogeneity comes from differences in the uses of technology and environmental 
variables, prior clustering of firms followed by estimations of frontiers for the clusters has been 
used (Kolari and Zardkoohi 1995). Unfortunately, this two-step method may not fully account 
for heterogeneity among firms because it does not consider all the sources of heterogeneity in its 
classification. The latent class models of Orea and Kumbhakar (2004) and Greene (2005b) solve 
this problem and do not involve prior groupings of firms, but simultaneously identify classes based 
on statistical likelihood and estimate a frontier for each class jointly with the probability of each 
firm belonging to a particular class. These methods allow technology to vary so that the frontier 
of each class has a different location as well as a different shape. This may be crucial in industries 
where firms utilize diverse technologies to reflect differences in their operating environments (e.g., 
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network, regulation, demand). The latent class frontiers have seen limited applications because they 
are complex to estimate and, until recently, were not readily available in econometric software 
programs in the public domain.

In transportation, many earlier studies of efficiency estimated stochastic production frontiers by 
assuming homogeneous technology and did not use the latent class approach. For example, Sakano 
and Obeng (1995), Sakano et al. (1997), and Obeng et al. (1997) studied inefficiency in urban transit 
systems using cross-sectional data and examined how federal government subsidies contributed to 
allocative and technical inefficiencies. They found a large variation in technical inefficiency among 
transit systems that they attributed to system size and other characteristics. This finding could 
indicate heterogeneous technology and if so the estimated inefficiencies of some transit systems may 
be incorrect. Farsi et al. (2006) using transportation data estimated and compared various stochastic 
frontier models without accounting for the panel nature of their data and did not use the one-step 
approach. As expected from Greene’s (2004, 2005a, 2005b) seminal works, Farsi et al. (2006) found 
that the estimated technical efficiency was much smaller in the true random effects model than it 
was in any other model. They attributed this to the assumption in the true random effects model 
that all-time invariant variation across firms is due to heterogeneity rather than inefficiency. More 
recently, a number of transportation-related studies have applied the one-step estimation method. 
Jha and Singh (2001) used it to study a longitudinal panel of nine bus operators in India. Dalen and 
Gomez-Lobo (2003) applied it to a panel data of Norwegian bus systems, and Picacenza (2006) used 
it to study a longitudinal panel data of 44 companies.

These reviewed studies show that the direction in stochastic frontier models is to account for 
heterogeneity and that several models can be used for that purpose. This is important if we are to 
obtain good information on efficiency. Greene’s (2005b) comparison of these models, however, 
shows they give a wide range of inefficiency estimates. However, in industries where possibilities 
exist for different firms to use different technologies, as it is in public transit systems, the reviewed 
literature suggests using a latent class frontier model. Therefore, in the following sections we specify 
the latent class model used in this study.

METHODOLOGY

Consider a public transit system that uses labor (L), capital (K) and fuel (F) to produce vehicle 
miles of services (Q). This system faces competitive input markets and pays labor a wage rate of wL 
per hour and fuel price of wF per gallon, and incurs a capital user cost of wK per vehicle. If the firm 
minimizes cost subject to a production function constraint then its long run total cost function TCit is 
TCit  = g(wLit , wKit  , wFit , Qit , xit , t), where i = 1,2,3, . . ., I is the number of transit systems, xit is the set 
of background variables including network size (R), operating subsidies (S0 ) and capital subsidies 
(Sk ) all of which may be considered heterogeneity variables, and t is a time variable representing 
shifts in the cost function over time.3 For technical improvements this shift is negative, i.e., 
∂TC / ∂t < 0 showing that the same level of output can be produced cheaply over time. Using the 
price of labor as the numerator this cost function can be written as, 

(1)

The exponential term is the error and all other terms are already defined. The translog expansion of 
this function gives the following total cost equation for each transit system (i) in any given period.

(2)
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In equation (2)
  

w w w TC TC wjit jit Lit it it Lit
* */ , /= = , where j = n = F,K and εit is distributed i.i.d 

without accounting for inefficiency.  Among the characteristics that a cost function must exhibit is 
homogeneity of degree one in input prices. That is, the sum of the first order input price coefficients 
in the cost functions is one. This characteristic is satisfied in equation (2). 

In stochastic frontier cost models, the random error term in (2) has two components. The first 
is a normally distributed random error term vit , and the second is an inefficiency term, uit distributed 
half normal as in equation (3) whose value is positive and shows the amount by which actual cost 
exceeds minimum cost. Both uit and vit are further assumed to be uncorrelated with the other terms 
in equation (2). Thus, 

(3)	

Recently, several variations of the composed error in equation (3) have been specified in 
the economics literature to further address heterogeneity issues. One main characteristic of these 
variations is their inclusion of a firm-specific constant term αi in equation (2). In fixed effects 
stochastic frontier models, the inefficiency term uit is assumed to be a set of time-invariant constants, 
ui for different firms and it is embodied in the firm-specific time-invariant constant term αi as, 
αi = ui + α0. Thus, α0  in equation (2) is replaced by αi and εit  by vit. With panel data, if there is 
sufficient “within-firm” variation, the resulting equation can be estimated by least squares. From 
the estimated coefficients, the inefficiency of each firm is calculated as the difference between that 
firm’s estimated fixed constant and the estimated minimum firm-specific constant from the results, 
i.e., αi – min(αi). Thus, inefficiency is assessed relative to the least inefficient firm. The problems 
with this measure, as noted earlier and by Greene (2005), are that it includes firm-level heterogeneity 
and the influences of omitted variables normally captured by regression constants, and it assumes 
inefficiency does not vary with time, which may not be true for long panels. These problems may 
exaggerate the sizes of the inefficiencies calculated for different firms. 

To resolve them, the composed error structure in equation (3) can be substituted into equation 
(2), and then αi replaced by positive firm-specific constants, θi such that, 

(4)

The resulting equation, called the true fixed-effects model, is then estimated by maximum 
likelihood methods. The difference between this specification and the previous fixed-effects 
model is the constant term, which captures time-invariant heterogeneity and omitted variables, not 
inefficiency. Additionally, inefficiency is now different from heterogeneity; it is time-variant and 
can be made a function of firm characteristics.

Alternatively, instead of fixed effects models, random effects models can be estimated. In these 
latter models, the composed error structure in equation (3) is rewritten as, 

(5)

Where, θi is now a time invariant random firm-specific coefficient and it is distributed half normal 
and captures unobserved heterogeneity. In true random effects models θi is normally distributed. 
Instead of being a constant in other applications θi is sometimes modeled explicitly as a function of 
time-invariant firm characteristics.
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In all these models, firms are represented by a single technology frontier and the firm-specific 
constants, whether fixed or random, show individual shifts in the frontier that make each firm 
different. Lately, this assumption of a single technology has come under scrutiny. It has been argued 
that firm-level heterogeneity could lead to different technologies. If so, then as argued earlier in this 
paper, the common frontier may not be the true technology and it may be inappropriate to evaluate 
inefficiency relative to this frontier. Consequently, a latent class model must be used. To illustrate, 
assume there are m = 1,2,3,…., M latent classes or groups into which the i = 1,2,3,…., I  firms can 
be intrinsically sorted. Then, equation (2) can be rewritten for each transit system as, 

(6)

Where, following Greene (2007) αm = α + δm and δm is how much a coefficient in latent class m is 
different from its mean value. Thus, the subscript m shows there is a different coefficient vector for 
each of the m latent classes of transit systems, and uit|m and vit|m are respectively the inefficiency and 
random error terms given the class of each firm. Because the latent class model groups firms by 
measures of similarity it accounts for heterogeneity. 

Using these characteristics, the probability of firm I being in a latent class m is Pim and it is given 
by the expression below,

(7)

Where, F(•) may be fixed for each class as done in this study or it may be parameterized as a 
multinomial logit equation. This fixed parameter is estimated jointly with (6) in one step.4 

Using equation (7), and again following Orea and Kumbhakar (2004), the overall likelihood 
function (LF) for the latent class model can be written as, 

(8)

Where, LFim (αm) is each firm’s contribution to the likelihood function and Pim(ϕm) is the probability 
of being in group m. The estimated parameters from equation (7) can be used to calculate conditional 
posterior probabilities of each firm belonging to a class as, 

(9)

The latent class approach to the heterogeneity problem leaves the question of how inefficiency 
is to be calculated for each firm. Because there is a probability of each firm being in each class, its 
mean inefficiency is calculated as the sum over all classes of its posterior probability of being in a 
class  times the logarithm of its inefficiency score in that class (Eim) (Greene 2002). Thus, the 
logarithm of firm inefficiency (Ei) is, 

(10)

DATA 

The data for this paper are a random sample of single mode bus transit systems drawn from the 
U.S. National Transit Database (i.e., NTD Database), which consists of 463 observations for an 
unbalanced panel of 24 single-mode bus transit systems for the period 1985 to 2004. The data 
include operating cost, total annual vehicle miles of service used as the output measure, total annual 
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hours worked by labor, gallons of fuel used as a proxy for all non-labor and non-capital inputs, total 
capital subsidies, total operating subsidies, fleet age, fleet size and transit background data. Labor 
price is total labor compensation including benefits divided by hours worked.5 Ideally, fuel price is 
the total expenditure on fuel divided by gallons of fuel. Since we use fuel as a proxy for all other 
non-labor inputs, total non-labor operating cost divided by total annual consumption of fuel gives 
the proxy price of non-labor inputs.6 
	 Because we only have information on operating cost, total cost must be calculated. A 
number of approaches are found in the literature to calculate total costs of transportation systems.  
Farsi et al. (2007), Karlaftis and McCarthy (2002) and Friedlander and Chiang (1983) calculate 
capital cost as residual cost by subtracting the costs of labor and fuel from total cost. By dividing this 
cost by total number of seats offered by an operator’s fleet or by fleet size, these authors obtained the 
price of capital. Friedlander et al. (1981) in estimating a cost function for trucking companies added 
a 12% opportunity cost for capital to operating cost to obtain total cost and defined capital price as 
capital service payments (opportunity cost, depreciation, and maintenance of capital items) per unit 
of capital, where the quantity of capital is carrier operating property net depreciation.7 Then, they 
divided total cost into labor costs, fuel expenditures and fuel taxes, purchased transportation, and 
other expenditures where the latter represents capital cost. In Nadiri and Schankerman (1981), the 
product of service price of capital and net stock of capital was added to nominal expenditures on 
labor, materials, rents, supplies, and research to obtain total cost.

Using the latter approach, we define the service price of capital and multiply it by capital stock 
for each transit system to obtain capital cost and then add it to operating cost to get total cost. Fleet 
size is a proxy for capital stock and the user cost of each vehicle in any period t is wK which is 
calculated using the service price formula wKt= PKt (rt  + d)e

–dµ.  PK t  is the weighted average price of a 
new bus in a particular year, rt  is the prime rate, d is the straight line depreciation rate assuming bus 
useful life of 20 years, and µ is average fleet age. This capital price formula is very similar to that 
in Nadiri and Schankerman (1981) with tax parameters set to zero and a multiplicative factor e–dµ  
appended. All costs, prices, and subsidies are in constant 1984 dollars using the consumer price index 
as a deflator and all variables except time and purchased transportation are in logarithms. Purchased 
transportation is a binary variable that takes a value of one if a firm purchases transportation from 
private sector sources, and a zero otherwise.

Table 1 presents summary statistics for the transit systems used in this study.8 The average 
transit system operated 390 vehicles and used 2.007 million hours of labor and 3.80 million gallons 
of fuel to provide 13.843 million vehicle miles of service on 984.86 miles of routes. It paid labor a 
real wage rate of $15.30 per hour inclusive of benefits, incurred a real capital user cost of $13,420.75 
per vehicle, and real total cost of $49.85 million. Additionally, it used vehicles that were on average 
8.08 years old. And in real terms the average transit system received $31.14 million and $9.62 
million, respectively, in operating and capital subsidies.

ESTIMATION AND RESULTS

Before estimating the equations, two modifications to the data are required. First, because the 
translog cost model is a Taylor series expansion the point of that expansion must be selected. In this 
paper, that point is the mean. Therefore, all variables except time are deviations from their mean. 
Second, because all variables except time are in logarithms, a method of handling zero values in 
them must be selected. This is the case of operating and capital subsidies, but more so with capital 
subsidies. Because transit systems do not receive these subsidies every year, zero values for them 
are relevant observations. Possible approaches to handle zero subsidies are to use the same methods 
of handling zero outputs in translog cost functions. These include using the Box-Cox transformation 
(e.g., Caves, Christensen, and Tretheway 1980), substituting very small positive values for zeros 
(Pulley and Humphrey 1993), using a cost function that is quadratic instead of log-quadratic in 
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the independent variables (Baumol et al. 1982), specifying a composite cost function (Pulley and 
Braunstein 1992), or a zero-output translog function (Weninger 2003). Of these approaches, the 
most common exemplified in the work of Berger et al. (1999) and noted by Weninger (2003) is the 
substitution of small positive values for zeros and it is that used in this paper; a value of one dollar 
is substituted for a zero subsidy. 

Table 1: Transit Systems and Descriptive Statistics
System Name System Name
Anchorage Public Transit Minneapolis MTC
Providence RI PTA City of Detroit Department of Transportation
Hartford-Connecticut Transit Honolulu DOT Service
Metropolitan Bus Authority Santa Cruz MTD
East Meadow MSBA Santa Monica Muni Bus
New York Bus Tours Inc. Alameda-Contra Costa TD
Jackson Heights-Triboro Coach Santa Barbara MTD
Academy Lines-Leonardo Los Angele-SCRTD
Hudson Transit Lines-Mahwah Phoenix Transit System
Suburban Transit Corp Milwaukee County TS
NJTC-45 Cincinnati-SORTA
Hillsborough Area RTA Toledo RTA
Descriptive Statistics
Variable Mean
Operating subsidies $31,139,874.73
Capital subsidies $9,620,567.23
Fleet age 8.08
Fuel price $3.25
Labor wage/hour $15.30
User price of capital $13,420.75
Total cost $49,849,957.03
Vehicle miles of service 13,842,945.49
Right-of-way miles 984.86
Fleet size (Number of buses) 390
Gallons of fuel 3,799,610.49
Labor hours 2,006,899.04

All costs and prices are constant 1984 dollars.

After these modifications, the estimation was performed using the latent class frontier method 
in LIMDEP (Greene 2007).9 Because the number of coefficients increases considerably as the 
number of latent classes increases, it is also important to determine the correct number of classes to 
use. Following Fraley and Raftery (1998), Orea and Kumbhakar (2004), and Scheiner et al. (2006) 
the Akaike Information Criteria (AIC) is used to select the correct number of classes. The AIC is of 
the form, AIC = –2(log L – J) / n where log L is log-likelihood, J is the number of coefficients to be 
estimated, and n is sample size. The values of AIC for one and two class models are, respectively, 
0.1206 and -0.7481 and favor a latent class model with two classes. Attempts to estimate a three-
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class model failed to produce a solution, indicating it is over-specified (Orea and Kumbhakar 2004) 
or there is a high degree of within-class multicollinearity (Scheiner et al. 2006). 

Columns 3 and 6 of Table 2 show the estimated coefficients of the two latent class models. 
Most of these coefficients are statistically significant at the commonly accepted probability level of 
0.05. The last two rows of the table show that the estimated prior probabilities for membership in 
latent Class 1 and Class 2 are approximately 0.50, respectively, and these probabilities are highly 
significant statistically. Thus, half of the transit systems studied fall into latent Class 1 and the other 
half into latent Class 2. Additionally, the highest class probability of each transit system is one. 
These results show that the calculated cost inefficiencies are based upon the frontier of each class 
only. This is because for each transit system, the right-hand-side of Eq. (10) is the weighted sum of 
its inefficiencies from the class frontiers, where the weights are the probabilities of belonging to a 
class. In a two latent class system, as the results show, a probability of one for belonging to a class 
means all the inefficiency measures are based upon the frontier of that class only. 

Besides these results, the first order coefficients are consistent with what economic theory 
predicts them to be. For instance, at the point of approximation, all the elasticities are positive, 
showing that cost increases with output and that the frontier is concave in input prices. Moreover, 
because each of the first order coefficients of the price ratios as well as their sum is less than one, 
the homogeneity of degree one restriction is satisfied in that the first order coefficients of the input 
prices sum to one. The estimated errors in the latent classes are, respectively, 0.2390 and 0.1460 
and are highly significant. Also, the estimated values of the ratio of the two-sided random error to 
the one-sided error (λ) are 1.2528 and 1.4607, respectively, for latent classes one and two. Being 
statistically significant, both errors show that most of the unexplained variation in cost is due to 
two-sided random errors.  

LATENT CLASSES  

Table 2 also provides some useful information about each latent class. From the first order 
coefficients the latent Class 1 transit systems are characterized by pure technical growth (– ∂lnTCit / 
∂lnt) of 0.55% as well as a total cost increase of 0.9293% for a 1% increase in output. Test statistic 
comparing this to constant returns to scale shows no statistically significant difference between 
them (t statistic = -1.88). Therefore, there are near constant returns to scale in the latent Class 1 
transit systems. Also, total cost increases by 0.0303% and 0.0213% for 1% increases in capital 
and operating subsidies, respectively. These results show that the impacts of operating and capital 
subsidies on the total cost of these transit systems are quite close. Further, they show that there are 
economies associated with these subsidies, possibly because they allow transit systems in this group 
to substitute more for less productive inputs.

Using the characteristics of the latent classes in Table 3, on the average, the latent Class 1 
transit systems provide 9.60 million vehicle miles on 766.16 miles of routes at a speed of 16.49 
miles per hour and real total cost of $35.04 million. Further, on the average, they pay labor a real 
wage of $14.75 per hour and buy fuel at $3.47 per gallon10 while incurring annual capital user cost 
of $13,403.55 per vehicle. Of these transit systems, 51.54% received operating subsidy averaging 
about $21.25 million per system and covering more than half their total cost, and $3.51 million per 
year in capital subsidy. The very large average operating subsidy that some of the transit systems in 
this class receive could indicate that they may have dedicated tax sources to fund their services and 
that these sources generate a lot of revenue.

In comparison, column 6 of  Table 2 shows that the latent Class 2 transit systems are characterized 
by pure technical growth of 5.22%.  Their cost increases by 0.9830% for 1% increase in output. This 
increase is not statistically different from what would have been obtained under constant returns 
to scale (t statistic = -0.52). Therefore, just as in the latent Class 1 transit systems latent Class 2 
transit systems operate at near constant returns to scale. Additionally, in the latent Class 2 transit 
systems, total cost increases by 0.0662% for a one percent increase in route miles. A 1% increase in 
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capital subsidy increases total cost in these systems by 0.0473%, while operating subsidies have a 
statistically insignificant effect on total cost, according to the results in Table 2.

Table 2: Estimated Coefficients of Latent Class Model 
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Table 3: Characteristics of Latent Classes

Variable Mean
Standard 

Deviation. Minimum Maximum
LATENT CLASS 1
Wage rate ($) 14.7504 4.0335 7.6521 25.5398
Capital user cost ($) 13,404 2,566 1,753 21,997
Fuel price ($) 3.4655 1.2159 1.4902 8.9724
Total Cost ($) 35,049,511 32,831,536 6,673,830 128,967,585
Vehicle miles 9,602,925 6,919,388 2,354,600 31,209,800
Route miles 766 769 98 9675
Speed (miles per hour) 16.4858 7.6770 2.1599 57.2637
Average fleet age 7.8651 2.7619 1.8471 16.4600
Capital subsidy ($) 3,510,327 6,419,963 0 33,834,108
Operating Subsidy ($) 21,250,596 28,552,714 0 184,708,922

LATENT CLASS 2

Wage rate ($) 15.8363 3.2263 7.1813 26.2245
Capital user cost ($) 13,437 2,352 7,356 19,400
Fuel price ($) 3.0410 1.0084 1.2529 7.4379
Total Cost ($) 64,085,980 97,970,495 4,606,234 481,075,315
Vehicle miles 17,921,269 22,063,642 2,236,500 108,215,400
Route miles 1,195 1,100 76 4,933
Speed (miles per hour) 13.6585 2.1155 1.3420 23.2887
Average fleet age 2.0524 0.3391 0.4081 2.8009
Operating subsidy 40,652,020 64,667,813 0 323,661,455
Capital Subsidy 15,497,790 35,424,757 0 268,344,912

Despite this apparent similarity in terms of the effects of subsidies in these transit systems, both 
latent classes are markedly different in other characteristics. For example, the latent Class 2 transit 
systems produce the largest output of 17.91 million vehicle miles on 1,195 miles of routes at a lower 
average speed of 13.66 miles per hour. In providing this service they pay a higher labor wage of 
$15.83 per hour, incur a yearly capital user cost of $13,437.28 per vehicle, and pay $3.04 per gallon 
of fuel, all of which result in a much larger total cost of $64.09 million. This high cost, on average, 
brings about a large amount of $40.65 million per year in operating subsidies, and capital subsidies 
of $15.50 million. These operating and capital subsidies are received by 97.88% and 91.53% of the 
transit systems in this class. In addition, these systems operate vehicles that, on average, are 2.05 
years old, which is noticeably less than the 7.9 years of the latent Class 1 transit systems.

Very clearly, these characteristics show that the two latent classes are indeed very different. Most 
of the latent Class 2 transit systems are very large, expensive to operate, and heavily subsidized, 
compared with the latent Class 1 transit systems. But it cannot be said that the latent Class 2 transit 
systems consist only of large size transit systems only. This is because the results show that there are 
small and large transit systems in each class as evident in the wide range between the minimum and 
maximum values of total cost, vehicle miles, and route miles.
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COST INEFFICIENCY ESTIMATES FOR INDIVIDUAL TRANSIT SYSTEMS 

Besides the characteristics just described, information about cost inefficiencies in the latent classes 
can be gleaned from Tables 4 to 6. Table 4 shows cost inefficiency for individual transit systems each 
year based on the two latent class models. Table 5 shows that, overall, the average estimated cost 
inefficiency is 6.19%.11 Among the two latent classes, however, the latent Class 1 transit systems 
have a higher average inefficiency of 7.49% compared with 4.94% for the latent Class 2 transit 
systems.12 In addition, a variation in estimated average cost inefficiency of 1.21% to 25.11% is 
observed in the latent Class 2 transit systems. Comparatively, a variation in cost inefficiency ranging 
from 2.27% to 30.02% is observed in the latent Class 1 transit systems as Table 5 shows. 

Table 6 and Figure 2 show yearly changes in cost inefficiency in both latent classes. The pattern 
that emerges here is that periods of increases in inefficiency often are followed by periods in which 
inefficiency declined. For the latent Class 1 transit systems, except for the brief period between 1986 
and 1987 when there was an increase, average inefficiency reduced by 5.25% from 7.82% in 1985 
to 7.41% in 1990. After 1991, when inefficiency in this class was highest at 8.66%, it declined by 
36.84% to its lowest level of 5.47% in 2000, rose to 8.32% in 2003 to fall again to 7.23% in 2004. 
A similar trend is depicted by the yearly inefficiencies for the latent Class 2 transit systems. Here, 
average inefficiency declined from 4.34% in 1987 to 3.78% in 1991 and increased after that to 
6.75% in 1995. Between 1995 and 2002, the overall trend was a decline in inefficiency in the latent 
Class 2 transit systems to 4.01%. This decline, however, was short-lived as it was followed by a 
58.35% increase in inefficiency to 6.35% in 2004. 

Comparing these results, the cost inefficiencies in both latent classes have a correlation of 
0.1884. Also, the inefficiencies are larger in the latent Class 1 transit systems than they are in the 
latent Class 2 transit systems, especially in the earlier years in our data with the gap between these 
inefficiencies narrowing in recent years. For example, in 1985, cost inefficiency was 80.2% larger 
in the latent Class 1 transit systems than it was in the latent Class 2 transit systems. By 2005, this 
gap had narrowed to 13.86%. This is because while inefficiency was dropping in the latent Class 
1 transit systems it was increasing in the latent Class 2 transit systems. Overall, the estimated cost 
inefficiency in the latent Class 1 transit systems is 51.62% larger than it is in the latent Class 2 transit 
systems. These findings suggest that there are clear differences in these transit systems in terms of 
efficiency within their latent classes. 

THE HOMOGENEOUS FRONTIER CASE

Another comparison is in terms of what the inefficiencies would have been had heterogeneity 
not been considered in terms of latent classes. To perform this comparison, an index frontier with 
the same variables as in the earlier models was estimated without latent classes, and its results 
are in Table 7. As noted earlier, adding background variables is another way of accounting for 
heterogeneity in the cost equation while the results reported in the previous two sections account 
for heterogeneity simultaneously with background variables and latent classes. The results in Table 
7 show the inefficiencies for the transit systems studied when only background variables are used 
to account for heterogeneity. Included in the table are the classes of the transit systems from Table 
5. Comparing the results to those reported earlier that considered latent classes, it is observed that 
the index frontier gives very large inefficiencies. Specifically, without accounting for latent class, 
the mean inefficiency of the firms falling into latent Class 1 would have been 0.1822 in Table 
8, a 143.23% increase. The corresponding increase in inefficiency in the latent Class 2 transit 
systems would have been 216.40% given their mean inefficiency of 0.1563 in Table 8. Thus, using 
background variables only to account for heterogeneity exaggerates inefficiency in the latent Class 
2 transit systems more than it does in the latent Class 1 transit systems. These results also show 
that between 58.9% and 68.39% of the calculated inefficiencies in this paper are due to differences 
in technology as captured by latent class. Therefore, without considering latent classes, the transit 
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systems studied appear more inefficient than they are. But, as it is clear from the results, a very 
large portion of this inefficiency is due to the assumption of a homogeneous technology and the 
inability to account fully for heterogeneity with background variables. Although it could be argued 
that our finding may be because the chosen background variables do not adequately account for 
heterogeneity and that perhaps with another set of variables lower inefficiencies would have been 
obtained from the index frontier, we argue to the contrary that the latent class approach better 
accounts for inefficiency than just including background variables in the frontier equation. This 
finding suggests that previous studies may have substantially over-estimated inefficiencies in public 
transit systems and that perhaps a re-examination of their conclusions is in order.
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Table 5: Comparison of Latent Class Inefficiency Estimates Across Transit Systems

Class

Estimated
Highest Group 

Probability System Name Mean Std. Dev. Minimum Maximum

All Transit Systems 0.0619 0.0348 0.0121 0.3002

1 1.00 Anchorage Public Transit 0.0618 0.0196 0.0294 0.1018

1 1.00 Hartford-Connecticut Transit 0.0921 0.0289 0.0444 0.1613

1 1.00 Metropolitan Bus Authority 0.1276 0.0720 0.0528 0.3002

1 1.00 East Meadow MSBA 0.0683 0.0112 0.0389 0.0872

1 1.00 New York Bus Tours Inc. 0.0758 0.0311 0.0345 0.1704

1 1.00 Jackson Heights-Triboro 
Coach

0.1243 0.0334 0.0785 0.1755

1 1.00 Academy Lines-Leonardo 0.0483 0.0250 0.0274 0.1225

1 1.00 Hudson Transit Lines-
Mahwah

0.0671 0.0206 0.0227 0.0983

1 1.00 Suburban Transit Corp 0.0715 0.0309 0.0318 0.1382

1 1.00 Hillsborough Area RTA 0.0528 0.0167 0.0241 0.0815

1 1.00 Santa Monica Muni Bus 0.0718 0.0168 0.0404 0.0973

1 1.00 Phoenix Transit System 0.0607 0.0085 0.0472 0.0763

All Class 1 Transit Systems 0.0749 0.0369 0.0227 0.3002

2 1.00 Providence RI PTA 0.0496 0.0144 0.0341 0.0975

2 1.00 NJTC-45 0.0680 0.0608 0.0121 0.2511

2 1.00 Minneapolis MTC 0.0485 0.0140 0.0246 0.0775

2 1.00 City of Detroit Department of 
Transportation

0.0433 0.0322 0.0170 0.1614

2 1.00 Honolulu DOT Service 0.0318 0.0111 0.0182 0.0537

2 1.00 Santa Cruz MTD 0.0459 0.0131 0.0232 0.0804

2 1.00 Alameda-Contra Costa TD 0.0486 0.0199 0.0198 0.1012

2 1.00 Santa Barbara MTD 0.0392 0.0113 0.0192 0.0666

2 1.00 Los Angele-SCRTD 0.0744 0.0255 0.0410 0.1422

2 1.00 Milwaukee County TS 0.0481 0.0241 0.0214 0.1150

2 1.00 Cincinnati-SORTA 0.0447 0.0150 0.0200 0.0703

2 1.00 Toledo RTA 0.0506 0.0160 0.0171 0.0772

All Class 2 Transit Systems 0.0494 0.0273 0.0121 0.2511

Finally, many environmental and regulatory constraints affect operational efficiency and 
effectiveness of transit systems. The management of transit systems cannot control these constraints. 
Our latent class model captures variations in operational constraints among transit firms as well 
as their technology in heterogeneity, and measures the inefficiency for which management is 
responsible. It is left to future research to decompose the heterogeneity into its sources such as 
various government regulations, the operating environment, and technology. This will give further 
insight to formulate government policies to improve efficiency of transit systems.

CONCLUSION 

This study estimates and compares the results of two approaches to account for heterogeneity in 
estimates of inefficiencies from stochastic cost frontier models using panel data for urban transit 
systems spanning 1985 to 2004. The first approach, due to Orea and Kumbhakar (2004) and Greene 
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Table 6: Yearly Variation in Inefficiency Among Latent Classes
Mean Mean

Year Latent Class 1 Latent Class 2
1985 0.0782 0.0434
1986 0.0718 0.0433
1987 0.0792 0.0505
1988 0.0698 0.0490
1989 0.0703 0.0408
1990 0.0741 0.0432
1991 0.0866 0.0378
1992 0.0859 0.0524
1993 0.0814 0.0553
1994 0.0788 0.0595
1995 0.0760 0.0675
1996 0.0823 0.0459
1997 0.0738 0.0502
1998 0.0620 0.0493
1999 0.0684 0.0487
2000 0.0547 0.0441
2001 0.0634 0.0403
2002 0.0804 0.0401
2003 0.0832 0.0619
2004 0.0723 0.0635
All 0.0749 0.0494

(2005b), is a latent class stochastic frontier model in which we have also included background 
variables as additional heterogeneity variables. The second is an index stochastic cost frontier model 
that accounts for heterogeneity by including background variables in the set of variables. The results 
show that the estimated coefficients of the latent class cost functions are noticeably different from 
those of the index stochastic cost frontier. Both the two-sided random errors and one-sided errors 
(cost inefficiency) are found to be substantially smaller in the latent class models than in the second 
model. These show that the latent class stochastic frontier specification with background variables 
included accounts for heterogeneity better than the index frontier and suggest possible bias of the 
results from the index frontier. This is because the index frontier assumes a homogeneous technology 
and, despite including background variables in its specification, it does not adequately account for 
heterogeneity. A comparison of the estimated cost inefficiencies of the individual transit systems 
from the two specifications shows that accounting for differences in technology with latent classes 
reduces measured inefficiency. These findings caution researchers and policy makers alike against 
using models that assume homogeneous technology to evaluate the efficiency of transit systems and 
as a basis to formulate policies.

A limitation of this paper is that it does not consider contracting, which could reduce the 
inefficiencies in transit systems. Another is that fuel is used as a proxy for all other inputs and the 
last is the size of the sample used. These limitations notwithstanding, the purpose of the paper is to 
demonstrate the usefulness of latent class frontiers in research on efficiency. Future research that 
addresses these limitations should improve our knowledge of inefficiency in transit systems.
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Table 7: Index Equation
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Table 8: Inefficiency from Index Frontier
Class System Name Inefficiency 

1 Anchorage Public Transit 0.1276
1 Hartford-Connecticut Transit 0.1566
1 Metropolitan Bus Authority 0.3197
1 East Meadow MSBA 0.2019
1 New York Bus Tours Inc. 0.1945
1 Jackson Heights-Triboro Coach 0.2394
1 Academy Lines-Leonardo 0.1644
1 Hudson Transit Lines-Mahwah 0.1458
1 Suburban Transit Corp 0.1609
1 Hillsborough Area RTA 0.1134
1 Santa Monica Muni Bus 0.1978
1 Phoenix Transit System 0.1646

Mean 0.1822
2 Providence RI PTA 0.1546
2 NJTC-45 0.2449
2 Minneapolis MTC 0.1442
2 City of Detroit Department of Transportation 0.1232
2 Honolulu DOT Service 0.1232
2 Santa Cruz MTD 0.1596
2 Alameda-Contra Costa TD 0.1377
2 Santa Barbara MTD 0.1487
2 Los Angele-SCRTD 0.1978
2 Milwaukee County TS 0.1699
2 Cincinnati-SORTA 0.1386
2 Toledo RTA 0.1331

Mean 0.1563
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Endnotes

1.	 Greene (2002) notes that the latent class models are also an approximation to the random 
parameters models. 

2.	 Greene (2002) notes “Results are similar to the random parameters model, but for the same 
data, the latent class estimator appears to produce a much tighter distribution for u

it 
than the 

random parameters model.” Although theoretically the random parameters models are more 
efficient, empirically the latent class models may produce better estimation results. 

3.	 In this paper we follow Karlaftis and McCarthy (2002) among others and treat subsidies as 
exogenous. This exogeneity makes the simplifying assumption that most of the subsidies are 
lump-sum. Furthermore, though we treat output as exogenous Obeng (2011) shows that it 
should be treated as endogenous. 

4.	 Before settling on a fixed coefficient for each class we tried parameterizing F(•) with subsidy 
availability, if or not a transit system purchases transportation as its variables and had no 
success. 

5.	 In this data, labor hours are equivalent labor times 2080 hours. 

6.	 In calculating the input prices, the cost of purchased transportation is spread among the inputs 
according to each input’s share in cost. Thus, we initially calculated total cost, then allocated 
the cost of purchased transportation to the inputs according to their shares in cost. After that, we 
recalculated the input prices as their costs divided by their physical quantities.

7.	 Friedlander et al. (1981) do not provide a justification for the 12% added to operating cost.

8.	 All variables that are not binary are transformed into logarithms before they are used in the 
estimation.

9.	 The final latent class model estimated uses 23 transit systems because one was identified as 
outlier.

10.	 Again note that all non-labor operating costs are allocated to fuel and that fuel is a proxy for 
materials and fuel and that the fuel price is actually the price of non-labor inputs.

11.	 To obtain this percentage multiply the entry for inefficiency by 100.

12.	 Two transit systems in latent Class1 have very high mean inefficiencies and could be considered 
as outliers. If they are deleted the mean inefficiency of this class is 0.0670 which is 35.63% 
larger than the mean inefficiency score of the latent Class 2 transit systems.
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