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Griliches k-shift and Competitiveness: Commaodity Progressin U.S. Agriculture

Economists have focused considerabl e attention on the issue of competitiveness in recent years
with the objective of understanding the determinants of a nation's ability to compete in world markets.
Competitiveness does not have a definition in economic theory and the use of the word to describe
export performance of nations was the subject of a heated debate in the 1990's.!

Mogt studies describe firms that cannot survive by sdlling at the going price as not competitive.
If they survive and increase market share, they have become more competitive. Trying to define
competitiveness for anation is much more problematic than defining that of afirm. Frgt, countries do
not ‘go out of business' or disappear as aresult of bad economic performance. Second, countries do
not compete with each other the way firms do given that they are each others main export markets and
suppliers of imports. If anything, economic growth of atrade partner likely means alarger market for a
county's exports and chegper higher qudity imports. Internaiond trade is not a'zero-sum game’; when
two countries ‘compete’ through trade they both win. In other words, gains from trade are awell
known phenomenon.

Authors have tried to define a county's competitiveness as the combination of favorable trade
and domestic performance. D’ Andrea Tyson, Chairman of the Council of Economic Advisorsin the
early 1990's, defines competitiveness as "our ability to produce goods and services that meet the test of
internationa competition while our citizens enjoy a sandard of living that is both risng and sustainable.”
In an economy with little internationa trade?, the growth in living standards, and thus competitiveness

would be determined by domestic factors, mainly the rate of productivity growth. The definition of



competitiveness given in the World Competitiveness Report produced by The World Economic Forum
dates that competitivenessis "the ability of a country to achieve sustained high rates of growth of GDP
per capita”  In Krugman's words "competitiveness would turn out to be a funny way of saying
"productivity" and would have nothing to do with international competition.”

This paper uses the word competitiveness to refer to a country's future prosperity depending on
its growth in productivity.® Productivity growth is defined as an increase in output per unit of inputs. It
can be represented by a shift up of the production function, or a shift down of the margina cost of
production. When a productivity change is measured in input-output space by a production function
shift, it isusualy described by technology parameters indicating the rate and input biases of that change.
When a productivity change is measured in output-price space as ashift in the margind cost of the
commodity, it is usualy described by what has been referred in the literature as Griliches k-shift.* Even
though changes in competitiveness can equivadently be assessed by estimating the relevant technology
parameters or by investigating the nature of the changes in the commodity's industry-level supply
function, it has been customary in the literature to study one or the other without explicit recognition of
their exact rdaionship.

In this paper a country becomes more competitive in the production of a particular commodity
when the product supply curve for that commodity shifts down. Product competitiveness is directly
related to the nature and magnitude of the k-shift in the market for that commodity which this papers
shows is equivaent to the sum of the rate and bias of technica change. The k-shift so defined is
renamed "the rate of commodity progress' to indicate its relationship to the country's competitiveness.

Thisrate is shown to be econometricaly estimable.



In this paper, section two summarizes the literature. Section three, introduces the output
distance function, characterizes productivity change in terms of the distance function and showsthe
relationship between the k-shift and the rate of commodity progress. Section four discussesthe
specification of flexible functiond form modds for distance functions, and for the rate and biasin
technologicd change. Findly, an example is presented in which the rate of commodity progress for
whest, corn, soybeans, and beef in U.S. agriculture is estimated for the 1960-1995 period. This
methodology provides the necessary information to calculate the rate of commodity progress, to
amulate the induced supply shifts due to innovation, and to indicate the relaive change in

competitiveness. Section five is a summary and conclusons.

Other Productivity Studies

A review of the literature shows two types of gpproaches used to measure the economic
consequences of productivity change. The firgt one includes economy-wide and sectord studies that
use indexes, production, cost and profit functions to estimate the rate and bias of technical change.
Studies that measured technicd change as a shifter of the production function or as an output over input
index start with Tinberger's 1942 effort and include the early works by Schmookler , Fabricant,
Kendrick, Abramovitz, Solow, Griliches (1960, 1963), Jorgenson and Griliches and many others that
followed.> More recently, introduction of dudlity theory has provided studies where productivity
change is captured as a shifter of the codt, revenue, or profit functions. Along these lines we found the

studies by Christensen, Jorgenson, and Lau, Berndt and Khaled, and others® These studies are done
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a ahigh leve of aggregation, providing estimates of the rate of technical change and the input biases at
the industry or country level. Information on theimplied supply shift, or k-shift, in particular
commodity marketsis not provided by these sudies.

The dternative to the gpproach above goes beyond the production technology to look at the
productivity impact on the firm and industry supply functions. In view of the fact that the ‘output’ of
innovative activity does not present itsalf in countable units, a quantifiable dimension for innovations can
be defined directly in vaue terms, thet is, in terms of their impact on socid wefare. In other words we
seek an answer to the question of how much additiona consumer and producer surplus was generated
by technica changein a particular commodity market during a period of time. The so caled economic
aurplus gpproach has been used extensively to evauate the benefits from a productivity induced supply
shift sarting with Griliches (1958) study on the socid returns to hybrid corn research. Early work
includes the evauation of agricultura research by Peterson and Schmitz and Seckler, of indudtrid
innovations by Mandfidd et d, of mainframe computers by Bresnahan and more recently the study by
Trajtenberg of computed tomography scanners.” While the last two studies presented hedonic andyses
of theimpact of changesin product qudities on consumers welfare, dl of the former andyze the
wefare impact of a process innovation as asupply shift and compute the benefits from the implied price
reductions. These sudies assume an exogenoudy determined shift of the margind cost due to innovative
activities and cdculate the returns to these investments as changes in economic surplus, no referenceis
made to the technology parameters describing the changes in input-output space® Critical assumptions
in these models include the supply and demand dadticities and the nature of the productivity-induced

supply shift. With repect to the k-shift, Alston et a, who present a very comprehensive summary of



the research in this areg, date that "This choice in the analyssis crucidly important, and by comparison,
the choices about functiond forms pae into inggnificance In fact, there has been agood ded of
discusson in the literature about the effects of different hypothesized supply shifts, pardle or pivota, on
the Size and distribution of the benfits from technica change® And even though researchers agree on
the importance of such parameter, al studies have used ad-hoc approximations. It is the genera
consensus, as expressed in Alston et d that "...with current techniques and typically avallable data, it is
not possible to settle these questions econometricaly.” (page 64) and "...thus assumptions about the
nature of the research-induced supply shift are unavoidable.”

It isat this point that this paper makes a contribution. As competitiveness is captured by
productivity change that induces reductions in the margina cost of production of acommodity, it should
a0 be possible to describe such change by the rate and bias in technica change which are specific
technology parameters that can be econometricaly estimated. We introduce a commodity level
indicator of competitiveness, which we name "the rate of commodity progress,” and is nothing more
than Griliches k-shift expressed in terms of these two specific and measurable parameters. In empirical
andyses, there is no need to make assumptions about the nature of this shift asit can be

econometrically estimated.

The Distance Function Approach to Productivity M easurement
In this paper, a change in competitiveness is defined as a technology-driven divergencein the

gzes of the output bundles obtained from given inputs. This measure is closely related to the downward



shift in the supply function for acommodity, but it can be measured in input-output space, i.e. from
quantity dataaone. To measure it we need a representation of the technologica posshbilities of the
firm. Thetechnology of afirm that produces a single output may be described by a production function
indicating the maximum attainable output as afunction of an input vector.  If there are many outputs,
however, an dternative representation in quantity space is provided by the distance function, sometimes
referred to as the transformation function, the gauge function, or the direct cost or revenue function.
Thisturns out to have some advantages. First, only under certain circumstances can a multiple output
technology be described by a set of production functions, one for each output. Second, the distance
function isadud to the cost and revenue functions and inherits some of their properties. Third, and
most important for this study, changesin the output distance function due to technologicd innovation
exactly captures changesin competitiveness as technol ogy-driven changesin the sze of the output
bundlesfor given inputs. In generd, the distance function dlows a very flexible description of the
technology.

The firgt referencesto this function are Wold who usesiit to define a utility function, Debreu
who usesit to define a'coefficient of resource utilization', Mamauist who develops a series of index
numbers based on it and Shephard who extensively discussesit in the context of production theory.
More recent publicationsin the production area'® that use and describe the properties of this function
can be found in Fuss and M cFadden, Blackorby, Lovell, and Thursby, and Féare and Primont. Much of
what follows is derived from one or more of the contributions listed above. However, none of these
provides a systematic and complete trestment of the distance function in the context of productivity

measurement. The am of the present paper isto do so.



The output distance function is particularly fit to capture the concept of competitiveness as
developed in this andysis given that it provides a clear and exact definition of productivity change. By
definition, it alows representation of the maximum amount by which outputs could be expanded given
avallable inputs and the Sate of the technology. If the technology changes as aresult of innovations
enlarging the feasible technology set, the distance function will dso change capturing in anaturd way
this change in productivity.

The representation of the output distance function in Figure 1 highlightsitsinterpretation in
product space. Let y° be an arbitrary reference bundle of commodities. Now consider an arbitrary
production frontier, F(x°), associated with output set P(x° ) representing al output bundles feasible to
produce with a particular technology and input bundle x°. The bundle y? is not achievable with these
inputs and technology. However, if the quantities of all outputs are decreased by the same proportion
(dong aray through the origin) so asto take the firm to P(x°), then the output bundle h® is just
atainable. y° and h° are sclar multiples of one another, so we can define scalar 2° such that y°=2°
hC. If we choose 2< 2° then y%/2 produces another infeasible bundle. If 2> 2° the resulting bundle
will be smdler than what is feasible with P(x°). 2° can therefore be defined as the minimum value of 2
suchthat F(x%)$(y%/2). Itsvauewill depend on the sdlected output reference bundle y° and

production set P(x%). Formaly, for given vectorsy and x the output distance function is defined as

q*° D,(x,y)° rrgn{ql(llq )Y, x feasible}. )

Had y° and x° been chosen so that y°=F (x°) then D(y°,x%)=1 because h° and y° would have



coincided.** The output distance function is nonincreasing in each input level, nondecreasing in each
output level, homogeneous of degree one, convex and superadditive in outputs.?

The definition of the distance function makes no mention of, and does not depend on, aprice
system. It isuseful though to provide an aternative characterization in which competitive prices play a
role. Thisdigplaysthe dudity between the output distance function D(X, y) and the revenue function
R(p, x) and provides a point of departure for obtaining the derivative property of the output distance
function, used later in our andyds. Congder afirm using a(nx1) vector of inputs x with prices W to
produce a (mx1) vector of outputsy with prices P subject to the technology set S. The revenue

function solves the following problem:

R(P,x)® max{ P.y[(X,y) I s} @

which provides the revenue-maximizing bundle y* when output prices are P and inputs are x. We
normalize output prices (p; = P;/R) so that the maximum revenue obtained when producing the target
vector of outputsis unity, that is R(p, x) = 1.2* We note that the revenue function has properties smilar
to the output distance function. Those properties of D,(X,y) that essentidly characterize it as adistance
function are its homogeneity, superadditivity, and convexity in outputs y and the same properties are
possessed by the revenue function R(p,x) in p. In fact, Shephard shows that the revenue function isa
distance function in price space.**

The revenue function is a distance function for the revenue structure V(x) and it isadud of the

production structure P(x) distance function Dy(X,y).* If we consider the maximization with respect to



the output price vector p for any input vector x$0 (the dual operation to the one that defined R(p,x) in
2)

Dy(x,y) = max{ pyl pl V(p),p® 0},x3 0 3)

this price maxima revenue function isidentica to the distance function defined in (1) and has the same

properties. Then we can aternative define the output distance function as

Dy (x,y)° mex{ p. i R(p,x) = 1}.
" (4)

For an intuitive interpretation we use Figure 1. Assuming convexity of the technology s, to
every hypothetical bundle h obtained by using the given technology there corresponds a price vector p
such that the implied revenue line is tangent to the production possihilities frontier a h, so that R(p, X) =
p.h= 1 InFgure2, theintersection between such arevenue line and the ray OM is denoted by N.

Let * betheratio OM/ON. Then it can be expressed as

0 0
d=OM/ON=p.y /ph=p.y . ®)

Thevdue * is maximized when the normalized price vector touches the production possibilities frontier
a the point T, a which h = h° In short, from among al the normalized price vectors that just make
that output bundle attainable from the given input bundle, (5) picks out the one that maximizes the value
of the reference bundley.

Now recdl the definition of R(p, x). We know that if the vectors of inputs and outputs are on

10



the boundary of the production set, then D(X, y) = 1. Hence the revenue function origindly defined in

(2) can be expressed dternatively as

R(p,x) ° m;:\x{p-leo(x,y) = 1. (6)

Equations (4) and (6) express Shephard dudity. Equation (4) tells usthat given the information
summarized by the revenue function in price space, a smple optimizing problem will generate a
representation of the technology in terms of quantities, using the output distance function. Equation (6)
expresses the opposite. The revenue function and the output distance function are dua functions that
contain equivaent information when the technology is convex.

An important property of the output distance function for our purpose is its derivative property.
Whenever they are defined, the partid differentias of D(X, Y) with respect to outputs, which we write

R.(x,y), are the prices normdized with reference to total revenues. Hence, writing p,,, for P./R,

P
DX,y 11y, °y (X,Y) = p,,° Emfor m=1,...,M. (7

Differentiation of the output distance function with respect to outputs gives input compensated inverse
supply functions with revenue normaized price (margind cost) as a function of outputs and inputs. The
function R,(x,y) isaconditiona vauation, or an inverse supply function when shadow and market
prices coincide, and it expresses the cost to the firm of an extra unit of the commodity m as afunction
of theinput and output bundle. It isthe margind cost or virtud price of output m.

Price differentiation of the revenue function R(p,x) gives the input compensated supply functions

Ym(P,X), With quantity supplied as afunction of prices and inputs. Note aso from (7) that
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1InD,(x,y) _ _ _ Tlnr(x,p)
“iny. - Sa(X,Y) = 8,(X,p) = Tinp.

)
where s, (X,¥)= R, Y /Do(X,Y) is, a the optimum i.e. Dy(.) =1 R,,, = p./R, the revenue share of
output m, s, (X,p) = P Ym /R

The patid differentids of D(X, y) with respect to inputs, which we write N (x,y), are the
margina revenue product of inputs which at the optimum equa the input prices W, normalized with

reference to total revenues. Hence, writing w,, for W,/R

W
D(x,y) 19x,° f,(xy)=w,° F\: forn=1,...,N. 9)

The Radial Rate of Technical Change.

The set of relationships of interest in this paper have to do with the use of the output distance
function to measure Griliches k-shift described as a combination of the rate and biases of technological
change. We firgt show how the distance function is used to capture these specific technology
parameters. We start with the rate of technological change.

Under technical change, each observation is possibly associated with a different technology.
We consider the case of time series observations where technica progress can shift the production
frontier across observations. Technica change is characterized by moving the technologica frontier
through innovations of different forms, which may be disembodied or embodied in inputs used for

production. It will be represented by the technology index A, that can be characterized by increasing
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the effectiveness of inputsin the production of outputs. Modifying (1) to include a technology index, the

output distance function can be written

Do (X»¥:, A) = minfg > Oy, /q) T P(x, A)}- (10)

where the output set P(X, A,) is defined asthe set of dl output bundles that can be produced from input
bundle x and technology A;. Technologica changeis progressiveif for A.,; >A,, it expands the output
set and dlows output bundles formerly infeasible with inputs x to be in the new feasible set, or P(x, A)
T P(x, A.,). Itisregressiveif for A, >A, P(x, A) g P(X, A1), it shrinks the output set by
eliminating feasble output bundles. The behavior of Do(X, y, A, in A, is easy to categorize. If technica
changeis progressive the output distance function isnonincreasing in A, , if itisregressiveit is
nondecreasingin A;. Thisis because technica change expands the production st so the minimum
achieved on the expanded set cannot be larger than the minimum achieved on the origind output set
snce the origind output bundle remains feasible. The same argument establishes the rdaionship
between regressive technica change and the output distance function.

Figure 2 illugtrates the case where the output set is enlarged from P(x°, A) to P(x°, A.,,) asa
result of technica change. Let the bundle y° be attainable with period t technology and inputs but not
in the production frontier F(x°, A,). Let h° be the output bundle just atainablein this period, then h° =
yo/2°, where 2° isthe smadler sclar by which all outputs are expanded to reach the frontier. After
technical change, the output set is enlarged and the new frontier is F(x°, A, 1), with the output bundle
h! just attainable with the new technology. Inthiscase h' = y%/2%, the smdler scdar 2* by which dl

outputs should be expanded in order to reach the new frontier is smaler than the one before the
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expansion (2! <2°) So progressive technical change represented by P(x, A) T P(X, A1) as A4
>A,, implies 2t < 2°,
For observations on the frontier:

Do (XY, A) =1 (12)

where we can interpret MInDS, / MA, as the rate of technologica change in amultiple-output, multiple-

input environment which can be expressed as

~TInDy _
A

TInD} dInxnt+§"11lnD§3dInymt
Tinx, dA S Tiny, dA

(12)

7 Qo

Consgtent with the definition of the output distance function, x is held congtant then dx = 0. Giventhe
radia nature of the distance function in output space dy,/dA, = dy,/dA, = ...=dy,/dA, and acommon

scaar is computed so that

- 1InDS/TA _ dyy

M dAt
2 {
a 1(ﬂ INDo/T InY it (WYt )

(13)

Using the property of linear homogeneity of the distance function we can rewrite the left-hand side of

(13) and obtain

- TInDo(x,.y . A) _diny,

A aA, =d(XuYo A (14)
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Equation (14) indicates that *, the rate of technica change obtained from an output distance function,
equas the common rate of expangon of outputs dong aray through the origin due to an increase in the
technology index A when inputs are not alowed to change. Once a particular parametric specification
for the distance function is chosen, * can be econometricaly estimated.

It isaso of interest to note how productivity changes are captured in price space using the
revenue frontier by augmenting it to include a technology index A;. In particular, due to the duality
between the output distance function and the revenue function it is possible to establish an equivaence
between the prima and dua measures of technica change. Figure 3 illugtrates in price space the
relationship of the revenue function to thisindex. For progressive technical change, represented by A, 4
>A,, the price frontier moves inward and the radia revenue function is nondecreasing in A as seen by

the segment OA/OB being smdler than OA/OC. For observations on the price frontier

R (pg, x¢, Ar) =1 (15)

where we can interpret MINR/MA, asthe dua rate of technologica change, and obtain

TInR _ N 1InR dinx,

TInR" dinp,_
A & Tinx, A |

1TInp, dA ~

+

3 Qo=

Using the definition of the radia revenue function, we hold x constant (dx = 0) and compute a common
scaar for p so that dp,/dA, = dp./dA = ...=dp,/dA (radid changein p space)

- TInR/9A _dp,
" dA 17)

M
a (1INR'/11np,)(1/ py)
mEl
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and by linear homogeneity of this function in prices we can write the dud rate of technica change as

TInR'(x,,p.,A) _ dinp,
1A - dA

= m(x,,pe, A). (18)

This equation indicates that the dud rate of technical change - that is obtained from anormalized
revenue function, equals the common rate of change of output prices dong aray through the originin
price space, when inputs are not dlowed to change. Once the revenue function is specified, - can be
estimated.

At this point it is useful to note the relaionship between the primal and dud rates of technica

change. From equation (6), using the envel ope theorem we see that

TR(P, X A) | ID5(X,Y0,A)
TA 1A

(19)

then for D(.) = 1*°, and using the definition of the revenue function, when inputs are constant o dx= 0

and for aradia change in price and quantity space,

. TINR(P.X.A) - TInDy(y, .. A) _
TA TA

d (20)

which establishes the equivaence between the radial primal and dud rate of technica change.
So we define the rate of technical change as the rate of contraction of the output distance function or

equivaently as the rate of expansion of the revenue function. It is clear from Figures 2 and 3 that the
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radid rates only alow measurement of neutra technical change.

Hicksian and Overall Biases of Technical Change.

In amultiple-output production process, technological change may privilege some outputs

resulting on some outputs growing faster than others. Thisis of particular importance in this paper given
that relative changes in outputs will indicate if technologica change has modified their opportunity cost
differentidly and therefore their relative competitiveness.
Hicks introduced the definition of neutral and bias technologica change for input pairs. He suggested
that inventions could be classfied in terms of their effects on the margind product of one factor rdative
to another, or on the margina rate of subgtitution between two factors. We follow Blackorby, Lovell,
and Thursby 'sinterpretation of Hicks neutrdity asthe invariance of the margind rate of technicd
subdtitution at different points on the firm's expansion path. Technical change may shift isoquants but in
doing so, the margind rate of technicd subgtitution is not affected. In other words, the technology is
separable with respect to the technica change index and then it is said to be Hicks neutral. We have
shown above that the radid primd rate of technicd change * is particularly suitable to capture Hick's
neutra technica change. When technica change is not Hick's neutra we need to resort to additiona
developments and we show here the usefulness of the output distance function in doing o.

Using the output distance function and extending Fulginiti, congder the following Hicksan

pairwise measure of output bias of technologica change:

17



o TIN(MRT;) _ 1InD,(x,y,t) TInDy(x,y,t) _Tinly./y ;)
Bij(yVX’t) ﬂAt - ﬂAt T[At - ﬂAt
=1 M, it

(21)

where the subscripts on the output distance function indicate first derivatives. The distance function
gives us adirect way of measuring the margind rate of transformation (MRT) asaratio of itsfirst
derivatives, the virtua prices. This bias concept measures the rotation of the production possibilities
frontier a apoint in output Space in response to technica change. Asillugrated in Figure 2, thefirm is
producing a h° on theinitid expansion path. After technologica change has occurred, the firm
produces at h?, on anew expansion path. This movement can be decomposed into a Hicks neutral
change from h° to h* and a substitution change from h* to h®. B; measures the change in dope of the
production frontiersthrough h* on the initial expansion path. Hicks neutrality is captured by B; =0,
when technical change does not change the expansion path. If B; > 0 the opportunity cost of output |
interms of output i for given inputs has decreased and the technologica change is biased toward the
production of output j relativeto output i. B; < 0 when asaresult of technical change, production of
one more unit of output j with the same inputs, requires the firm to give up more units of output i than
before the technological change, so thet it isjth output reducing relative to theith output.

Hicks defined factor biases in terms of atwo-input production function. This definition is not
very useful in amultiple-output, multiple-input framework described by the output distance function of
this paper because it provides (m?-m)/2 potentia forms of relative bias. For example, technica change

could enhance the production of corn relative to that of wheat while diminishing the production of corn
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relative to soybeans.  This definition does not give a clear interpretation as to wether technica change
is expanding or contracting in each outpuit.
An overdl measure of bias, in the manner of Antle and Capalbo, defined in product space with

the use of the distance function is possible

yo finy. ¥ finy
B X,y A)° a Sthij(Xt’yt’A):—y' d Sjt J

jri=1 1A jri=1 1A o

where Sy = R; y; / D, isthevirtua share of output j. It can aso be shown that
1InS;
Bjt(xt1yt’A): ﬂA (23)
y

which provides a convenient taxonomy of effects associated with technica change. Equation (22)
indicates that if the margina input requirement of output i isincreasing relaiveto dl others then B > 0
and the technologica change is output-i reducing overal or bias againg the production of this output
(anti-output i biased) asits virtua share increases due to increases in its opportunity cost of
production. If B = 0 then technical changeisHicks neutrd. B, <0 indicatesthat, an additiona unit of
output i requires less inputs than other outputs after the technica change has taken place, therefore the
technological change has been output-i augmenting and its virtud share decreases as its cost of

production has done so. More of the ith output can be produced now with the same inputs and
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technological changeis pro-output i biased. It followsthat if technica changeisneutrd, dl B;'sare 0
anddl B'saredso 0. Sincethe S, sumto unity it isadso truethat G;S'; B, is0 o if technica changeis
biased at least one B, must be positive and one must be negative. Once a parametric specification of
the distance function is chosen, pairwise and overall biases can be econometricaly estimated.

If the optima output mix is produced, shadow and actua prices coincide and

MRT. = Y i (XY A) _ B

i~ = (24)
Ly (%Yo A) Py
then we can rewrite the overdl output bias as
finp, &' _ TInp, 1Ing|
it = - S, = 25
1A A5 T TTHA | @)

which is readily obtainable from market data

Commodity Progress: Griliches' k-shift.

We have shown above how the output distance function provides information about the rate and biases
in technologica change. Thetask now isto relate these concepts to Griliches k-shift. In the 1958
paper “Research Costs and Socid Returns: Hybrid Corn and Related Innovations,” Griliches defines
the parameter k used initswelfare andysis as*...the rdative shift in the supply curve,...” dueto the

introduction of the new varieties. Aswe can seein Figure 4, thisis a shift in the margind cost curve of
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commodity i and can be represented by the percentage change in the virtua price of that commodity

messured at the origina eqilibrium vaue of y." Griliches k-shift isthen

_Tiny,
ki = W{y (26)

We know from above that the overdl biasis

TInSi| _éfiny, TInD(x.y,A)U
B. Yo = = A - . 2
and from here we obtain that
Thny . _ 1InS{| . TInD(x.,y, A)
= + - :Bit Xt’ te -dxtl t? . 28
A A |y A XY A)- dXLy L A). (28)

In (28) we have expressed the shift of the margina cost curve of commodity i due to technological
innovation as the addition of two terms, the bias and the radid rate of technologica change. We refer
to this concept as ‘ the rate of commodity progress.” This rate can be estimated for each commodity
directly from the technology once a representation of the output distance function is chosen.
Combining (26) and (28) we have shown that Griliches k-shift isthe rate of commodity

progress that can be readily estimated on a commodity bas's from a specific output distance function
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Kk, = Tiny
A

= B, - d, = bias+ rate = commodity progress (29)
Equation (29) isthe main result of thispaper. Alternaively we can interpret the k-shift or the rate of
commodity progress asindicating the effect of technologica change on inverse output suppliesfor a
given st of outputs and factor endowments. These dadticities are not independent of one another. It

follows from linear homogeneity of the output distance function in y that

DY A)
TATY:

DXy A)

1-[y it(Xt’yt’A)
: 30

ﬂA it

=-4a Vi =- 2

Dividing through by D( X, y, A) we obtain

vﬂlny it

d:-ést T[A ' (31)

where * isthe radid rate of technologica change, S, isthe share of commodity i, and MInR, /MA,
is the k-shift for the same commodity. This shows thet the radid rate of technologicd changeisa
weighted average of the (negative) rates of commodity progress or of the individual commodities k-
shiftsfor given outputs and factor endowments.

Whilethe B’ s from equation (22) can be of either sign we generdly expect the MInR; /MA, to
be negative since their weighted average equas -Min D(C)/MA, < 0. However for many commodities

some MInR;/MA, may well be positive. Thiswould reved tha technologica changeis strongly biased
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againg the corresponding output. Thuswe may say that technologica changeis ultra anti-output i
biased if MInR;/MA, > 0. In paticular, if technologica change were completely unbiased (i.e. B; = 0)

so that al output prices change at the same rate, (31) would reduce to

_ Tiny

d= A

(32)

Equation (32) indicates that under Hicks neutrdity, the radid rate of technical change equasthe
decrease in virtud prices common to al commodities. In other words, the rate of technica changeis
the k-shift and thisis the same for al commodities’®

Thereisaclose link between the effects of technologica change on output shadow prices (or
margina input requirements of output i), on one hand, and the impact of changesin output quantities on
the radid rate of technological change, on the other. This relationship results from the symmetry of the
Hessian of the distance function. Let M 2An D(C)MAMIny; = -M*Miny; be the impact described above.

One can then easily show that

12InD(X,.y. A) 1S _ o eMIny . 1InD(x..y A)l_ ,
- - 3t € - LJ_StBlt (33)
AT Iny, TA & 1A TA (

Thus, the share-weighted technologica bias indices capture the effects of changesin output quantities
on the rate of technologica progress. It results immediately from the linear homogeneity of the distance

function in outputs and from the definition of B, that
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that is, the rate of technica change is homogeneous of degree 0 in output quantities®® However,

changesin relative output quantities do normally affect the rate of technologica change.

A Quadratic Specification

A flexible representation of the technology that embodies the regularity conditions required by
theory is desrable for implementation of thismodd. The trandog functiond form hasbeen used ina
number of studies (Lovell et d, Grosskopf et d, Codli and Perdman) in the distance function context.
Here, agenerdized quadratic formisused. This specification has the flexibility needed to capture the
different functiond relationships in output and input space without redrictive assumptions about the
technology. We assume that the output distance function can be gpproximated by a normalized

quadratic functiond form.

In generd,

(35)
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whereyisan M output vector, y* isavector of M-1 outputs (output one used for normdization), X is
an N vector of inputsand zisaK vector of exogenous variables such as A, (technica change), and ',

"' and " are parametersto be estimated (a scalar, avector and a matrix, respectively). A convenient

partition consstsof **' = (*',., "', "*)', ad

G, G, G.u
é u
G- éGXy* GXX GXZ 0- (36)
é U
é Gzy* G, G, a

Theoreticaly required regularity conditions for this function include homogeneity of degree onein
outputs and symmetry. Thisfunctiona form maintains linear homogeneity of the output distance
function. Symmetry requires the condraints:
9; =95 "0t ] (37)

for al outputs, inputs, and other exogenous variables and their cross products.

First order differentiation of the normaized output distance function with respect to outputs
yields asystem of margind input requirement equations thet are linear in normalized output quantities, in
input quantities and in other exogenous varigbles

y =a,+ Gy*y*y* + Gy*xx +0,.z (38)

where R is acolumn vector condsting of margind vauations (MDo/My,, =R, ().

Using equation (9), the margind revenue product of inputsis

25



f=- (ax t Gy*xy*+GxxX+ gxzz)’ (39)

where N isanx1 vector of margina input revenues. Notethat * ,,, which is needed to evauate
technical change, cannot be estimated from these sets of equations. The output distance function must
be estimated either aone or jointly with these margind vauation equations.

If, in addition, monotonicity and convexity of the technology is assumed, the output distance
function is dud to the revenue function. By the envelope theorem, R in equation (28) is a vector of
inverse conditiona supply functions. Convexity in output quantitiesimplies a positive semidefinitive
matrix of second order derivatives of the output distance function with respect to outputs (* ,,, the
Antondli matrix) while for concavity in inputs the Hessan implied by the estimated parametersin inputs,
"« Must be negative samidefinite. These properties are maintained in estimation of this system.
Monotonicity is satisfied if the predicted prices are poditive. This property is not maintained but
evaluated after estimation.

Equation (14) indicates how the output distance function provides a measure of the common

rate of technica changein dl outputs. If z= A,, thisrate is obtained as

z

t = - (az + Gyzyt + zeXt * GZZZ[) Do(xt’yt’zt)’

(40)

where * isthe radid rate of technica change and dl outputs, including the numeraire, are contained in
the vector y and the parameter matrix * ,,. Equation (41) can be evaluated for given vaues of outputs,

inputs and other exogenous variables by using the estimated coefficients. The coefficients for the
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numeraire output are retrieved from the homogeneity condition.
Hicksian pairwise measures are obtained for the quadratic distance function using equation (21)

which gives

B”-t _ Aglz . 1z (41)

- € Uz,
&Y i Y

for dl outputsi,j = 1,...M,t=1,..,T,andwhen z= A.. If B; =0, then technical change does not bias
the optima mix between outputs, while B; > 0 implies a bias toward the production of thejth output,
and B; <0 implies abias toward the production of theith output. Overal biases are obtained using the

pairwise biases and equation (22). Alternatively, in terms of the parameters of the normalized quadratic

output distance function
0 égiz u
Bti =d Sjt Bijt =g 4t dth (42)
j ey | u

fordli,j=1,..,M,t=1,...T,andz= A. Oncetheradid rate of technical change and the overal
biases per commodity are obtained using equations (40) and (42) they are combined to obtain the rate

of commodity progress giving, according to equation (29) the respective k-shifts

kit = Blt ) dt =4 (43)

fordli=1,..M,t=1,..,T,and z = A,.. For the quadratic distance function, the k-shiftsare smply a
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normaization of the coefficient of each output and technica change while the rates of technologicd bias
are obtained by adding to this the aggregate radid rate of technical progress. Moreover, the pairwise
biases of equation (41) can be dternatively defined in terms of the k-shiftsas By, = (k;; - kj;). Another

parameter of interest is the percentage change in the rate of technica change due to changes in output

quantities
ﬂdt y it yit ég|z U
=S B a—+d. 44
TI Inyit e o gy it tH ( )

For a quadratic distance function the same type of information would be obtained in asmpler form
from the dadticity that indicates the percentage change in the margina vauation of technica change
(MV,) as a consequence of percentage changes in quantities of outputs

_TInMV, g,

>~ qiny, MV,

Yi (45)

where MV, = MD, Mzwherez= A, fordli=1,...M; t=1,...,T. Wecandsofoundinasmilar
way, using the gppropriate parameters, the percentage change in the marginal va uation of technical

change as the technology index and inputs change.

An Application: Estimating 'Commodity Progress in U.S. Agriculture

As dated in section |, changes in competitiveness of a country in a specific product market are

28



traced to changesin productivity. Innovations change the characterigtics of the technology in use and
the efficiency with which inputs are used in production. Thisresultsin potentid changes in productivity
with possible impacts on exports. The rate of technologica change adong with the output biases implied
by this change are indicators of changes in competitiveness in the markets of interest. In this section we
utilize the theory developed to andyze technica change and its characterigtics in production of whest,
corn, soybeans and livestock in U.S. agriculture.

There have been numerous studies of productivity growth?® at the aggregate, sectoral, and
industry level for the U.S. These studies have used anumber of different gpproaches to productivity
measurement, including parametric and non-parametric, sochagtic and determinigtic. Productivity
studies that focus on the agricultura sector include Gollop and Jorgenson, Capalbo and Vo, Bdl et d.,
Pardey et d., Huffman and Evenson, Chavas and Cox, and Lim and Shumway, among others. These
sudies estimate productivity growth usng index numbers, estimates of production, cost and profit
functions, and non-parametric approaches. Most of these studies obtain estimates of the rate of
agriculturd productivity growth for the sector asawhole. They are consstent a estimating pogitive
rates of productivity growth in U.S. agriculture in the last forty years. Few are able to differentiate
productivity growth in the crops and livestock subsectors. None of these studies have obtained
esimates of productivity growth at the commodity level. Similarly, none of these sudies have

econometricaly estimated Griliches k-shifts nor the rate of commodity progress.

A. The Data

The five commodities chosen in this study condtitute 100 % of the vaue of dl U.S. agriculturd
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production. U.S. agricultura exports have dropped from gpproximately 30% ot tota value of exports
in 1950 to 10% in 1995. Whest exports contributes gpproximately 14% to the totd vaue of agricultural
exports while corn and soybeans contribute 15% and 13 % respectively. The data used in the andysis
congsts of annual observations on quantity and price indexes from 1950 to 1995 obtained from a
number of sources. | estimate a structure with five outputs (corn, whesat, soybeans, beef cattle, and dll
other commodities), oneinput (al production inputs), and atime trend as a proxy for technologica

change. Thesevariables are described in Table 1.

B. Econometric Estimation

Equations (35), (38) and (39) are estimated with dight modifications for estimation purposes. In
time series estimation it is maintained that al observations are efficient, so for each year the production
bundleis not only feasble but it is on the frontier. This amounts to assuming that Do(X, y) = 1in every
period. Equation (35) regresses (y;)* on dl other output and input quantities and other exogenous
variables. Random disturbances are also added to the normalized distance and normalized price
equations. These disturbances represent the effect of random wesather conditions and approximate
error; they are assumed homaoscedastic and uncorrelated within equation. Contemporaneous Cross-
equation correlation of the disturbance termsis permitted.

If besdes stisfying the above assumptions, the vector of disturbances is multinormally
distributed, maximum likelihood estimation can be performed. Under the Stated stochastic assumptions,
the maximum likdihood estimators are congstent, asymptoticaly normd, and asymptoticaly efficient.

The IML procedure in SAS was used for estimation.
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Using the data described in the previous section, equations (35), (38) and (39) are estimated by
the method of maximum likdlihood. Cross-equation symmetry and identity restrictions are imposed on
the parameters a estimation. Linear homogeneity in outputsis imposed by normdizing dl outputs by
theindex of dl other outputs. Convexity in outputs is not satisfied by this sysem. The output distance
function will be convex in outputsif * ,, is a positive semidefinite matrix implying thet the diagona
elements of this matrix are nonnegative. Convexity isimposed by estimating the syslem subject to
nonegativity congraints on these parameters. Thisis done usng the NLPQM (Dua Quas Newton
Method) optimization subroutine in the IML procedurein SAS, verson 6.10. This approach dlows
esimation of the parametersin the system by maximizing the likelihood function subject to equdity and
inequdity, linear and nonlinear congtraints on the parameters. Once these parameters are estimated,
their sandard errors are obtained from running one iteration of the SUR option of the MODEL
procedure in SAS with dl parameter values restricted to the vaues estimated by the previous
approach.

The systlem has Six equations, the dependent variables being the inverse of the numeraire output
and the normalized prices of corn, whest, soybeans, beef cattle, and the negetive of the margina
revenue of the input aggregate. The stacked model has 276 observations and 28 estimated parameters.

Collinearity diagnostics developed by Beldey, Kuh, and Welsch indicate an absence of strong
multicollinearity. Because time-series data are used, the presence of autocorrelation in the resduasis
possble. Smple Darbin-Watson statistics for each of the equationsin the system fdl in the inconclusive
range. Guilkey's likelihood ratio test statistic for a system of smultaneous equations that do not contain

lagged endogenous variables as regressors is calculated as 34.8. For thirty six degrees of freedom, the
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Chi-square critical vaue at the 5% leve is50.71. Therefore this statistic does not lead to rejection of
the hypothesis that the matrix of first order vector autoregressve coefficientsis zero. Estimation
proceeds under the assumption of serially independent errors. R obtained from OL S residuals are
0.77 for the distance function equation, 0.71 for the price of whest equation, 0.68 for the price of corn
equation, 0.75 for the price of soybeans equation, 0.59 for the price of beef cattle equation, and 0. 82
for the input equation. Table 2 presents the parameter estimates of the restricted model. Thetable
contains atotd of twenty eight estimated parameters, eight of which are significant a the 1% levd, five
at the 5% level, and four at the 10% level. The Sgns of the estimated parameters are in generd
consstent with the theoreticad model. The own-quantity responses of the inverse output supply
equations are pogtive, while the own-quantity response of the input margina revenue is negdtive.
Monotonicity is satisfied at the point of expansion and a the mean of the data but violated in 36 of the
276 data points.

Among the mogt Sgnificant estimated parameters are those of the time variable, indicating a
strong autonomous component in the trend of the inverse supply and inverse demand equations. Indl
casesthistrend is associated with a decrease in normalized prices of outputs, suggesting the presence

of technicd change.

C. Estimates of Technical Change, Bias and Griliches k shifts.
Equation (41) with predicted output distance function evaluated at the mean values of variables,
to cdculate the estimated radid rate of technica change for given levels of outputs and inputs. The

results indicate that U.S. agriculture has grown at an average radid rate of 2.8% per year. Thisrateisa
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larger than expected, and it islarger than recent estimates of 1.90% to 2.50% by Bdll, et d., Pardey et
d., and Huffman and Evenson, who used an index number gpproach covering adightly different time
period.

The dadticities of the margind vauation of technica change given by equation (45) are
estimated for changesin outputs, inputs, and technica change index. Evduated at the mean they
indicate that the marginal value of technical change decreases with corn, and whest; while it increases
with soybeans and beef livestock. Our cdculations aso indicate that the implicit value of technica
change goes down through time (Table 3.)

Pairwise biases are obtained from equation (41) where the predicted inverse supply is
evauated a the mean of the exogenous variables. The reaults, shown in Table 4, indicate that technical
change has not been Hicks neutrd, in fact it has been biased in favor of soybeans rdative to corn,
whest, and beef, in favor of corn relative to whest and beef, and in favor of whest relative to besf.
The overdl bias measure, B, caculated according to equation (42) and evaluated at the mean of the
variables, indicate that technologica change has been biased in favor of corn, soybeans and wheat and
againgt beef livestock.

Finally, the rate of commodity progressis estimated using equation (43) as the sum of the radia
rate of technical change and the overall bias per commodity. These results are presented in Table 5.
On average, the margind cost of corn, soybeans, and wheet, conditional on output and input levels, has
decreased during the 1950-1995 period while that for beef livestock has dightly increased. Griliches
k-shift indicate that the percentage reduction in the margina cost of corn has been more than that of

soybeans which has dso been bigger than the percentage cost reduction in production of wheat. These

33



figures might be taken to indicate aincrease in relative competitiveness in corn relative to soybeans,
wheat and beef ; an increase in relative competitiveness of soybeans redtive to wheat and beef and of

whedt rlaive to beef livestock in U.S. agriculture during the last fifty years.

Summary and Conclusons

| have discussed the relationship between the firm’s technology and Griliches k-shift and have
shown how the output distance function and the inverse supplies or margina vauations obtained from it
may be used to specify this concept in terms of rates of commaodity progress. Among the implications
of the results are the fact that these rates are equa to the addition of two technologica parameters, the
rate and bias of technologica change. Thisinformation isimportant because it alows productivity
measurement by commodity and enables estimation of the downward shift of the marginal cost per
commodity. Griliches k-shifts acrucid parameter in the welfare evauation of technologica change
usually obtained in an ad-hoc manner can now be econometricaly estimated based on the theory of the
firm.

| have dso discussed the dud relationship between the output distance function and the
normalized revenue function in this context, establishing the smilarities and differences between the
radia dud and prima rates of technica change and the respective biases. It is possbleto defineadud
rate of commodity progress which describes the horizonta shift of the margina for each commodity due
to technologicd change. Thisis Griliches K-shift, concept used in the welfare evaluation literature and
usudly picked in ad-hoc manner.

We use the gpproach in estimation of the rate of commodity progress for whest, corn,
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soybeans, and beef livestock in U.S. agriculture for the 1950-1995 period. The radid rate of technical
change is estimated at about 2.8% per year, dightly higher than that estimated by others using very
different gpproaches. The k-shift for corn is about 8.1%, with a6.2% for soybeans, a 3.9% for wheat
and a-0.6% for beef. Thisshowsthat U.S. agriculture has become more competitive in the production
of corn relativeto dl other commodities, in the production of soybeans relative to wheet and beef, and

in the production of whest relative to beef.
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Table 1. Variables Describing the Agricultural Sector

Do(X,y,A) output distance function: value of one as efficiency is assumed in estimation.

y vector of outputs. Tornquist-Thell index of production for corn, wheet, soybeans, beef
livestock, and aggregate of dl other products. Prices are corresponding implicit prices.

X vector of inputs: Tornquist-Thell index of dl inputs used from Bal, et.d. Implicit price
index from the same source,

A time trend used as proxy for technical change, 1950-1995.

Table 2. Parameter Estimates (t-ratiosin parentheses), symmetry, homogeneity and convexity
imposed, 1950-1995, U.S. Agriculture.

First Order Second Order Coefficients
Prices | Coefficients Quantities
Corn  Soybeans  Wheat Beef Input Time
Corn -3.53 0.03 -0.0167 0.027 -0.021 -0.078 0.002
(-3.91) (2.95) (-7.01) (5.46) (-1.49) (-4.39) (3.96)
Soybeans 5.26 0.03 -0.016 -0.038 -0.006 -0.003
(6.36) (5.36) (-4.87) (-4.38) (-0.42) (-6.09)
Wheat -0.95 0.03 -0.027 -0.048 0.0005
(-0.77) (4.67) (-1.58) (-1.93) (0.85)
Beef 16.45 0.377 0.419 -0.009
(6.78) (3.32) (10.44) (-6.87)
Inputs -23.35 -0.999 0.013
(-10.69) (-7.88) (11.80)
Time -2.42 0.001
(-14.26) (14.32)
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Table 3. Elasticities of the Marginal Valuation of Technical Change, U.S. Agriculture, 1950-1995.

Outputs MV,
Corn -0.128
Soybeans 0.388
Wheat -0.033
Beef 0.434
Others -0.66
Time -117.15

Table4. Pairwise and Overall Output Biases, U.S. Agriculture, 1950-1995

I\ Soybeans Beef Others Overall
Corn 0.087 -0.087 0.026 -0.053
Soybeans -0.0005 0.061 -0.034
Wheat -0.046 0.016 -0.011
Beef 0.061 0.0342
Others 0.027
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Table5. Griliches k-shift or Rates of Commaodity Progress, U.S. 1950-1995.

Outputs k-shift (%)
Corn 8.1
Soybeans 6.2
Wheat 3.9
Beef -0.6
Others 0.1
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Figure 2. Theradial primal rate of technical change and output biases.
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Figured4. Griliches k-shift.

Endnotes.

1. SeeKrugman (1996).

2. U.S. exports are gpproximately 10% of GNP. When trade becomes more important, changesin the
terms of trade could outweigh domestic factors as determinants of the standard of living.

3. Productivity change and technical change are used interchangeably in this paper.

4. Introduced in Griliches semind 1958 article on socia returns to hybrid corn to describe the relative
shift in the supply curve (page 423) and later used by many others. For areview of this literature see
Algonetd.

5. A summary of the early work can be found in Griliches (1996.) For more recent attempts see Barro
and Xdai-Martin.

6. A summary of the efforts dong these lines can be found in Berndt, Morrison-Paul, and Alston . dl.
7. See Bresnahan and Gordon for papers dong thisline.

8. For adetall review of thisliterature see Alston et a and Bresnahan and Gordon.  Studies of
immizerating growth in the trade literature could be consider as early precursors of this approach.

9. See Alston et d for papers using this methodology.

10. Uses of the distance function in demand theory are found in Gorman (1976), and asemind article
by Deaton (1978.)

11. Shephard's (1970) definition of the output distance function makes it obvious that it isaratio of
Euclidean distances from the origin
[yl

DoY) = Iyl

where || represents the norm of avector, O(x, y) =2(x, y)*y, and 2(x, y) = min{2| (21'y) , P(x),
2>0}.

12. For a complete description and proofs see Shephard (1970.)
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13. The revenue function R(p, X) is nondecreasing in output prices, nondecreasing in input quantities,
homogeneous of degree one in prices, and convex in prices. For more details on this properties and
the dudity between these functions see Shephard (1970).

14. If the revenue structure is defined as afamily of price vectors given by
V(x)={pl R(p,x)* 1; p* O}
the revenue function is
| Pl

R(pP,X) = T~

IX(p, X
where>(p,x) =2(p,x)* p and 2(p,x)= min{2| (2* p) , V(p)}, the vector being the intersection of
theray {2p| 2 $0} with the boundary of the set V/(x) whenx>0. The distance ratio is given then by

|l

x(poop - 4P

But

R(p, %) = R@(p,x)x(P,X),X) = q(p, )RX(P,X),X) = q(p,x) = IX(p, X)|

with R(p,x) = 1 by continuity of the revenue function in p. Figure 3 illugtrates the set V(x) and the
normsof p and >(p,x). Thesetwo bundles are scalar multiples of one another, so we can define a
scaar 2° such that p°=>%(p,x)=2° h® or (p%2%=h°. If 2°>2 ischosenthen (p%2) isnotinthe
revenue structure s&t, if 2°<2 the resulting price vector isin the set but supports arevenue smaler than

the maximum attainable. 2° can therefore be defined asthe maximum vaue of 2 suchthat 2 pisin
V(x). This scdar is adistance function.

15. For acomplete proof see Shephard (1970.)

16. From the first order conditions of problem (6) we obtain that p,.=8 MD,(.)/My,,, so that revenues
can be expressed as R(.) = p y(p,x,A)= 8 3y,,MD,(.)/My,, and when D,(.)=1 then R(.)=8 dueto
linear homogeneity of the distance function in outputs.

17. An dternative way of measuring the shift of the marginal cost would be to represent the

proportiond shift to theright of this curve from the origina equilibrium vaue of p. Thisis sometimes
refer to in the literature as the K-shift and measures the proportiona change in quantities for given price.
In hisorigind study, Griliches does not use this concept but the one we develop in the text.

18. If onewere interested in obtaining the K-shift instead of the k-shift, one can do so using the dua of
the output distance function, the normaized revenue function. It isthen possible to obtain the horizonta
shift of the margina cost as
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where numerator and denominator are linear

19. Followsfromd = -

homogeneous in outputs.

20.We will only refer to total factor productivity studies. There have been many more partia factor
productivity studies.
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