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THE ROLE OF ADVERTISING IN CHANGING CONCENTRATION
OF MANUFACTURING INDUSTRIES

Willard F. Mueller and Richard T. Rogers*

A1l economists probably agree that the near $40 billion spent
annually on advertising constitutes a powerful force for good or 111
in a capitalistic economy. But there remains much about advertising
that is not well understood. Among the most important unsettled ques-
tions is the impact of advertising on industrial structure.

Although views still differ, there is increasing evidence that
advertising plays an especially prominent role in structural change.
weissl/ found some evidence of a general tendency for concentration to
increase between 1947 and 1954 in consumer durable goods manufacturing
industries. Blairg/ conducted an informal test of the hypothesis and
he concluded that concentration generally increased between 1947 and
1963 in industries that were heavy users of network television adver-
tising. MueIleréj reported that between 1947 and 1963 concentration
appeared to be 1ncreasjng most rapidly in industries with high adver-
tising intensities. A subsequent study by Mueller and Hamm confirmed
this finding for the period 1947-1970.%/

The Mueller-Hamm study has been criticized on several grounds.
0rnste1n§/ alleges that it 1s flawed by errors in its advertising
intensity variable, which uses Parker‘sﬁl classification system that
divides consumer goods into three discrete classes of product differen-
tiation. Ornstein also contends that the study is invalid because its
sample consists of largely mature, slow growing industries. Finally,

the study has been criticized because the use of one of the independent



variables, the beginning level of concentration, results in regression
bias.Z/

Here we report the results of a more comprehensive analysis for
the period 1947-1972 that: (1) uses a continuous measure of advertis-
ing intensity; (2) differentiates between TV and other types of adver-
tising; (3) includes a proxy for changes in economies of scale; and
(4) uses a more appropriate specification of one of the independent

variables. We also respond to the criticisms mentioned above.

Overview of Concentration Trends

Viewed in the aggregate, the average level of concentration in
manufacturing industries displays remarkable stability over the 25
year period, 1947-1972, 1In a 167 industry sample, the average market
share of the leading four firms (CR4) was 40.9 percent in 1947 and
42.4 percent in 1972 (Table 1, Column 1). This apparent stability
results from averaging the partially offsetting changes occurring in
different segments of manufacturing. Most important is the differing
behavior in producer and consumer goods 1ndustr1es.§/ Whereas average
concentration in producer goods changed little over the period, consumer
goods experienced a persistent and substantial upward trend. The
contrasting trends are especially evident when consumer goods are
subdivided by degree of product differentiation. For this purpose, we
have grouped the industries according to Parker's classification
system wherein he identified industries by the degree of product
differentiation (Table 1, Columns 4, 5, and 6). Parker's classification
1s based mainly on the advertising intensities of leading firms in an

industry.gj We have included in the table the average total industry
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advertising-to-shipments ratios for fhe industries in each of Parker's
product differentiation classes. This comparison shows that average
advertising intensity differs substantially among Parker's three
product differentiation classes.lg/

The average CR;s shown for various groupings of industries also
obscure considerable variation within each group. The extent of this
varfation is shown in Table 2. Even in producer goods industries, 11
industries experienced increases in CR4 of over 10 percentage points.
The extent of variation was even greater among consumer goods.

The contrasting pattern displayed in Tables 1 and 2 illustrate
that the apparent stability in concentration over a 25-year period is
deceptive, hiding more than it tells. The purpose of the following
analysis is to test hypotheses explaining the causes for changes in

concentration, especially the unique role played by advertising.

The Sample

The analysis uses 167 four-digit SIC manufacturing industries for
which comparable four-firm concentration ratios (CR4) and other neces-
sary data are available for the period 1947-1972.11! These industries
are quite closely representative of all manufacturing industries. The
chief criticism of this data set is that by restricting the sample to
industries whose SIC definitions have not changed over a 25-year
period, it allegedly consists of "only the slowest growing and least
technologically dynamic 1ndustries."lg/ Unfortunately, this criticism
cannot be tested rigorously. Since all the data that could be used
have been used, a Chow test or other similar statistical procedures

cannot be performed. However, careful examination of changes in SIC
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classifications and comparisons of oyr sample with other SIC Tndustries
for later periods does not support the criticism that the sample
differs markedly from the universe,

The Bureau of the Census changes industry definitions for various
reasons and in different ways. Most changes 1n industry definitions
have nothing to do with whether or not industries are dynamic. Many
definitions have been changed because products were added or deleted,
and in some cases industries have had some products added and others
deleted. In other cases, two or more industries were combined to form
a new industry, and sometimes (relatively few) new SIC industries have

been created.

Mue11er-HanmJ§/ found that their 1947-1970 sample exhibited the

same overall trend and level of concentration between 1958 and 1970 as
did a much larger sample. (The Tatter sample represented 74 percent
of all manufacturing value added.) Additionally, Weiss has argued
that using only industries with essentially the same definition does
not create any major bias.lﬁ!

We have further examined the hypothesis that industries with
consistent SIC classifications for the entire 1947-1972 peried consti-
tute a slower, less dynamic group of industries than does the entire
population of manufacturing industries. We separated the entire
population of 1967 SIC industries (N = 413) into a group consisting of
our sample (Group A, N = 167) and a group that was not in our sample
(Group B, N = 169) but had comparable data back to 1963 (the year of
the Tast major revision). This left a residual group (N = 48) whose
data were not comparable over this 9 year period and hence were excluded

from the analysis. The total value added attributed to Group A was 83



percent of that of Group B. Mean percentage growth rates were computed
for each group and a difference in means test was performed between
Group A and Group B for the time periods 1963-1967, 1967-1972, and
1963-1972. The differences between the two groups were not statisti-
cally different at the 5 percent level for the two shorter periods.lé/
However, for the 1963-1972 period, the means of the two groups were
statistically different at the 5 percent level. Examining the entire
range of percentage growth rates for Groups A and B over the 1963-1972
period reveals that the entire distribution is very similar. The
statistically significant difference in the means of the two groups 1s
entirely attributable to one extreme observation, household furniture,
n.e.c. (SIC 2519), which grew by 533 percent. Removing this industry,
there is no statistically significant difference in the means of the
two groups at the 10 percent level for the 1963-1972 period. This
evidence yields no support for the criticism that our sample 1s seri-
ously biased against rapidly growing industries.

Our analysis also makes use of a subsample of the N = 167 sample
that excluded 38 industries that had value of shipments under $100
million in years 1947 or 1972. This subsample was used to see if the
inclusion of small industries was causing any bias in the results. A
similar comparison of mean percentage growth rates of this subsampie
(Group A', N = 128) and those industries from Group B with 1963 value
added exceeding the minimum 1963 value added observed in Group A'
(Group B', N = 165) revealed no statistical differences for any of the
time periods invo]ved; In fact, for the 1967-1972 period the mean
percentage growth rate of Group A' exceeded that of Group B'. The

results based on the exclusion of small industries substantiates our



findings for the entire sample, and allows us to infer with consider-
able confidence that there exists no statistical differences in growth
rates between included and excluded industries. We therefore conclude
that our sample 1s quite representative of all U.S. manufacturing and
that analyses based on it provide inferences applicable to concentra-

tion changes in all manufacturing industries.

The Variables

Change in Concentration (ACR)

The dependent variable measures the change in four-firm concentra-
tion (CR4) between 1947 and 1972 for our main model, The change is

measured in percentage points, i.e., CR4 1972 minus CR4 1947.l§/

Initial Level of Concentration (ICR)

Initial level of concentration is measured by the beginning
year's CR4. Economic theory suggests that, ceteris paribus, leading
firms in concentrated industries are likely to lose market share over
time or to increase less rapidly than less concentrated industries.lzj
We therefore expect this variable to have a negative sign.

A referee for the Mueller-Hamm study, Richard Caves, suggested
that the expected negative relationship between initial level of
concentration and change in concentration may be a statistical artifact
because industries with very high CR, in 1947 could thereafter experi-
ence decreases but not increases in concentration, thus violating the

assumption of homoskedasticity. Subsequent tests by Mueller and Hamm,

including one suggested by Caves, provided no evidence of regression



bias.l§/ Wright concludes that the negative impact of initial level
of concentration is not a statistical artifact because he finds the
same result after he removes any possible regression bias.lg/ The
upper bound is rarely constraining in our data set as it includes only
two observations where (R, exceeds 30 in 1947. Furthermore, whereas
regression bias will result in nonnormally distributed residuals,

plots of residuals did not indicate nonnormality.

Industry Growth Rate (G)

Growth in industry demand affects the opportunity for entry by
new firms and expansion of fringe firms already in the market. Slow
growing industries create a more difficult "displacement problem" than
rapidly growing ones.gg/ We therefore expect this variable to be
negatively related to change in concentration. Percentage change in

value added in current dollars was used to measure industry growth.

Industry Size (S)

Other things being the same, the larger the absolute size of an
industry the Tower its entry barriers.gl! However, if industries were
in long-run equilibrium in the initial year of the period studied,
industry size woulid not have any influence on concentration trends
since an "equilibrium" number and size distribution of firms would
already exist. But we cannot make such an equilibrium assumption.
First, the original structure of an industry may have been the product
of a patent monopoly and therefore was more concentrated than warranted
by scale requirements, Second, prior to the 1950 amendment of Section

7 of the Clayton Act, horizontal mergers were essentially immune from
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antitrust challenge, therefore resulting in higher levels of concentra-
tion than dictated by scale requirements alone. Industry size is
measured by the natural logarithm of the industry's total value added
(VA) in 1972 (hundreds of thousands of dollars). This measure, which
differs from the specification used in the Mueller-Hamm study, was

used to account for the nonlinear negative relationship between size
and ACR4 because the distribution of VA is badly skewed. To find the
impact on ACR4 from VA rather than &n VA, which is the variable used

in the regression models, the regression coefficient from the &¢n VA
variable must be divided by VA. Hence, as VA gets larger its eroding

effect on concentration diminishes.

Change in Economies of Scale (AE)

A major determinant of industrial concentration is economies of
scale. Therefore, a model which is used to explain charges in concen-
tration should include a change in economies of scale variable.
Despite its deficiencies, we used the proxy variable developed by
weiss,gg/ an industry's midpoint plant's share of industry value added
in a specific year. The change in scale economies variable (AF) used
in this study is the 1972 value minus the 1947 value.

Bain, in his often cited study, found that plant size was the
most important source of firm econom1es.g§/ Scherer's analysis of
multiplant economies of several industries has cast some doubt on this
finding.gﬂ/ Additionally, Weiss' proxy variable suffers because plant
size tends to increase with firm size for reasons unrelated to effi-

25/

ciency considerations alone.—~

In support of AE, We1ss,g§/ in comparing two proxy economies of

scale variables with actual estimates of minimum efficient size made



n

by himself, Scherer, and Pratten, found that the proxy based on midpoint
plant size relative to industry size had a stronger association with
the direct estimates than the proxy constructed as the average value
of shipments of plants accounting for the top half of industry shipments.
For example, in Scherer's sample, the corrected R2 for the association
was 0.9.

Given the shortcomings of our proxy variable, AE, models were
estimated with AE included and excluded. We hypothesize that AE will
be positively associated with changes in concentration, although we
believe that this assocciation is only partially due to economies of

scale,

Advertising Intensity (A)

Advertising-created product differentiation is a major source of
market power for an individual firm and of industry entry barriers.gz{
Because the payoff from successful product differentiation is large,
firms have a strong incentive to engage in the Tevel of advertising
necessary to achieve the optimal degree of differentiation.

If there are substantial advantages (pecuniary or real) of large-
scale advertising, and especially if these advantages increased over
the period studied, advertising would cause increasing concentration
in industries most susceptible to advertising. Until at least the
mid-1960s, there were substantial volume discounts in TV advertising
(Blake and Blum, 1965). Although Peterman?®/ dismissed the benefits
of TV discounts as an illusion, businessmen themselves had no doubts
as to the value of such discounts. 2/ Even with the discontinuance of

the flagrantly discriminatory discount structure for TV advertising,
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other forms of price discrimination continued until at least the early
19705.§Q/ But most {mportantly, large advertisers still appear to
secure more favorable time slots than smaller advertisers.3 This is
critical for many products because certain programs are much more
valuable than others. For example, to not be disadvantaged a brewer
must have equal access to certain types of programs, especially major
sports events. If access to such programs is foreclosed by major
brewers, other brewers are disadvantaged even when they have access to
other "prime" time programs at the same cost per minute. Although
economists still disagree over these matters, we hypothesize that
advantages of large scale advertising do exist, especially in televi-
sion advertising.

The impact of advertising goes beyond that associated with scale
economies. There is case study evidence demonstrating that large
conglomerate firms are able to use advertising as a competitive strategy
that would be legally viewed as predatory if the massive cross-subsidi-
zation were reflected in deep price cutting. Instead, large conglom-
erates may subsidize advertising and promotion outlays to increase
their market shares in particular markets. Prominent current examples
are P&G's expansion in coffee and Philip Morris' expansion in beer.gg!
Unfortunately, we cannot here separate the structural changes associ-
ated with economies of scale in advertising from those due to cross-
subsidized advertising by conglomerates.

Television advertising grew from near zero in 1947 to 69 percent
of all measured media advertising in 1972.§§/ We believe this growing
importance of television advertising has been a major source of struc-

tural change in consumer goods industries. Models that use only total
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advertising implicitly assume that all forms of advertising have the
same impact on structure, which is very unlikely. Advertisements that
contain a high proportion of informational content (e.g., price adver-
tising in newspapers by local retail outlets) may encourage competitive
market structures. On the other hand, advertising to achieve product
differentiation through subjective image-buiiding may increase entry
barriers and concentration. Firms select those advertising media most
effective in achieving particular objectives. Since television
advertising generally is the most effective media (and for large firms
facing numerous buyers has the lowest cost per potential buyer) for
the creation of product differentiation in consumer goods industries,
it is hypothesized that television will have a different impact on
industrial structure than will other forms of advertising. This does
not imply that advertising done by consumer good firms in other media,
magazines for example, has no influence on product differentiation.
However, other media generally are less effective than television
advertising as evidenced by the growing importance of the latter.
Also, since virtually all TV advertising began after 1947, the unique
jmpact of this medium on structure should be greatest. We hypothesize
that industries that lend themselves to TV advertising moved toward a
new equilibrium structure between 1947 and 1972.

The separate treatment of consumer and producer goods industries
has a long established tradition in the advertising and concentration
1iterature. This separation has been justified because not only are
the advertising expenditures allocated differently but the knowledge
possessed by potential buyers of the product involved {s also different.

However, the decision criteria used to classify Industries is always
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somewhat arbitrary. Furthermore, it fails to capture consumer-oriented
advertising efforts by an industry that is classified as a producer
goods industry. These efforts include attempts to presell products by
establishing final consumer demand for products that were manufactured
as inputs for consumer products (e.g., synthetic fibers). Also, firms
use consumer media advertising for that portion of their total output
that goes to final consumers (this amount is less than the arbitrary
cutoff but it is not necessarily zero, e.qg., sugar and flour industries).
To overcome this problem, our analysis places firms on a producer

goods to consumer goods industry continuum. Since our advertising
expenditures data are almost exclusively final consumer oriented,

firms will have selected those amounts believed to be most effective

in achieving their objectives. Since heavy users of television
advertising will be predominantly consumer-oriented (there is some
public relations advertising done on television, but this occurs more
today than in 1967), we believe the data themselves capture differences
between consumer and producer goods industries.gﬂ/

The authors are indebted to the late Robert Bailey of the staff
of the Bureau of Economics, Federal Trade Commission, for most of the
advertising data used herein. Working with the 1967 National Advertis-
ing Investments (NAI) compiled and published by Leading National
Advertisers, Inc. (LNA),§§/ Bailey meticulously assigned firms' adver-
tising expenditures on individual products to categories based on the
Standard Industrial Classification (SIC). The media totals in NAI are
based on advertising investments in 98 magazines; five newspaper
supplements; net time and program expenditures on the three television

networks; and spot television expenditures on 400 stations. Bailey
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supplemented this source with Media Records§§/ data for newspaper
advertising expenditures and Radio Expenditure Reports§1/ for radio
advertising expenditures.gg!

An alternative total advertising data source is available from
the Department of Commerce which has computed advertising expenditures
for industries in its input-output (I-0) tab1es.§2/ These tables
classify industries according to their Business Economic Activity
(BEA). Although BEA industries are cross-referenced to SIC industries,
there is not always a one-to-one correspondence between a BEA industry
and a four~-digit industry. This presents a major problem to the
researcher wishing to use the I-0 advertising data in examining four-
digit SIC industries. Sometimes the combined four-digit SIC industries
that comprise one BEA industry are quite similar, and hence no problem
exists in assigning each of these SICs the BEA A/S ratio. However, in
some cases the combined SICs which comprise the BEA are not similar
industries (e.g., SIC 2083, malt, is combined with 2082, malt liquors;
2084, wines and brandy; and 2085, distilled liquor).

We identified 19 SICs (out of the 167 industries in our sample)
that appeared to be badly misrepresented by the I-0 figures. In all
19 cases we substituted Bailey's total A/S ratio for the I-0 value
(e.g., SIC 2083, malt was given a zero value). The simple correlation
between Bailey's total A/S ratios and those from the I-0 tables (after
the changes) is .9.59/ Thus, Bailey's data are quite similar to the
I-0 data (especially if corrected) that other researchers have relied
on. The great advantage of Bailey's data set is that it reports
advertising by type of media, which is essential in testing our hypothe-
sis that TV advertising intensity has a unique impact on concentration.

However, the I-0 data are more broadly defined than Bailey's and hence,
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when corrected, are perhaps the better source of total advertising expen-
ditures.

We introduce advertising into our models in two general ways.
First, we focus on total advertising, employing three measures of the
total advertising-to-sales ratioc. The first is one based on Bailey's
data (TA-B). The second uses the adjusted I-0 data (TA-I0). The
third is a hybrid of the two data sources (TA-IO-B).&l/ Qur second
general method of introducing advertising focuses on the importance of
television advertising. It separates TA-B into a television A/S ratio
(Tv-B) and an A/S based on all other forms of advertising (OA-B).
Additionally, we separate Bajley's TA-B into a television-plus-radio
(TVR-B)} and an all other category consisting of newspaper, outdoor,
and magazine advertising (NOM-B). Similarly, we subtract TVR-B from
the broader total advertising ratio, TA-I0-B, to form a more inclusive
all other advertising variable (OA-IO-B).EZJ The virtue of this more
inclusive "all other" advertising variable is that it provides more
complete data for testing the difference between TVR and "all other"
advertising. _

We hypothesize that TA is positively associated with change in
CR4 mainly because television advertising accounts for 63 percent of
total advertising in Bailey's FTC data used here. We hypothesize that
TV (and TVR) will be positively associated with changes in CR,, and
that OA (and NOM) will not be significantly associated, or at best,

weakly positively associated.

The Model and Predicted Relationships

The above variables are incorporated in a multiple least squares

regression model expressed by the following general equation:



where: ACR
ICR

G

S

AE

TA

£

]

1]
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ACR = a + b1ICR + bzG + b3S + b4AE + bsTA t+ €

percentage point change in four-firm concentration
initial level of concentration

industry growth

industry size

change in economies of scale

total measured media advertising-to-sales ratio

error term

We hypothesize that ICR, G, and S will be negatively and AE and

TA positively related to ACR.

Alternative models introduce various types of advertising as

separate independent variables. These are:

L
0A

TVR
NOM

Finally,

television advertising-to-sales ratio

all other advertising excluding television advertising-
to-sales ratio (OA-I0-B excludes both television and radio
advertising)

television and radio advertising-to-sales ratio
newspapers, outdoor and magazine advertising-to-sales
ratio

our general model will be tested by replacing our adver-

tising intensity variables with the binary varfables using Parker's

discrete classification system which identifies consumer goods indus-

tries by the degree of product differentiation. These variables are:

H
M

L

high product differentiation
moderate product differentiation

low product differentiation
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In the alternative models we hypothesize that TV and TVR will be
positively related to ACR and that OA and NCM will not have a signifi-
cant effect or, at best, be weakly positively related. When Parker's
measures are introduced as dummy variables, we predict that both the
moderate and high differentiation variables will be positively related
to ACR, with the regression coefficient greater for the latter than the
former. Based on Mueller-Hamm's findings we predict an insignificant

relationship for the low differentiation variable.

The Results

The estimated coefficients of the models that use total A/S
ratios and Parker's discrete classification scheme are displayed in
Table 3. The first four equations are estimated excluding AE while
the next four equations are replications of the first four but includ-
ing AE. This procedure was done because of concern over AE as explained
above.

A1l variables in Equation 1 have the predicted sign, and all but
G are statistically significant at Tevels of at least 5 percent. TA
in Equation 1 1s Bailey's eight-media total A/S ratio, has a coeffi-
cient slightly larger than unity and is significant at 1 percent.

Equation 2 is identical to Equation 1 except that the total A/S
ratio, TA-I0, is constructed from I-0 data, A1l coefficients are
remarkably close to those in Equation 1. TA-I0 has a higher t-value
than TA-B in Equation 1.

Equation 3 1s again identical to Equations 1 and 2 except that
the TA variable is a mix of I0 and FTC data depending on the correspon-
dence between BEAs and SICs as explained above. Again, the results

are virtually identical.
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Equation 4 substitutes Parker's discrete product differentiation
variables for the continuous advertising intensity variables used in
Equations 1-3. This is included to permit comparisons with Mueller
and Hamm'sﬁg/ earlier findings that used these variables for the
period 1947-1970. Equation 4 replicates their model for 1947 to 1972,
except that it uses a different specification of S, as discussed in
the text above. This more appropriate specification of 5 improves the
statistical significance of the size variable. G is insignificant
here, perhaps reflecting the increased collinearity with S. The high
and moderate differentiation variables perform as predicted. The Tow
differentiation variable is negatfve but is statistically insignificant.
Thus, ceteris paribus, low differentiation consumer goods industries
perform no differently than producer good industries. Both the R2 and
F-statistic are improved. The discrete classification performs better
than the single continuous TA variables, which is not surprising
because data errors are more 1ikely to appear in a continuous, single
dimension variable than in a discrete classification scheme that
incorporates several dimensions of product differentiation when placing
consumer goods industries into a product differentiation class.
parker used both the absolute level of advertising expenditures as
well as the A/S ratio. This allows an industry that has massive
advertising outlays and large sales to be properly classified as a
highly differentiated industry despite its relatively low A/S ratio,
e.g., autos. The inability to make such adjustments in our continuous
TA variable makes the highly significant findings in Equations 1-3

even more impressive.



22

Equations 5-8 replicate Equations 1-4 except that they include
the change in economies of scale variable, AE. The variable performs
as predicted, while lowering somewhat the level of significance of all
other variables. The latter result also was predictable because of
the deficiencies mentioned earlier in the economies of scale variabie,
which tends both to reflect the changes in concentration as well as
the causes of the change. The variable is highly significant and

2

enhances the model as reflected in higher R® and F values. Advertising

remafns a highly significant explanatory variable in this expanded
model.

Results of the models where the total A/S ratio was separated
into a television A/ ratio and an all other media A/S ratio are
displayed in Tables 4a and 4b, Table 4a reports the findings for the
full sample (N = 167) and Table 4b the results for the subsample (N =
128), which excludes small industries. Equations 1-3, for both the
sample and the subsample, are estimated without AE, and Fquations 4-6
replicate 1-3 but include AE.

Equation 1 introduces TV-B and OA-B as the advertising variables.
The other independent variables behave as they did when TA was used.
TV-B is highly significant, more so than TA-B in Table 3, and has a
larger coefficient. OA-B has an unpredicted negative sign but is not
statistically significant.ﬂﬂ/

Equation 2 is the same as Equation 1 except radio advertising is
removed from OA and combined with TV for reasons explained above.
Although radio represents only 8 percent of our sample's total adver-
tising expenditures, its inclusion with television increases the

significance of the TV variable,ﬂg/ TVR-B. On the other hand, the
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Table 4a. Results of Multiple Regressions for Changes in Four-Firm Concentration Between

1947 and 1972, 167 U.S. Manufacturing Industries

Sample: All Comparable Industries, N = 167
Independent Variables
1 2 3 4 5 6
Constant 22.96%* 22,93%* 23.66%* 18.97%* 18.08** 19.80%*
Initial CR (ICR) -.23%* -.23%* - 23k -, 20%* -.20%* -, 2]
(-6.14) (~6.10} (-6.30) (-5.66) (-5.64) (-5.84)
Industry Growth (G) -.003 -.003 -.003 .000 .000 .000
(-.87) (-.90) (-.86) (.14) (.11) (.14)
Industry Size (S) ~1.48* -1.48* -1.58* -1.21 -1.22 -1.32
(-1.71) (-1.73) (-1.84) (-1.48) (-1.50) (-1.62)
Change MES (AE) . 95* L95%* .94
(4.60) (4.61) (4.51)
Television A/S (TV-B) 1,82%* 1,47%%
(3.49) (2.85}
Non-TV A/S (OA-B) -, 52 -.72
(-.60) (-.90)
TV and Radio A/S (TVR-B) 1.82%* 1.64%* 1.47%* 1.33%+*
(3.83) (3.29) (3.24) (2.81)
Newspapers, Magazines, -.97 -1.15
Outdoor A/S (NOM-B) (-1.11) (-1.39)
‘Non-TV and Radio A/S .15 -.06
(0A-10-B) (.23) (-.10)
R? .25 .26 .25 .34 .35 .34
F 10.74%* 11.27%* 10.95%* 13.59%* 14, 771%* 13.62%*

Notes: 1. The dependent variable, change in four-firm industry concentration, was

measured in percentage points.

2. The t-value for each regression coefficient appears below it.

* The t-value is significantly different than zero at 5 percent using a

one-tail test.

** The t-value is significantly different than zero at 1 percent using a

one-tail test.
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removal of radio from the OA category increases the negative signifi-
cance of the OA variable, NOM-B, although it remains 1nsign1f1cant.5§/

Equation 3 1s identical to Equation 2 except that the OA variable
is changed to the more broadly defined 0QA-I0-B. Here the results are
similar but the coefficient of OA-I10-B moves to a small, positive,
insignificant va]ue.ﬂzj Equations 2 and 3 indicate that radioc adver-
tising, although small in dollar volume, is best treated along with
television advertising rather than in the “"other" advertising category.

Equations 4-6 reproduce Equations 1-3 but with the inclusion of
AE. The resuits are similar to those in Table 3. Including AE
lTowers somewhat the estimated coefficients of the other variables and
their significance and changes the sign of G, which remains insignifi-
cant. AE performs well, as expected, but its interpretation again is
not certain.

Analyses of the subsample, where small industries are removed,
are shown in Table 4b. The results are generally consistent with
those of the full sample. The main difference is in the TV variable.
In Equations 1-3, TV and TVR have coefficients exceeding 2 and are
very significant. Also, in all six equations using the subsample the
spread between the opposing effects of TV and 0OA (and NOM) increases
when compared to the same equations for the full sample (Table 4a).

In Equations 2 and 5 the negative coefficients for NOM-B are weakly
significant.iﬁ/ G moves closer to positive significance in all six
equations. S retains approximately the same estimated coefficient but
its significance falls to slightly below the 5 percent level (this
reflects an increase in the standard error of S probably due to the

increased collinearity with G in the subsample).
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Table 4b. Results of Multiple Regressions Changes in Four-Firm Concentration Between

1947 and 1972, 128 U.S. Manufacturing Industries

Independent Variables

Subsample: Excludes Small Industries, N = 128

1 2 3 4 5 6
Constant 23.64%* 23, 46%* 25.11%* 17.58* 17.52% 18.98*
Initial CR (ICR) - 28%* - 24%* - 25%% YA el -, 20%* - 2T
(-5.53) (-5.50) (-5.77) (-4.98) (-4.96) (-5.21)
Industry Growth (G) .002 .002 .003 .005 .005 .005
(.53) (.53) (.69) (1.03) (1.03) (1.17)
Industry Size (S) -1.70 -1.70 -1.87 -1.18 -1.18 -1.34
(-1.46) (-1.47) (-1.61) (-1.07) (-1.08) (-1.22)
Change MES (AE) 1.16%* 1.14%* 1.15%*
(4.17) (4.14) (4.13)
Television A/S (TV-B) 2,33 1.86**
(4.23) (3.51)
Non-TV A/S (0OA-B) -1.18 -1.10
(-1.42) (-1.33)
TV and Radio A/S (TVR-B) 2,22%% 2.19%* 1.78%* 1.73%*
(4.48) (4.15) (3.72) (3.40)
Newspapers, Magazines, -1.58 -1.45
Qutdoor A/S (NOM-B) (-1.76) (-1.72)
Non-TV and Radio A/S -.64 -.54
(0A-10-B) (-.93) (-.83)
R? .28 .29 .28 .37 .38 .37
F 9, 55%* 10,17%* 9, 55%* 11.93** 12.44%* 11.85b%*

Notes: 1. The dependent variable, change in four-firm industry concentration, was
measured in percentage points.

2 The t-value for each regression coefficient appears below it.

* The t-value is significantly different than zero at 5 percent using a
one-tail test.

** The t-value is significantly different than zero at 1 percent using a
one-tail test.
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To test if the relationships between structure and changing
concentration were stable over the entire 1947 to 1972 period we
separated the data into two subperiods, 1947 to 1958 and 1958 to 1972.
A1l of the variables (independent as well as the dependent) except the
advertising variables were recalculated according to the appropriate
year(s). For example, growth was measured from 1947 to 1958 for the
first period and from 1958 to 1972 for the second period. Since we
did not have advertising data for the earlier period we assigned the
1967 figures to both periods. This procedure is less than ideal;
however, the 1967 A/S ratios should be reliable proxies for the earlier
period insofar as the 1967 advertising data capture the relative
opportunities for prcduct differentiation in an industry. Although
this should hold for total advertising, it may be less applicable to
television advertising. Television advertising was a relatively new
advertising medium before 1958, and therefore had less time in which
to exert its influence. We hypothesize that TV advertising will be
positive for both periods, though we expect a weaker relationship in
the earlier period.

Equation 1 of Table 5 uses TA-B as its advertising variable. The
results for the earlier period differs from those of the latter period
but only the constant term and the size variable are statistically
difisrent at 5 percent. Perhaps the most apparent difference is the
generally weaker results of the earlier period as compared to the
latter period. Except for AE the estimated coefficients are all
nearer to zero and are less significant in the earlier period. This
reflects the concentration pattern portrayed in Table 1, where the

average concentration for the 167 sample industries declined between
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1947 and 1958. The only category to experience significantly increased
concentration during this period was the highly differentiated consumer
goods group.

For the later period when greater structural change occurred, all
independent variables except growth were significant at least at the 5
percent level. S 1s the only independent variable that differs statis-
tically from its counterpart in the earlier period. Advertising is
statistically significant and carries a larger coefficient in the
second period than in the first but this difference, although predicted,
is not statistically significant.

Equation 2 is the same as Equation 1 except that TA-B is separated
into TVR-B and NOM-B. The first four independent variables behave as
they did in Equation 1. TVR-B 1s larger in the latter period than in
the earifer one, and the difference 1s significant at the 10 percent
level. NOM-B has a stronger negative result for the latter period but
it is not statistically significant at the 10 percent level.

Equation 3 1s identical to Equation 2 except that NOM-B is replaced
by OA-I0-B as the other advertising variable. The results are very
similar to those of Equation 2. TVR 1s significantly larger in the
1958-1972 period at the 10 percent level. O0A-10-B becomes negative in
the latter period and is significantly different from its 1947-1958
value at the 10 percent level,

Equation 4 replaces the continuous advertising data with the
discrete variables constructed by Parker. Again the first four inde-
pendent variables behave as before. The discrete variables yield
added insight and support to the findings of Equations 1-3, which use

continuous advertising-to-sales ratios. Between 1947 and 1958, in
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highly differentiated consumer goods industries, CR4 increases by 6.24
points, ceteris paribus. M i{s positive but not statistically signifi-
cant. L is negative and significant at 5 percent for the period.
Between 1958 and 1972, product differentiation is even more significant
in restructuring industries, with highly differentiated consumer goods
industries experiencing increases in CR4 of 11.32 points, ceteris
paribus. M becomes significant at the 5 percent level and L now has a
positive coefficient but is not significant. Compared to the 1947-
1958 period, the coefficients of H and L are significantly larger at
the 5 percent level. Although the coefficient for M increased, the

amount is not significant.

Conclusions

The analysis indicates once again the presence of countervailing
forces shaping concentratjon in manufacturing industries. The net
result has been a modest, though persistent, upward trend in the
average level of market concentration between 1958 and 1972. Growing
economies of scale may be playing a part in this process, though we
reemphasize our earlier caution (and that of others) that our measure
of scale economies is deficient because it captures the results of
increasing concentration as well as its causes.

The most important finding of the study is that television adver-
tising has played an especially potent role in increasing concentration
of consumer goods industries. Studies that combine television adver-
tising with all other forms of advertising have obscured this unique
role of television advertising. In every equation estimated for the

period 1947 to 1972 the television advertising variable was statistically
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significant at the 1 percent level. The data values for TVR-B ranged
from zero to 12.6 (see Appendix, Table 1), hence the estimated impact
of television-plus-radio advertising on ACR4 ranged from no impact in
industries with little such advertising to increasing the industry
four-firm concentration ratio by about 25 percentage points (1gnoring
confidence bands and using an estimated beta coefficient of 2 for TVR-
B).

While the study indicates TV advertising increased concentration
in those consumer good industries most susceptible to product differen-
tiation via TV advertising, the enormous expenditures for TV advertis-
ing raise public policy questions beyond their impact on industrial
structure. Because TV is such a powerful medium in shaping consumer
preferences, it holds the potential for distorting the sovereign role
consumers as decision-makers are presumed to play in a free market
economy. Traditional antitrust policies aimed at anticompetitive
conduct and structural reform are not adequate to deal with these

aspects of advertising.
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17.

18.
19.
20.

21.
22.
23.
24,
25,

26,
27.
28,
29.
30.
31,
32.
33.

34

would have been undefined for that industry.) Also, the simple
correlation between Wright's dependent variable and ours is .92,
We choose the percentage points change in CR4 variable due to its
simplicity. Also, see Wright, forthcoming. _

Stigler, 1952, p. 232. For a fuller discussion of this hypothesis,
see Mueller and Harm, 1974, p. 514.

Mueller and Hamm, 1974, footnote 24.

Wright, forthcoming.

Bain, 1968, p. 213; Nelson, 1964, pp. 265-268; Shepherd, 1963, pp.
204-206; and Farris, 1973,

Bain, 1956.

Weiss, 1963 (RESTAT).

Bain, 1968, pp. 166-167. Bain, 1956.

Scherer, 1975.

Consider the case of constant returns to scale. In this situation,
once minimum optimum scale has been achieved, perhaps at a modest
level, the optimum size of plant is indeterminant. Scherer (1970,
p. 77) suggests that much of manufacturing displays constant re-
turns to scale over a broad size range.

Weiss, 1976,

Bain, 1956, Commanor and Wilson, 1974.

Peterman, 1968, pp. 321-322.

FTC, 1969, pp. 444-448; Hearing, 1966.

Scala, 1973, p. 254, note 99,

Scala, 1973, pp. 254-255,

See Mueller, May 1978 and Mueller, July 1978.

Based on data from Leading National Advertisers, Inc. (LNA), 1972,



34.

35.

36.

37.

35

Using a continuous variable, CD, that measures the percent of an
industry's sales that are consumer goods derived from the 1967
U.S. Input-Output Tables, Vol. 1, we found a positive significant
relationship between advertising and CD. Furthermore, in the
regression analysis which follows we tested the hypothesis that
consumer goods industries differed significantly from producer
goods industries and found that no statistical difference was
evident in models that excluded the change in economies of scale
variable, AE. Inclusion of AE caused a significant difference to
appear; however, this is due to the inadequacies of AE rather than
the inappropriateness of combining consumer and producer indus-
tries. AE reflects changing concentration as well as the causes
for changing concentration, and because concentration changed more
in consumer goods industries than in producer goods industries, we
are not surprised that AE 1s significantly different in the former
than the latter. It is not because plant economies of scale have
a significantly greater impact in consumer goods industries.
Leading National Advertisers, Inc., 1967. Natfonal Advertising
Investments, Vol. 19, No. 2.

Media Records, Part Two (Blue Book), Newspaper Advertisers, 1967.
Bailey also supplemented his basic data set with outdoor adver-
tising from LNA Rorabaugh Services, LNA Qutdoor Advertising Expen-
ditures, January-December, 1967 (compiled and published in coopera-
tion with the Institute of Outdoor Advertising).

Radio Expenditure Reports, Network and Spot Advertisers estimated

expenditures--National and Regional Advertisers, 1967.
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38. We used Bailey's exact data set except for three changes that we
felt were necessary. For SICs 2086, bottled and canned soft
drinks, and 2087, flavoring extracts and sirups, we combined their
advertising expenditures and used the value of shipments from SIC
2086 to form the A/S ratio. This was done because the largest
soft drink companies (e.g., Coca-Cola, Pepsico) that are classi-
fied in SIC 2087 grant franchises to bottlers, that are classified
in 2086. Since product differentiation for soft drinks is Ccreated
by the combined advertising of the extract manufacturers and
bottlers, we combined the measured media advertising expenditures
of the two SICs and dismissed the value of shipments from 2087 to
prevent double counting. The resulting A/S ratio was assigned to
both SIC 2086 and SIC 2087 on the assumption that both industries
would be structurally affected by the same A/S ratio. The second
change involved SIC 3942, dolls. Batley's data reported no tele-
vision advertising expenditures for the doll industry, but we knew
that dolls were heavily advertised on children's television pro-
grams. Upon investigation we found that in 1967 companies reported
to LNA their advertising expenditures on dolls in the more general
category, games and toys. However, in 1972 companies reported
separately advertising expenditures on dolls. Therefore, the A/S
ratios for dolls were computed based on 1972 value of shipments
and 1972 LNA six-media totals. (Although no data on newspaper and
spot radio advertising are included, neither involve significant
expenditﬁres.) The third change was for SIC 3996, hard surface
floor coverings. Again Bai]ey's data reported zero advertising

expenditures for this industry, which was an error given that the
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Armstrong Company operates in the industry. Fortunately, for SIC
3996 an alternative data source to the LNA data {is the 1967 Input-
Output tables (see text). For the total advertising-to-sales
ratio we used the 1967 Input-Output figure of 3.5 percent (LNA
six-media total yielded a value of 3.1 percent using 1972 data for
advertising and value of shipments). For the television and other
media A/S ratios we used 1972 LNA data and value of shipments.

Input-Output Structure of the U.S. Economy: 1967. Vol. 1, U.S.

Department of Conmerce, 1974.

Before the changes were made the simple correlation coefficient
was .74.

TA-I0~B was computed as follows. When an SIC is identical to a
BEA, the A/S ratio from the I-0 tables was used, otherwise Bailey's
total A/S was used. This measure attempts to gain the advantage
of the broader I-0 advertising data.

The reasons for combining TV and radio advertising were the high
degree of correlation (.65) between the two and the finding that
both had positive, simple correlations with changing concentra-
tion, unlike the remaining other advertising media.

Mueller and Hamm, 1974, p. 516, Table 5, Equation la.

This result is heavily infiuenced by two observations, distilled
Tiquor and phonograph records. Both industries have experienced
large decreases in concentration and are among the heaviest users
of nontelevision advertising., Distilled liquor is denied televi-
sion advertising but its product lTends itself to the same type of
image-building product differentiation that highly differentiable

consumer goods industries successfully employ (e.g., malt Tiquors).
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There is no statistical reason why this observation should be
removed for it is not an outlier (in the sense of having 2 large
residual or that its A/S ratio is extreme) and its value is not
the result of measurement error. The phonograph records industry,
SIC 3652, is more suspect of measurement error, for even though
its SIC and BEA are identical, there may be a large error in our
measure of its A/S. TA-I0, the supposedly broader measure, has a
value of 4.5 whereas TA-B is 8.2. When Equation 1 was estimated
with the distilled liquor industry omitted, OA-B was positive but
not significant (t-statistic = .86). TV-B remained positive and
significant at the 1 percent level. The simple correlation between
TV-B and OA-B increased from .4 to .5, causing some sharing of the
explanatory power of advertising. Equation 1 was also reestimated
with both distilled liquor and phonograph records removed. This
resulted in OA-B being positive and significant at the 1 percent
level whereas TV-B became highly insignificant. The simple corre-
lation between OA-B and TV-B now had increased to .7, hence to
find separate independent effects becomes difficult without more
data. Thus, a researcher may justifiably combine TV-B with QA-B
and use only TA-B as the advertising variable, while noting that
TV advertising now accounts for 67 percent of all advertising in
the sample data, and thus TA-B becomes a proxy for TV advertising.
Alternatively, the researcher may elect to drop OA (i.e., constrain
OA to have a zero impact) and use only TV. When this is done TV
is highly significant with an estimated coefficient equal to 1.66

and a t-statistic equal to 3.44.
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The improvement in the TV variable is due to a high correlation
between radio and television advertising and that they are both
positively related to ACR4.

Again, this result is heavily influenced by distilled 1iquor and
phonograph records (see footnote 44), Removing only distilled
Tiquor does not alter the findings, but when both distilled 1iquor
and phonograph records are removed 0A-B becomes positive and
significant at the 1 percent level whereas TVR-B becomes insignifi-
cant. The simpie correlation between OA-B and TVR-B increases
from .4 to .7 suggesting that OA-B and TVR-B should be combined as
TA-B because of muiticollinearity or that the OA variable, NOM-B,
should be dropped from the regression. When NOM-B is removed TVR-
B has an estimated coefficient equal to 1.63 with a t-statistic of
3.63. When Equation 2 is estimated using the subsample and omit-
ting distilled liquor and phonograph records, both TVR-B and NOM-B
are significant at the 5 percent level and have equal standardized
beta coefficients. When NOM-B is excluded from Equation 2 and
estimation is based on the subsample, TVR-B has an estimated
coefficient equal to 1.94 with a t-statistic of 4.11.

Footnotes 44 and 46 are relevant here also. When Equation 3 was
estimated excluding distilled liquor and phonograph records, OA-
I0-B became positive and significant at the 5 percent level whereas
TVR-B remains significant at the 1 percent level. Also, the
standardized beta coefficient for TVR-B exceeds that of OA-I0-B.
Furthermore, when using the subsample the removal of the two
industries leaves OA-10-B very insignificant (t-statistic = .47)

and TVR-B highly significant. This finding reflects the advantage
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of using the I-0 data, which include a larger non-TV and nonconsumer
advertising component. (The correlation between TVR-B and 0A-I0-B
increases from .47 to .54 after removing the two industries from
the full sample.) By reducing the multicollinearity problems,
these data provide a better opportunity to identify the independent
effects of TVR and OA. In conclusion, the finding that distilled
T1quor and phonograph records are responsible for the unpredicted
negative relationship found between ACR4 and the OA variables does
not detract from our finding that TV advertising has played the
major role in increasing concentration in consumer goods industries.
Even in those cases where the removal of two industries resulted

in high degrees of multicollinearity which prevented regression
analysis from identifying the independent effects of TV and 0A it
must be recalled that TV advertising accounts for nearly 70 percent
of total measured media advertising outlays. In these cases the
researcher has two options: (1) combine TV and 0A to form TA; or
(2) drop OA from the model. Both procedures were used here and
both rendered the same conclusion: television advertising has had
the major impact in increasing concentration in consumer goods
industries.

See footnotes 44, 46, and 47.



41
REFERENCES

Bain, J.S., Barriers to New Competition (Cambridge: Harvard Univer-
sity Press, 1956).

Bain, J.Sj, Industrial Organization (New York: John Wiley & Sons,
1968).

Blair, J.M., Economic Concentration (New York: Harcourt, Brace,
Jovanovich, 1972).

Blake, H. and Blum, J.A., "Network Television Rate Practices: A Case
Study in the Failure of Social Control of Price Discrimination,"
Yale Law Journal, Volume 74, No. 8, July 1965, pp. 1339-1401.

Comanor, W.S., and Wilson, T.A., Advertising and Market Power (Cambridge:
Harvard University Press, 1974).

Farris, Paul L., "Market Growth and Concentration Change in U.S. Manu-
facturing Industries,” The Antitrust Bulletin, Volume XVIII,
Number 2 (Summer 1973).

Federal Trade Commission, Economic Report on Corporate Mergers, 1959.

Muelier, W.F., "Status and Future of Small Business," in Hearings
before the Select Committee on Small Business, U.S. Senate, March 15,
1967.

Mueller, W.F., and Hamm, L.G., "Trends in Industrial Market Concentra-
tion, 1974 to 1970," The Review of Economics and Statistics,
Volume LVI, No. 4 (November 1974).

Mueller, W.F., "Recent Structural Change in the Beer Industry," Hear-
ings on Conglomerate Mergers before the Subcommittee on Antitrust
and Monopoly, Committee on the Judiciary, U.S. Senate, May 12,
1978.

Mueller, W.F., The Celler-Kefauver Act: 26 Years of Enforcement, Staff
Report Prepared for the Subcommittee on Monopolies and Commercial
Law of the Committee on the Judiciary, House of Representatives,
July 1, 1978.

Nelson, R.L., Economic Concentration, Hearings before the Subcommittee
on Antitrust and Monopoly of the Committee on the Judiciary, U.S.
Senate, 2nd Session (September 11, 1964).

Ornstein, S.I., Industrial Concentration and Advertising Intensity
{Washington, D.C.: American Enterprise Institute for Public
Policy Research, 1977).

Parker, R.C., Comparable Concentration Ratios for 213 Manufacturing
Industries Classified by Producer and Consumer Goods and Degree
of Produce Differentiation, 1947, 1954, 1958, and 1963, Bureau of




42

Economics, Federal Trade Commission, March 15, 1967; and Classi-
fication and Concentration Ratio Information for the 202 Tndus-

tries for which Comparable Concentration Ratios Were Not Available
for A1l Vears, 1947 to 1963, Bureau of tconomics, Federal lrade

Commission, undated.

Peterman, J.L., "The Clorox Case and the Television Rate Structures,"
The Journal of Law and Economics, Vol. XI (October 1968).

Scala, J.R., "Advertising and Shared Monopoly in Consumer Goods In-
dustries," Columbia Journal of Law and Social Problems, Volume 9-
1972-73 (New York: 1973).

Scherer, F.M., et. al., The Economics of Multi-Plant Operation (Cam-
bridge: Harvard University Press, 19/5).

Scherer, F.M., Industrial Market Structure and Economic Performance
(Chicago: Rand McNally, 19/0).

Shepherd, W.G., "Trends of Concentration in American Manufacturing
Industries, 1947-58," The Review of Economics and Statistics,
Volume LVI, No. 4 (November 1974}.

Stigler, G.J., "The Theory of Oligopoly," The Theory of Price, 2nd
Edition (New York: MacMillan, 1852).

Weiss, L., "Business Pricing Policies and Inflation Reconsidered,”
Journal of Industrial Economics, Volume XI (July 1963).

Weiss, L., "Factors in Changing Concentration," The Review of Economics
and Statistics, Volume XLV (1963).

Weiss, L., "Optimal Plant Size and the Extent of Suboptimal Capacity,”
in Essays on Industrial Organization in Honor of Joe S. Bain,
ed. ?asson and Qualls (Cambridge: Ballinger Publishing Company,
1976).

Wright, N.R., "Product Differentiation, Concentration, and Changes in
Concentration,” The Review of Economics and Statistics, forth-
coming.




A A ,

El=]

9°601 29° 1L 0°0 91 ag* 9° el 29° 1 00 g1 6L o/y 01pey put
361 95°6 0°0 21 6¢" 1" 25 956 0°0 0°L ye* .mmmmmumuw HAR
3°€6 19°21 00 1z oL £°80L 19-2t 00 61 59° R
v°09 95°6 00 "1 s ¥°89 956 0°0 'L U (8-¥0) S/
0°58 pe 2l 00 02 99° 286 ¥e'2l 00 81 6s* (8-AL) S/v uo:
£°£02 £5°€2 0'0 2'¢ 6571 5 gee L5°€2 0°0 6°2 £r°l {g-01-vL) S/
9512 (5°€2 0°0 1'e 89° | 5552 15°€2 0°0 82 £5° (01-vL) §.
v 5t p6°51 00 Lz yLL L*£91 ¥6°51 0°0 52 00°L (8-vL) s/
691~ 02°€l p6l-  9°€ gL~ g'g2- 06°51 8'92-  £°¢ yL- (39) s
b*80° L 05°LL €9 0°1 Lv'8 0°09E° L ¥s'LL L's Lt v1'8 R
0°001°0Z0°L 00°0S0°S0L  0°65§  0°69E'2L O06°6SE'8  0°008°8ZLL 00°0S0°€0L 079§t  0°SLZLL  OL6SL'9  (2LVA) TS A
0'Z91°0y  0°S9E*L . §°66-  0°9§2 08'€lE  0°GL2'YS 05°2£9° | L9~ 08z ¥9°b2¢ (9) uimoug £
0°262° 00°001 0 0"tz 88’0y 0°L£8°0 00-001 0 2%z ¥6°0p (1) oo
0°051 00°EY 0°te-  0°El et 0°£hz 00°E¥ 0'le- gzl 91 (Yaov) ¥3 W
uoj3RpASQ uo13eLAaq
ung WNWEXEH  WRLLULW o iooiene ueay wng WRUXPH  WMLURA  oianione ueay S
821 = N ‘S8jJIsnpul {lews s9pn|dx3 :9[dwesqng 190 = N *SaL43snpul alqesedwo) ||y :@idweg

261 01 Zb6L *Sepaasnpus Bupanadesnuey c§°N “SpSALeuUy u0LSSAUBIY UL PASA SILQREJEA JO SOLISLINS aapydiaosag "L aiqel




	Introduction
	Conclusions
	Footnotes
	References

