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Abstract 

The report reviews, extends and adapts for empirical work the theoretical frame

work for decisions regarding the investment, disinvestment and use of du rab le assets 

under conditions of uncertainty . The relevance to the utility industry is that their ability 

to supply a time- varying demand for their product depends on the accumula tion of 

investments, disinvestmen ts and use of durab le assets. 

ln this report, a general framework is presented for prescribing durable investment 

and related decisions. In order to do so, relationships are identified that account for 

capacity and inventory costs as well as identifying the inte rdependencies between the two 

in a dynamic (time) analysis. 

To aid in the decision making process under uncertainty, while accounting for unique 

risk preferences, a new risk-efficiency criterion is reviewed. fn addition, a measurement 

technique for identifying risk preferences is introduced. 

Utilizing the theoret ical developments and the new r isk-efficiency criter ion fo r 

ordering action choices, a general simulation model was then developed. The model, of 

intermediate complexity, is intended to be used in the init ial stages of screening 

investment options. In an empirical test, the newly developed model obtained nearly the 

same results as the well -established 1\tlinimum Revenue Requirements method. The new 

theory and simulation model, however, have broader capabilities for application ac the 

capacity or corporate planning level. 
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EXECUTIVE SUMMARY 

Introduction and Organization of the Report 

Those industries which supply energy in various forms have characteristics which 

make them somewhat unique. This report originated because of an interest in analyzing 

two of those characteristics: (1) the capital-intensive nature of the industry; and (2) the 

uncertainty of the environment in which the industries operate. These characteristics 

have important implications for the industries' ability to alter their supply of energy in 

response to changes in economic conditions. The primary objective of this study is to 

improve analysts' ability to describe how energy supply industries respond to changes in 

their environment. 

In order to achieve this objective, the work was divided into four tasks. Task 1, 

reported in Chapters II and ill, reviewed selected previous studies on the causes of supply 

variations in the major energy- producing industries in order to obtain, where possible, 

empirical measures that would aid in determining the relative importance of variables 

producing e nergy supply variations. In addition to literature on the empirical importance 

of supply variations, selected theoretical models are also reviewed in Chapter II. Finally, 

the review in Chapter III of the Depart ment of Energy's Mid-Range Energy Forecasting 

System (MREFS) supplements the reviews of the micro models described in Chapter II. 

The review in Task 1 points out the need to extend the existing theory of investment, 

disinvestment, and use of durable assets and combine it with a theory of decision making 

under uncertainty--the subject of Task 2. 

Task 2, reported in Chapters IV and V, extended the exist ing investment/disinvest

ment theory and included the impacts of uncertainty on the decision process. In meeting 

the requirements of Task 2, this project recognized two different areas of uncertainty 

analysis, namely, the application of uncer'tainty to economic models and the development 

of criteria fo r ordering action choices. 

Task 3, reported in Chapter VI of this report, developed an empirical model that 

could be used to implement the theoretical model and decision tools presented in 

Chapters IV and V. The model is one of intermediate complexity and is intended primarily 

as a preliminary planning tool. A user's guide, documenting the model and software 

package, has been submitted to EPRI as a separate report. 

One way to evaluate new modeling approaches is to compare a new model's 

performance with an existing model. Chapter VII repor ts such a comparison, as called for 

in the project's last task, Task 4. The comparison involves a 1977 decision faced by 

Consumers Power Company of Jackson, :Vlichigan, of whether to reactivate hydro stat ions 
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along the Boardman River near Traverse City, Michigan. Their evaluation of this project 

was based on the widely used and familiar minimum revenue requirements method. To 

test the theoretical developments and usefulness of the model developed in this report, we 

employed the newly developed model using Consumers Power data and compared the 

results to those of their analysis using the minimum revenue requirements method. 

The report concludes, in Chapter vm, with recommendations for future work. 

A Review of the Literature 

Because of the capital intensity of the energy supply industry, decisions regarding 

the acquisition, use, and disposal of durable assets are of major importance for managers 

of energy supply firms. Decisions concerning the acquisition and/ or disposal of durable 

assets are inherently different from decisions regarding the acquisition of non-durable 

assets. Durable assets are typically available in discrete uni ts and are capable of being 

used during more than one production period. Thus, decisions regarding the acquisition, 

use, and disposal of durable assets require information about future production periods. 

This is not the case for non-durable assets, since they are entirely used up in our 

production period. 

Minimum Revenue Requirements Method 
. 

Much of the economic literature on the theory of investment and disinvestment 

decisions is reviewed in Baquet (1977a). The theory had its origin in Marshall's Principles 

of Economics. The basic investment decision rule advanced by Marshall still holds: bal

ance current costs against discounted future gratifications. The rule is s till applied today 

and appears as valid as ever. The practical application of Marshall's rule in the utility 

industry is Jeynes' minimum revenue requirements discipline (MRRD). 

According to Jeynes, the primary objective of the utility firm is to discover the 

alternative investment plans which will result in the minimum outlays of capital 

investments and periodic expenses throughout the service life of the durables. The 

minimum revenue requirements are defined to be the revenues which must be obtained in 

order to cover all expenses incurred, including the company's minimum acceptable return 

on investors' capital (Jeynes, p. 62). The difference between minimum revenue require

ments, on the one hand, and periodic expenses and returns on capital investments, on the 

other, is defined as the profit incentive. 

If a project is to be undertaken, its earnings must be greater than the cost of 

financing, which is to be minimized. So, the fundamental objective is to determine the 

minimum average return as a percentage of investors' committed capital. 
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The MRRD method provides a framework for making capital investment decisions. 

However, within that framework, some important aspects of investment decisions are 

ignored. For example, the impact of uncertainty is not addressed explicitly. Moreover, 

there is no framework for determining the optimal life or utilization rates of the durables. 

Recent theoretical work by Baquet (1978) does not rely on the fixed usage 

assumption. Moreover, it permits the durable to be used at different rates over its 

productive life. While this is a more realistic approach, it complicates the calculation of 

the durable's value in use since the value in use is now more closely tied to future 

production decisions. In this framework, the durable's productive life is no longer fixed 

but variable. 

The importance of accounting for varying rates of production in the analysis lies not 

so much in a need to determine supply, since the supply is required to meet demand, but in 

the need to know how to adjust service extraction ra tes for available durable units to 

meet a time-varying demand. 

Effects of Asset Fixity on Supoly Resoonse .Models 

Economic theorists have long recognized the limits that fixed factors of production 

place on a fi rm 's ability to respond to changes in its economic environment . Early 

theoreticians, however, considered assets to be fixed in a physical sense. It was not until 

the 1950s that Johnson, Willet, Hardin, and others recognized that diffe rences between 

acquisition and salvage values could fix an asset to the firm in an economic sense. 

Edwards wrote, "an asset is fixed if it isn't worth varying," suggesting an asset is fixed if 

its marginal value in use is bounded above by its acquisi tion price and below by its salvage 

price. 

Johnson (1960) saw the supply response implications of acquisition/salvage price 

differentials. In short , they suggest a different supply function for increasing output than 

for decreasing output, since underinvestment decisions can be more easily corrected (by 

additional investment) than can overinvestment decisions because overinvestments often 

result in assets being fixed. 

While Johnson laid the theoretical groundwork for incorporating asset fixity in 

supply response work, there were some aspects he recognized but did not develop. To 

simplify the stock/ flow conversion problem, he assumed services are extracted from the 

durable at a fixed rate. Idachaba made an effort to remove this theoretical limitation. 

Then Baquet made additional refinements by addressing a specific production problem 

with services provided by two durable and non-durable inputs. 



S-4 

Critical in the determination of optimal service extraction rates from durables are 

the concepts of user cost, part of which is the change in ending salvage value of the 

durable as a result of use. This cost was formalized by Neal (1942) after Keynes conceived 

of it in 1936. A second user cost involved in extracting services in the current time period 

is the discounted value of future services foregone by current use. This cost was 

identified by Lewis (1949). 

Baquet integrated these concepts with the replacement concepts of Perrin to 

determine the optimal economic conditions for his model. He then derived the first-order 

conditions for optimality with respect to non-durable inputs, maintenance, service 

extraction rates, and calendar life of the durables, although he suggests that an iterative 

search routine is required to finally resolve all the unknowns. 

The theory developed by Baquet has important implications for the supply response 

model presented by Johnson (1960). With fixed extraction rates and divergent acquisition 

and salvage prices, as assumed by Johnson, the firm's supply curve has discontinuities. 

The theory developed by Baquet would suggest that when variable extraction rates are 

considered, the discontinuities would be reduced or eliminated since fi rms could respond 

to changes in output prices by altering the intensity of use of their durable assets rather 

than by acquiring additional units of the durables or disposing of exis ting durables. 

Uncertainty and Decision Making 

The decision-making environment facing public utilities is an uncertain one. 

Exogenous forms of uncertainty include uncertainty with respect to the amount and 

location of deposits of various kinds of natural resources and uncertainty about the cost of 

extracting them. The development of new technologies provides another major source of 

uncertainty. Since utilities must invest in advance of anticipated needs, they are subject 

to uncertainties surrounding changes in future demand for an energy product--say, from 

electrically powered cars or from significant consumer substitutions among or away from 

various energy products through conservation practices. Finally, they face considerable 

uncertainty on the price side--the rate charged customers is, in essence, controlled by 

public service commissions. 

Uncertainties in the economy could also have major impacts. The commercial use 

of energy products is directly related to the economic climate. Further, government 

policies will impact both on the economic situation facing utilities and on the uncertainty 

surrounding regulatory requirements. 

Thus, the ubiquitous nature of uncertainty requires our analysis to account for its 

presence. First, our disciplinary models require uncertainty in order to perform the 
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marginal types of analysis, such as measuring supply response changes to changes in 
( 

expected prices, etc. A second area is decision theory. Given that action choices have 

been identified and their outcomes described in terms of probability distributions, how are 

the choices ordered from least to most preferred? This poses a particular problem , since 

decision makers are not likely to be unanimous in their preferences. Techniques available 

for ordering preferences have been reviewed by King and reported in detail in Chapter V. 

The Mid-Range Energy Forecasting System (MREFS) 

The discussion thus far has focused on firm-level decision models. In contrast, the 

Department of Energy's Mid-Range Energy Forecasting Syst'em (MREFS) is a system of 

models dealing with the entire energy sector of the United States. It deals with the 

importation of energy in addition to the discovery and exploitation of energy sources. It 

has components dealing with all major sources of energy, except possibly photosynthetic 

generation of energy from carbohydrates in agriculture. MREFS also models transpor

tation, refining, electricity generation and the other processes between the acquisition of 

basic energy feedstocks and their eventual consumption by final consumers. There is also 

a major demand component in the MREFS which deals with the demand for various energy 

products in different regions of the U.S. The focus of this report, however, is on the 

adequacy of that part of '.VIREFS which deals with electricity supply, demand and 

utilization. 

The utilities component of :V1REFS is an aggregative system. Individual utilities are 

not modeled; instead, the subsector is modeled as if it were under the control of a single 

maximizing decision maker . This is likely an inaccurate model of the utility subsec tor, 

because the electric utilities are regulated by a wide variety of governmental units and, 

hence, are by nature locally monopolistic and do not act as if under the control of a single 

decision-m aking body. 

The utilities model in .:VIREFS is a single-period, non-recursive linear program which 

models price responses in each of ten regions of the U.S. The responses to prices are in 

the forms of (1) changed rates at which existing plants are operated; (2) the building of 

new plants; (3) the retrofitting of existing plants in response to environmental regulations; 

(4) the conversion of existing plants from one kind of fuel to another; and (5) the 

retirement of plants. MREFS responses are computed for a base year and a target year, 

under assumed conditions for each year, with no consideration of how the system adjusts 

"from here to there" over time. 

On the demand side, econometrically estimated, continuous, log- linear, constant

elasticity demand functions are used for various energy products. These functions are 
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converted to step functions for use in the MREFS integrating linear program model, which 

links demand and supply to arrive at equilibrium prices and quantities. 

It is concluded that both the supply and demand sides of the electric utilities 

component of MREFS suffer from inadequate: 

1. conceptualization of the dynamics of investments and disinvestments which 

shift demand and supply curves in response to changing economic, energy and 

regulatory conditions; 

2. attention to changes in the rate at which energy consumers and energy suppliers 

extract services from fixed investments in response to changes in price 

associated with technical, institutional and human changes; and 

3. attention to sequences of events between base periods and projection points, 

particularly those resulting from investment and disinvestment decisions 

(including mistakes) made by both the electric utilities and their customers. 

Investment, Disinvestment, and Use of 
Durables: An Analytic Framework 

The production rule followed by utilities in supplying an energy product is: utilize 

durable and non-durable inputs in such a manner that rates charged customers are 

minimized. So, how do utilities organize to meet customer demands in a least-cost 

manner? Obviously, capital investment/ disinvestment decisions have an important im!?act 

on costs, but capital investment/disinvestment decisions cannot be made independently of 

decisions regarding the use of capital items and decisions regarding the purchase and use 

of non-durable inputs (inputs used up in a single period). 

In what follows, an analytic framework is developed for prescribing capital 

investment/disinvestment decisions for durables. In addition, optimum conditions for 

replacement and use are identified. To obtain such results requires, first, a detailed 

examination of costs associated with extracting services from the durable. 

Cost Categories 

Two broad classes of assets identified in this report are durables--assets which 

provide services for more than one period--and non-durables--assets used up in a single 

period. If an asset is durable, then it has a capacity to deliver services that are held in 

inventory from period to period, and the costs associated with the durable result 

from: (1) altering the quantity of available services; (2 ) holding a quantity of available 

services in inventory; and (3) altering inventory costs in the future by current-period use 

decisions. 
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Capacity Costs 

The first ca tegory of costs--defined in this report--is called capacity costs. It is 

very much like the cost (iden tified by Keynes) of using up the dura ble. Such a cost 

requires we answer two questions: (1) what is used up, a nd (2) how is it used up? 

"What is used up" is a question that must, in some sense , be answered uniquely for 

each durable because each durable may provide a unique service. Passenger cars provide 

miles of transportation services, generators provide kilowatt-hours of electrical energy, 

light bulbs provide lumens of light, etc. What is used up is the capacity--a life time 

capacitv--of the durable to provide services. 

It is likely the case that the total amount of services extracted from the durable 

over its lifetime depends on the ra te a t which services are extrac t ed from the durable . 

The potential range of service extraction rates is defined as the operating capacity of the 

durable . The operating capacity that minimizes average loss in li fetime capacity is 

defined as the dura ble's rated capacity. To extract services a t the durable's rated 

capacity is to utilize the durable at a 100 percent rate. To extract services at some other 

rate implies a capaci ty utilizat ion rate less than or greater than 100 percent. 

There are at least th ree ways the lifetime capacity of the durable can be altered: 

(1) through use; (2) as a result of the passage of time; or (3) through maintenance. The 

relationship between losses in lifeti me capacity and the rate of utilization, or se rvice 

extraction rate, is determined by the design of the durable . In some cases, the ave rage 

loss in lifetime capaci ty is only slightly affected by changes in the utilization rate--these 

durables we define as flexible. For those durables whose lifetime capacity is reduced by 

time and, possibly, whose marginal loss in lifetime capacity is no t cons tant, average losses 

will be aff ec ted--and the durable is non-flexible. 

Flexibility is an important issue for ut ilities. If the amount of services required 

from the durable varies, then it is more important to be able to vary the utilization rate 

of the durable without markedly changing the average loss . If, however , output is 

constant, then the concern in select ing the durable is to find one with the minimum 

a verage loss for the desired output. 

Utilities which face a ti me-varying demand fo r their product, in essence, design for 

nexibility by investing in both "base" units and "peaking" units. Base units are durables 

whose rated capacity is near the upper limit of the range of operating capacities. This is 

because the marginal loss in lifetime capacity of extracting services is nearly constant 

and large time-related costs are involved. Peaking units, on the other hand, have 

increasing or non-constant marginal losses associated with use and smaller time costs and , 
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as a result, have rated capacities below the upper range of their potential service 

extraction rate. 

Maintenance performed on durables can be considered like a durable itself, if the 

maintenance service lasts beyond a single period. Maintenance alters the capacity of the 

durable, either by altering the rate lifetime capacity is lost through use or by increasing 

its capacity by replacing worn parts. As a result, determining optimal maintenance is a 

problem very much influencing the determination of the optimal investment/disinvest

ment patterns of durables. 

Inventory Costs 

Earlier, we distinguished between durables and non-durables based on whether or not 

they provided services beyond a single time period. Because a durable has a life beyond a 

single period, it has costs and benefits in common with all inventories of assets. Let's 

consider two. 

To commit resources to an inventory is to forego the returns that could have been 

earned in another investment. To own a $5,000 car is to forfeit the return $5,000 could 

earn elsewhere (or save the cost of borrowing it). This cost we refer to as a control cost. 

On the other hand, to purchase a car this year for $5,000 and to find out that next 

year the same car costs $5,500 is to save $500. Of course, one may not be so fortunate in 

his choice of investments (buying a gas guzzler just before the oil embargo) and find that 

the price of his durable has declined .over time. Nevertheless, whatever the price change 

in the durable and for whatever reason--be it changes in the cost of non-durable inputs, 

imperfections in the market, technological changes, etc. --the cost (benefit) associated 

with the price change, independent of that price change which occurred as a result of use, 

is a time depreciation cost. 

Indirect Capacity Costs 

There is an important interrelation between capacity costs and inventory costs 

which can best be described with an example. Suppose the durable in question is a large 

quantity of grain stored on the owner's farm . The owner needs to decide whether to sell 

it, feed it, or hold it in inventory until next year. To determine the optimal disposition of 

the durable this period, he asks: what do I give up by feeding it or selling it this period 

compared to holding it in inventory? In the first case, disposing of it this period 

eliminates control costs in the coming period (a cost savings), but it also eliminates the 

impacts of future time depreciation costs, which may be favorable--i.e., an appreciation. 

Therefore, the impact of current-period use decisions on future-period control and time 
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deprecia tion costs is an important considera tion in making current-period decisions. This 

cost is called indirect capacity cos ts. 

Other Costs 

There are other cost considerations that may be relevant in determining optimal 

investment, disinvestment, and use decisions. One may be the rate a t which non-<lurable 

inputs are used up. For example, the rated capacity of a durable may be 65 miles per 

hour, but the average loss in the amount of gasoline may occur a t 45 miles per hour. 

Obviously, the rela tive costs of gasoline versus life time capacity of the durable ultimately 

determine the optimal service extraction rate. 

Another cost of extracting services from the durable is the losses bo th in the 

lifeti me capacity of the durable and losses in non-durable inputs associated with varying 

the rate at which services are extracted from the durable. An example of how such costs 

affect everyday decisions can again be illustrated with our car example. To travel to a 

destination t hrough town is shorter--more direct--but i t involves st opping at several 

intersections. Because of the inefficiencies and loss of fuel economy involved in s topping 

and starting, the freeway route to the dest ination is preferred even though it is longer. 

Our final cost consideration we define as replacement oooor tunity cost . To describe 

this cost, we again return to our car example. Suppose our current car is rather fuel 

inefficient and the price of gasoline is increas ing, ye t the benefits still exceed the costs 

so we continue to drive it. Then, assum e the alternative is a newer subcompact car that 

is quite effic ient compared to the durable in use. If we account fo r all the costs described 

thus far, we will have missed the one perhaps most significant-- the average difference 

between the costs and benefits obtainable from the replacement. 

If the optimal life of the durable is 10 years, to postpone by one period the 

acquisition of the new durable one per iod is to postpone by one period the benefits of 

those services in each of the 10 years. It is the average benefit of those 10 years, then, 

that is given up by not replacing--and it is this cost we def ine as replacement op9ortuni ty 

cost . 

The Indeterminacv Problem 

Now, we face up to a rather vexing problem in durable investment, disinvest ment, 

and use analysis. To deter mine optimal serv ice extrac tion rates requires we know indirect 

capacity costs; but to kno w indirect capacity costs requires we know the optimal life of 

the durable; and to know the optimal life of the durable requires we know replacement 
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opportunity cost; and to know replacement opportunity cost requires we know the optimal 

service extraction rates and optimal age of the replacement; etc. 

To avoid the indeterminacy problem, this report proposes the following iterative 

approach: (1) Determine the replacement opportunity cost based on the existing durable's 

performance, and begin the analysis procedure by guessing the durable's optimal age. 

(2) Then, with the durable's life determined, calculate the optimal service extraction rates 

and, where relevant, the optimal values for non-durable inputs. (3) Next, identify the net 

returns in each period by subtracting from gross returns capacity and inventory costs. 

(4) Then, compare the resulting net return for the last period with the annualized average 

returns for the entire life of the durable (replacement oppportunity cost). If the return in 

the last period is less than (greater than) the annualized average, the life length selected 

was too long (too short) and so the procedure is repeated, beginning with a new choice for 

the life of the durable. This procedure is repeated until the optimal life is finally found, 

i.e., the one for which returns in the last period equal replacement opportunity cost. 

Determining the Value of Durable Services 

The problem of measuring the durable's return has not been discussed yet but 

constitutes a critical element of our analysis. When an asset is divisible in acquisition and 

in use, our marginal analysis says to compare the benefits and costs associated with the 

last unit in order to determine the optimal amount to use. Suppose, however, as is most 

often the case for durables, that the asset acquired is lumpy in acquisition but divisible in 

use. Then, the marginal approach is no longer relevant, except to determine the optimal 

units of service to extract. What is needed is a measure of the total value of services to 

be extracted in order to determine whether the durable should be acquired and, if 

acquired, for how long should it be kept. 

To obtain such a total value measure, this paper introduces a new theorem--the 

Product Exhaustion Theorem (PET). This theorem, a generalization of what Euler's 

theorem does for linear homegeneous functions, partitions output among the inputs in such 

a way that output is just exhausted (or accounted for). The amount of output a ttributed 

to each input depends on the marginal contribution of each, measured at each stage of the 

production process, along the expansion path. 

This theorem is particularly valuable in answering many questions not possible to 

formulate without its results. For example, one might ask: how will the value of services 

from the durable change if a different expansion path is followed as a result of increases 

in the price of variable inputs? These implications and others are discussed in Chapter IV 

in connection with the PET theorem. 
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The Cost of Risk 

Into the previous analysis, we introduce still another consideration-- the cost of risk. 

The cost of risk we define as that cost willingly subtracted from expected incom e so that 

the difference be tween expected income and the cost of risk could be received with 

certainty. This cost, of course, depends on several factors. 

For one, it depends on the decision maker's marginal utility of income: does it 

increase, decrease, remain constant, increase and then decrease, etc., with respect to 

income? The cost of risk also depends on the uncertainty of the event. This uncertainty 

depends in turn on the events which give rise to it, i. e., the sources of uncertainty a nd the 

possible responses to it. If output prices are uncertain but output can be varied, then an 

appropriate response to uncertainty is to adjust output. However, if, as is most likely the 

case for utilities, output itself is uncertain beca use it mus t meet an uncertain demand, 

then the fi rm's only response may be in designing durables for flexibility. 

All of these considerations are discussed in Chapter IV along with the effects on use 

decisions if the lifetime capacity and the loss of lifetime capacity associated with use are 

also random variables. 

Choosing Between Probability Density Functions 

When faced with investment or action choices in which the outcomes are uncertain, 

the choices are often ordered on the basis of the expected utility hypothesis. It combines 

information about decision-maker preferences along with expectations concerning the 

relative likelihood of alternative outcomes under each action choice being considered. 

The result is an index, an expec ted utility measure that orders action choices-the largest 

one being pref erred. 

Despite its widespread acceptance as a theoretical tool, the expected utility 

hypothesis has not been widely accepted as a practical tool. This lack of acceptance has 

been due primarily to (1) the imprecision in the measurement of decision-maker prefer

ences; (2) problems in s tatistical esti mation; and (3) respondents' lack of precise 

knowledge about their preferences. 

Imprecision in the measurement of decision-maker preferences has led to the 

development of efficiency criteria. ..\n effic iency criterion orders action choices into 

efficient and inefficient sets based on rather general preference characteristics which 

well-defined classes of decision makers are assumed to hold. As such, an efficiency 

criterion can be used to eliminate some feasib le choices from consideration without 

detailed information about the decision maker's preference. 
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The weaknesses of most efficiency criteria have been that they are not adaptable to 

decision makers' risk attitudes. They require, instead, that decision-maker preferences 

match the assumption(s) underlying the efficiency criterion. For example, first-degree 

stochastic dominance (FSD) and second-degree stochastic dominance (SSD) both assume 

that the decision-maker set for whom they are ordering choices includes the decision 

maker who is the most risk averse of all. Thus, the efficient set must include choices 

pref erred by the "maxi min" .decision maker even though, in practice, the decision-making 

set did not include him. 

A newly developed efficiency criterion (Meyer, 1977a) appears to provide an 

alternative to the more limited ones currently in use. It is adaptable, that is, it can be 

made to match the preferences of the decision makers yet be discriminating to the degree 

determined by the researcher. However, because it is adaptable, it requires that 

preferences be mes.sured. 

To begin, Meyer's criterion classifies decision makers according to an upper and 

lower bound on their absolute risk aversion function. Preferences are described in terms 

of absolute risk aversion coefficients, because the underlying function, the utility 

function, is not unique. Having specified upper and lower bounds on the decision maker's 

absolute risk aversion function, for each pairwise comparison of probability functions, the 

question is asked: of all the possible decision makers included in the class defined by the 

upper and lower bound absolute risk aversion functions, which one is least likely to pref er 

distribution 1 to distribution 2? If the decision maker least likely to pref er 1 to 2 prefers 1, 

then everyone else will also. The actual solution to this problem is an optimal control 

program used in this project and described in King (1979). 

Still, the question remains of how to fi nd the appropriate upper and lower bound 

absolute risk aversion functions. A contribution of this project has been the development 

and testing of methods appropriate for interval identification. 

The process begins with the theoretical result that, under certain conditions, a 

choice between two outcome distributions defined over a relatively narrow range of 

outcome levels divides absolute risk aversion space over that range into two regions. one 

consistent with the choice and one inconsistent with it. The level of absolute risk 

aversion at which the division is made depends solely on the two distributions, i. e., their 

properties define the two regions. The decision maker's preferences, as revealed by his 

ordering of the two distributions, however, determine into which of these two regions his 

level of absolute risk aversion is said to fall. By confronting the decision maker with a 

series of choices between carefully selected pairs of distributions, the region of absolute 

risk aversion space which is consistent with the decision maker's preferences can 
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repeatedly be divided until a desired level of accuracy is attained. Upper and lower limits 

for the level of absolute risk aversion are determined at several outcome levels. These 

values are then used to estimate upper and lower limits for the absolut e risk aversion 

function over the relevant range. 

Now, having obtained a method for measuring risk preferences which consists of 

placing confidence intervals around the absolute risk aversion function, we can then adjust 

the width of the interval to obtain the desired research results. Suppose we must choose 

one unique action choice from a large set. Then, the desired width would be a line, i.e., 

the decision maker's unique absolute risk aversion function associated with his utility 

function. However, because of the imprecise measure of preferences, this could result in 

the actual pref erred choice being eliminated from the efficient set (of one action choice). 

On the other hand, suppose all that was needed was an initial sc reening to reduce a 

feasible set of action choices to a smaller, efficient set; then, the width of the absolute 

risk aversion interval could be increased. Now, most likely, more than one action is in the 

efficient set. This reduces the likelihod that the preferred choice would be rejected 

(excluded from the efficient set), while increasing the probability that a number of 

choices not actually pref erred are in the efficient set. These types of trade-offs now 

become poss ible with the :.Ieyer criterion. 

The interval approach to the measurement of decision- maker preferences and 

~!eyer's efficiency criterion facilitate the application of decision theory based on the 

expected utility hypothesis in the analysis of practical decision problems. They permit 

recognition of the fact that preferences cannot be measured exactly, and they allow 

explicit consideration of the trade-offs between the accuracy and discriminatory power 

associated with differences in the precision with which preferences are measured . 

. ..\ Practical :\1odel 

The simplifying assumptions necessary for analytical development of the theoretical 

model reduce, somewhat, the usefulness of the theo ry in practical decision- making 

contexts. By applying simulation techniques and exploiting the capabilities of large-scale 

computers, however, many of those assumpt ions can be relaxed and the model made much 

more complex in terms of inco:-porating with the theory more of the features of the 

reality faced by decision makers. 

A computer simulation model has been developed, therefore, which incorporates the 

various time, control, user, and replacement oppor tunity cost concepts as a decision aid 

for investment. disinvestment, and use decisions of energy supply firms faced with various 

types of uncertainty. In addition, practical features of the real world are included, such 
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as, in the case of electric utility decision makers faced with capacity expansion decisions, 

(1) the use of multiple durables, including the distinction between base and peaking units 

and between units using different fuels; (2) the requirement to meet a time-varying 

demand, plus a reserve capacity; (3) a customer pricing formula based on fuel and other 

variable costs and an allowed rate of return on capital; and (4) construction and licensing 

lead times. Aspects of uncertainty which may be considered include, for example, 

demand levels, fuel prices, forced outages, and construction costs. Regulatory uncertain

ties are not included in the present version of the model, but nothing in principle 

precludes their consideration at a later date. 

Recognizing the intertemporal dynamics of the investment and disinvestment in and 

use of durable assets, as developed in the theory, the simulation model is conceptualized 

as a state-space optimal control problem. No single optimal control solution is actually 

sought, however. Instead, in keeping with the utility theory of choice under uncertainty 

described above, risk aversion measurement tools are used with the criterion of stochastic 

dominance with respect to a function to identify an efficient set of solution strategies. 

For this purpose, a strategy is defined as an assumed set of decision rules and decision 

actions which operate over the planning horizon. 

When placed in the perspective of the range of decision aidS commonly used by 

electric utilities and other energy suppliers, the simulation model developed here can be 

considered to be of intermediate complexity with respect to manpower and computer 

resources required to use it. That is, it is more complex than such methods as the 

minimum revenue requirements discipline in that it can take a system-wide perspective 

and it incorporates the cost and uncertainty concepts of the theory described above. On 

the other hand, it need not include all the intricate engineering and financial detail of 

system or corporate planning models. Therefore, it can serve as a complement to these 

models to evaluate and screen decision options in the early stages of planning. 

A Comparative Empirical Test 

There are many ways to test a theory or model to establish its credibility. Such 

tests fall into four categories: (1) tests of coherence to establish internal logical 

consistency; (2) tests of correspondence to establish fidelity, in relevant respects, to the 

real world; (3) tests of clarity to establish that the model is unambiguous and comprehen

sible to its users; and (4) tests of workability to establish, first, cost effectiveness in use 

and, second, that the model or theory contributes to better decisions. Tests in all four 

categories were conducted on the simulation model and, thereby, on the advanced theory 

it contains, and a great deal more such testing is necessary--indeed, model tests are 
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never complete in that every use is a test. We report here on one test carried out in 

accordance with Task 4 of the project. 

Comparing the application of a new method and its results with an established one 

falls under the headings of both correspondence and workability testing. Interpreting the 

model a nd its results also serves as a test of c la rity. For this purpose, then, the theory 

and simulation model were compared with the minimum revenue requirements (MRR) 

method commonly used in utility planning. 

As a specific case, the comparison was made in the context of a decision faced in 

1977 by the Consumers Power Company of Jackson, Michigan. The dec ision was whethe r 

to reacquire and reactivate two previously decommissioned dam sites and hydro stations 

on the Boardman River near Traverse City, Michigan. Using the same da ta as the MRR 

analysis, a similar conclusion was reached: the investment would yield only a marginally 

positive expected gain with a relatively high variance and a long payback period. 

Computationally and in the treatment of uncertainty, the two approaches are 

similar. Both look at the discounted present value of economic gain; and the :vIRR method 

often uses :Vlonte Carlo analysis to capture uncertainties and, further, nothing in principle 

would prevent its use of the approach of identifying a r isk- efficient set of options, as is 

done with the simulation model. The major differences a re in the new theory's more 

complete consideration of economic costs; its criterion for determining the economic 

life t ime of the durable, i.e., the time to disinvest or replace it; and its determination of 

optimal service extraction rates. 

As we gained experience with the model and the Boardman applicat ion, however, we 

realized that, while suitable for such partial or project analyses as this, the limits of the 

simulation model and its embodied theory can better be explored as a component of a 

corporate planning model or in comparison with a capacity planning model- -a more 

strategic level to which the MRR approach is not well suited. Such further tests are 

recommended. 

Recommendations for Future Work 

In building analytic models to develop a theory, many s implifying assumptions must 

be made. This project was no exception. While the simulation model was able to relax 

some of these assumptions and introduce greater pract ical realism into the analysis, 

fu r ther theoretical de velopments are nevertheless necessary to provide a solid foundation 

for practical analysis with improved simulation models. There fo re, the following sampling 

of areas requiring further theoretical advances and, thereby, simula tion model extensions 

is discussed in Chapter VIIl : 
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1. Conglomerate durable analysis -- to recognize that a durable, e.g., an electric 

power plant or a car, is frequently a system of component durables which may 

have lifetime and other economic decisions associated with them as well. 

2. Durables in parallel and in series -- to recognize that decisions regarding one 

durable cannot be taken in isolation from decisions regarding other durables 

with which it is operating in parallel (e.g., one generating plant in a grid) or in 

series (e.g., generators, transformers, and transmission lines). 

3. Regulations, taxes, and inflation -- to incorporate them and their uncertainty 

into the analysis, e.g., whether allowed rates of return should be tied to book 

value or replacement value. 

4. Uncertainty -- to consider additional important types of uncertainty, such as 

intermittent supply sources, which buy-back requirements are making of 

increasing concern. 

5. Other extensions of economic theory -- such as decisions relating to non

durables which are not infinitely divisible in use or acquisition. 

6. Optimal control analysis -- to supplement the risk-efficient set approach as a 

check on the realism of the problem specification and results . 
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CHAPTER I 

INTRODUCTIO N 

Lindon J. Robison 

Background 

Those industries which SU!?ply energy in various forms fa ce a n uncertain environment 

which complicates their decision- making process. They rely on natural resource inputs 

whose availability and location a re uncertain, making t he optimal rates of extraction, use, 

and exploration of these resources uncertain. :VIoreover, the energy supply industry, while 

relying on natural resources fo r inputs, may transform these inputs into alterna tive energy 

forms. Yet, the cost and the technology available to do this are continually changing, 

adding still another dimension of uncertainty. In addition, the energy su9ply industry 

makes long- ter m inves tments in plant and equipment which, to a large extent, determine 

its capacity to mee t the energy requirements of its customers in future time periods. 

Further, the amoun t of energy the industry will be called on to supply is still another 

random variable. In any one year, weather (a random variable) may alt er dramatically the 

need for energy a t particular times of the year . To exacerbate the problem, government 

regulations require that the energy supply industry be prepared to meet peak load 

demands, which ar e highly pr ice inelastic, whatever they may be. 

Because of the ubiquitousness of uncertainty in t he energy sector, models which 

ignore it can be expected to inadequately explain supply response to price changes, unless 

uncertainty has no impact on decision makers. The evidence suggests, howeve r, that 

uncertainty has important impacts on investment and supply responses of decision makers, 

particularly in the energy supply industry. For example, uncertainty about the amounts 

and locations of natural resources will likely result in slower extraction rates to conserve 

supplies until other resource supplies can be confirmed. On the other hand, uncertain 

peak load demands may result in over-expansion or under- expansion of energy- producing 

plants, depending on the relative costs of not mee ting customers' peak load requirements 

versus the opportunity cost associated with under-utilized plants and equipment. Or, 

finally, uncertainty about what changes may occur in envi ronmental standards that 

regulate energy- producing plants and equipment may affect new plant and equipment 

investments needed to produce sufficient energy supplies in the future. Possible changes 

in standards that require costly modification to existing durable st ocks, or that rende r 

them obsolete, are still another important source of uncertainty that determines the 

supply response of the energy industry. 
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Uncertainty is also related to asset fixity. An asset is fixed, that is, its holdings are 
' not varied by the firm, as long as its marginal value product is bounded above and below 

by its acquisition and salvage values, respectively. Under these conditions, firms have no 

incentive to invest or disinvest in those assets meeting the marginal value product bounds. 

However, what if the marginal value product generated by the durable asset, maintenance 

requirements, and its acquisition and salvage values are random variables, affected by all 

the sources of uncertainty described earlier? Does the durable become fixed over a wider 

range of production? Or does it reduce asset fixity? Obviously, the answer has important 

impacts on the outcome of any study designed to measure energy supply responses to 

changed incentives and, therefore, needs to be explored. 

In order to examine the combined effects of uncertainty and asset fixity on the 

supply of an energy product, the Electric Power Research Institute (EPRI) funded 

RP 1220-2, the restilts of which are described in this report. The primary objective of 

1220-2 was to improve energy supply forecasting models by integrating the theory of 

decision making under uncertainty with the theory of investment, disinvestment, and use 

of durable assets under uncertainty. A model providing such integration of theory can 

more accurately describe the ability and willingness of the energy supply industry to 

respond to changes in the probability distribution for different energy output and input 

prices. .. 

Research Objectives 

Specifically, this project had as its objectives: 

{l) To improve energy supply forecasting models by integrating the theory of 
decision making under uncertainty with the theory of investment and asset 
fixity; 

(2) To demonstrate how the integration can more accurately describe how energy 
supply industries respond to changes in prices and their probability distribu
tion; and 

(3) To provide modifications and methodological improvements for the incorpora
tion of uncertainty and asset fixity in energy supply models. 

Research Tasks and Report Overview 

To achieve the objectives of this project, the following tasks were carried out. 

Task 1, reported in Chapters II and III, reviewed selected previous studies on the causes of 

supply variations in the major energy-producing industries to obtain, where possible, 

empirical measures that would aid in determining the relative importance of variables 

producing energy supply variations. This review includes literature pertaining to: 
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(a) the effects of regulations on the pric ing syste m for energy services; 

(b) the causes of supply var iations in the supply of an energy product; 

(c) decision- making procedures used within the energy industry; and 

(d) the impor tance of asset fixity and uncertainty on the supply of a particular 
energy produc t. 

In addit ion to re vie wing lite ra ture on the e mpirical impor tance of supply variations, 

selected theoretical models a re reviewed for their usefulness in explaining the observed 

var iations in energy supplies. These models include: 

(a) the effec ts of asset fixi ty on supply response; 

(b) the effec ts of uncertainty on asse t fixity ; 

(c) theoretical models which include r isk components; and 

(d) theoretical and empirical models that describe the decision process used 
wit hin the energy supply industry. 

The review of the Department of Energy's Mid- Range Energy Forecasting System 

(iVI REFS) in Chapter ill supplements the reviews of the micro models described in 

Chapter II. The revie w points out key relationships between micro and macro models used 

in energy supply analysis. 

The review in Task 1 points out the need to extend the existing theory of decision 

making under uncer tainty. This extension involves combining the theory of investment, 

disinvestment, and use with the theory of decision making under uncertainty. This leads 

to Task 2. 

Task 2, reported in Chapters IV and V, was to extend the existing theory of decision 

making under uncertainty to more accurately describe the processes whereby an energy 

supplier acq uires inputs and makes investment and disinvestment decisions, which 

ultimately determines its ability to respond to energy demands. In meeting the 

requirement of Task 2, this project recognized two different areas in the analysis of 

uncer tainty: namely, the application of uncer tainty to economic models and the develop

ment of criteria for ordering action choices described by probability density functions . In 

Chapter IV, the analysis begins with a very careful theo retical development of the 

concepts of cos t and benefits of using and owning durable investments. This distinction, 

as well as the applica t ion of user cost concepts to the extrac t ion of services from a 

durable, the identification of capacity, and a formal statement of cost, constitute a 

unique contribution to economic theory made in this report . Going beyond earlier work in 

durable analysis, Chapter IV also proves a theorem that allows one to value durable 

services, determine the optimal rate of se rvice extraction, and de term ine the optimal 

lifetime, that is, the time to disinvest in each durable . In essence~ it recognizes that the 

concept of asset fixity is a time dimension problem, and that determ ining when an asset is 

to be disinvested is essentially answering the question: How fixed is an asse t? 
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Uncertainty is introduced into the analysis by treating demand, the cost of using 

durable services, and the availability of services for the durable as uncertain. Economic 

consequences are then deduced. 

Chapter V reports the development of a new theoretical tool for ordering uncertain 

prospects. As such, its usefulness is in empirical models which, in effect, describe in 

probabilistic terms the outcomes resulting from alternative action choices. In describing 

the usefulness of the new decision theory tool--stochastic dominance with respect to a 

function--Chapter V draws an analogy between Type I and Type II errors. Type I errors, 

the rejection of a pref erred action choice from the efficient set, are more likely to occur 

with single-valued utility functions. Type II errors, the inclusion of unpref erred action 

choices in the efficient set, are more likely to occur with the efficiency criteria defined 

for arbitrary classes of decision makers. Chapter V presents a flexible alternative to 

these two extremes which proves to be a valuable tool in the modeling effort described in 

Chapters VI and VII. 

The third task of this report required an empirical model be developed to forecast 

energy supplies for particular energy products. Chapter VI incorporates the theoretical 

developments in Chapter IV and combines them with the decision tool introduced in 

Chapter V to provide an analytic framework for analyzing investment-disinvestment use 

decisions. This model is of intermediate complexity and is.not intended to replace larger 

models available to most utilities. Nevertheless, it can be used as a preliminary planning 

tool. A User's Manual documenting the model has been prepared and submitted to EPRI as 

a separate report. 

One way to evaluate new modeling approaches, especially ones intended to be useful 

in practical decision-making settings, is to compare its content and performance with an 

existing model. Chapter VII reports such a comparison, which is the requirement of the 

last task, Task 4. The comparison involves an investment decision which faced the 

Consumers Power Company of Michigan in 1977: whether to reacquire dam sites and 

reactivate hydro stations along the Boardman River near Traverse City. Their evaluation 

of this project was based on the widely used and familiar minimum revenue requirements 

method. To test the theoretical developments and usefulness of the models developed in 

this report, we employed the newly developed model using Consumers Power data. The 

results of those comparisons are presented in Chapter VII. The most striking conclusion 

was the similarity of the results, suggesting that, while not compatible in all respects, the 

minimum revenue requirements method and the investment-disinvestment criteria devel

oped in this paper are compatible. 
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This report concludes in Chapter VII.I with recommendations for future work. 

Obviously much remains to be done. The directions which may be followed in developing 

the theory of investment-disinvestment and use as well as decision making under 

uncertainty are detailed in that chapter. Where possible, applications to investment

disinvestment decisions facing utilities are emphasized. 



CHAPTER IT 

EFFECTS OF UNCERTAINTY ON ENERGY SUPPLY RESPONSE 

Alan E. Baquet 

Introduction 

Those industries which supply e nergy in various forms have characteristics which 

make them somewhat unique. This project was developed because of an interest in 

analyzing two of those charac teristics, namely, the uncertainty which surrounds the 

decision- making process in energy supply industries and the capital-intensive natu re of 

those industries. Both of these characteristics have important implications for the ability 

of industries to alter their supply of energy in response to changes in economic and/or 

political conditions. The primary object ive of this study is to improve analysts' ability to 

describe how energy supply industries respond to changes in their envi ronments. 

This paper represents a report on Task 1 of RP 1220-2. Task l involves reviewing 

selected previous studies on the causes of sup£JlY variations in the major energy- producing 

industries in an effort to determine the relative importance of variables producing energy 

supply _variations . Task 1 also involves the review and evaluation of selected theoretical 

and empirical models to dete rmine their usefulness in explaining the observed variations 

in energy supplies. 

Characterization of the Industry 

As indicated above, the re are several characteristics of energy supply industries 

which make them somewhat unique. While the focus of this study is on the uncertainty 

and the capital intensity of the industry, it is important to ident ify other characteristics 

that are also related to the industry's ability to alter supplies of energy. 

In a perfectly competit ive industry, the forces of supply and demand interact in the 

marketplace to jointly determine equilibrium price. The electric power industry differs 

from this ideal in two significant ways. First, price is not determined in an equ1librium 

context. Rather, the structure of rates which can be charged by suppliers of electric 

power is determined in a political a rena. There is ample economic literature on the 

regulated fi rm which provides a theoretical basis fo r modeling electric utilities. This 

literature is discussed in following sections of this paper. 

In addition to having rates determined in a political arena, there are other political 

decisions which affect electric power suppliers. There are fairly str ingent regulations 

7 
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governing the environmental impacts of generating electricity. The uncertainty surround

ing the establishment of environmental regulations is a major concern to the suppliers of 

electric power (Boris, 1977; Keady, 1977) because environmental regulations affect both 

the cost and feasibility of electric power generation processes. 

The second difference concerns the interaction between supply and demand. In 

competitive industries, the price mechanism serves as the signal between supply and 

demand. The prevailing view in the electric power generation industry is that suppliers 

must be able to meet the quantity demanded. As such, the expected demand for 

electricity plays an important role in determining the supply of electricity. Suppliers of 

electricity face a continual and time-varying demand for their product. The demand for 

electric power varies by time of day as well as seasonally within a given year, and 

suppliers are required to adjust their production processes so as to meet both the daily and 

seasonal peaks in demand. Previous work has been done on the problems imposed by this 

"pea.king problem."* 

An important implication of this demand-supply interaction involves the capital 

investment decisions made by the suppliers of electric power. The firm 's ability to meet 

peaks in current demand is a result of capital investment decisions made in previous 

years. By the same token, ability to meet future peaks in demand is determined in part by 

current investment decisions. This future demand is an important component of current 

investment decisions. 

Capital Nature of the Electric Power Industry 

Because of the capital intensity of thr electric power supply industry, decisions 

regarding the acquisition, use, and disposal o. durable assets are of major importance for 

managers of electric power generating firms. Managers are faced with two interrelated 

decisions concerning capital assets (durable a5sets). They must decide about the optimal 

amount of services to extract in each production period and the optimal stock of durable 

assets. For an existing firm, the optimal stock may involve additions to the stock of 

durable assets and/or decreases in the initial stock of durable assets. Even though the 

acquisition/disposal decisions relative to durable assets are not made independently of the 

usage rate decisions, the two decisions are separated here for discussion purposes only. 

*The Bell Journal of Economics has several articles concerning the peak load 
problem and the consequences for pricing. 
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Investment/Disinvestment Decisions 

Decisions concern ing the acquisition and/or disposal of durable assets are inherently 

dif ferent from decisions regarding the acquisition of non-durable assets. Durable assets 

are typically available in discrete units . Furthermore, durable assets are capable of being 

used during future production periods. Thus, decisions regarding the acquisition/ disposal 

of durable asse ts require information about the future production periods. This is not the 

case for non-durable assets, since, by definition, they are entirely used up in one 

production period. Thus, the decisions regarding their acquisition typically do not require 

information about future periods. 

:'-luch of the economic literature on the theory o f investment and disinvestment 

decisions is reviewed in Baquet (1977a). As discussed therein, the theory of investment 

dec ision making has its or igins in Alfred Marshall's Principles of Economics. The basic 

investment decision rule advanced by Marshall still holds: Balance current costs against 

discounted future gra tifica tions. Later writers, notably F::-ank Knight, refined :\[arshall's 

decision rule, but the basic rule still holds. A review of the engineering economics 

ti tera ture indicates tha t the basic rule stated by :Vlarshall is used in practice (Sm ith, 

Gerald, 1968). 

Practical application of Marshall's basic decision rule in the public utili ty industries 

has relied on what is referred to as the mir.imum revenue requirements discipline (:VIRRD). 

Paul H. Jeynes is a leading proponent of this method of evaluating capital investment 

decisions. 

According to Jeynes, the primary objective for the firm is to discover the 

alternative investment plans which will result in the minimized outlays throughout their 

service life. He identifies two types of outlays: (1) the initial capital investment; and 

(2) periodic expenses thereafter, such as taxes, operation and maintenance expense, 

administration expense, etc. 

:'11inimum revenue requirements are defined to be the revenues which must be 

obtained in order to cover all expenses incurred, associated with and including the 

company's minimum acceptable return (:\:IAR) on investors' capital (Jeynes, 1968, p. 52). 

Important points to note a re : 

(1) Only a special portion of revenues is included. These revenues must equal 
certain exactly defined outlays. The recovery of these outlays in the form of 
revenues will enable the company to break even. 

(2) Actual revenues are no t estimated. _.\ctual revenues are expected to ':le 
grea:er than the minimum revenue :-equiremen<:s. 
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The following table from Jeynes (1968, p. 61) is reproduced to illustrate these points. 

Note that C + D + E is the same as 2 + 3 + 4, thus A+ B is the portion of revenue needed 

to recover 1, the initial capital investment less net salvage. 

Table 2.1 Outlays Over the Service Lifetime of a Project 
(Which Are To Be Minimized) 

Expression I. Outlays (= Disposition of Funds) 

1. The initial capital investment (= purchase price installed) 
a. Less ultimate net salvage, when received 

2. Taxes 
3. Opera ti on and maintenance expense 
4. Other expenses, such as administrative and general expense and sales and 

collection expense 

Expression II. Revenue Requirements (= Source of Funds) 

A. Minimum acceptable return on the capital investment (not including any 
profit) 

B. Retirement cost (or amortization, commonly known as "depreciation 
expense," adjusted for ultimate net salvage) 

C. Taxes 
D. Operation and maintenance expense 
E. Other expenses, such as administrative and general expense and sales and 

collection expense 

Both of these expressions describe the same minimum revenue requirements of a 
project. 

Profit incentive is defined to be the difference between actual earnings and the 

minimum revenue requirement. The components of minimum revenue requirements are: 

(1) minimum acceptable return on capital investment, (2) depreciation, (3) taxes on MAR, 

and (4) operation and maintenance expense, and other periodic expenses. The determina

tion of these components will vary by project; however, guidelines can be specified as to 

the intent for each component. 

Minimum Acceptable Return 

If a project is to be undertaken, its earnings must be grea ter than the cost of 

financing which is to be minimized. It is the long-term minimum acceptable return on the 

company's pool of investors' capital that is in question, not the minimized cost of 

immedia te financing of the new project. The fundamental objective is to determine the 
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company's MAR as a percentage of investors' committed capital. For external financing, 

this can be expressed as: 

d + X% of P 
p 

where d = current dividend rate 

P = ma rket pr ice per share 

X% = current rate of annual increase in market price 

J eynes suggests that these "instanta neous" est imates of :vIAR be averaged over a relevan t 

time period in de te r mining the long-run MAR. 

rn the paper by Boris (1978) presented a t the EPRI workshop on cap ital investment 

decisions in May, 1978, it was pointed out that the weighted cost of capital was used by 

the Consumers Po wer Company in determning their MAR. 

While :Y1AR represents t he return on the capital investment, the depreciation 

annuity represents the return of the capital investment. In pract ice, deprec iation, in 

;;:iercent, is der ived from a table of values based on (1) percentage :\IAR, (2) probable 

service life in years, (3) the reti rement- dispersion pattern, and(-!) ultimate net salvage. 

For purposes of investment decis ions, the depreciated "value" at any date shor t of 

total life is not important. The li fe time-levelized revenue requirement is the important 

aspect. Thus, the depreciation charge developed here will only correspond to the "book 

charges" for depreciation by accident. 

The percen tage :\IAR was discussed above. Estimates of probable service life, in 

years, is based on analyses of past and current experiences in addition to appr .isals of the 

future . Retirement-dispersion patterns have been developed through engineering studies. 

Estimates of the ultimate ne t salvage can be based on exper ience and expec t.qt ions about 

the future. With these pieces of information, the revenue required for depreciation can 

be estimated. Th is revenue requirem ent is simply the annualized equivalent of the initial 

invest ment less any net salvage. 

Taxes on \IAR 

For purposes of economic analysis , the :VIRRD specifies two components for taxes: 

(1) the revenue requirement for income tax, which is the tax on the taxable portion of 

:'II.AR; and (2) the income tax on the profit incentive, which is the tax on earnings in 

excess of MAR. 
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The first component is the one of interes_t for economic comparisons according to 

the MRRD. The revenue requirements for truces will vary by project and by state. 

Inasmuch as taxes a.re law, the revenue requirements can be developed from the 

appropriate true statutes. 

Periodic Expenses 

In addition to covering the above expenses, revenue is also required to cover the 

periodic expenses associated with operation, maintenance, and other expenses. The 

magnitude of these expenses will vary by project. Estimates for these expenses over the 

service life of the project are required. 

Weaknesses of the Minimum Revenue 
Requirements Discipline 

After the four components of the minimum revenue requirements a.re developed, it 

is possible to specify the minimum revenue that is required from the project to cover 

outlays for the project. To the extent that the actual revenues from the project exceed 

the revenue required to cover outlays, a profit will be earned on the project. Those 

projects with a positive profit should be undertaken by the fi rm. 

The MRRD method provides a framework for making capital investment decisions. 

However, within that framework, some important aspects of investment decision making 

are ignored. For example, the impact of uncertainty is not addressed explicitly. Any 

investment decision which relies on information about fu ture periods is faced with 

uncertainty. Of the four components in the MRRD approach, MAR is probably known with 

the greatest certainty, and even its determination can change over time. The deprecia

tion requirement depends on an uncertain service life, an uncertain retirement-dispersion 

pattern, and an uncertain ultimate net salvage. Even the calculation of taxes on MAR 

may change over the life of the project. 

It is this author's opinion that the most severe problem with the MRRD method is its 

treatment of periodic expenses. Operation and maintenance expenses may be highly 

variable over the service life of the investment project. Even if the variation in these 

expenses is kno wn with certainty a t the time of the investment decision, it can alter the 

relative merit of alternative investment projects. Although nothing in the :\1RRD method 

seems to exclude variable periodic costs, not making explicit reference to the possibility 

of varying costs is unse ttling. 

Recent theore tical work by Baquet (1978) does no t rely on the fixed usage and, 

hence, cost assumption, and therefore could form a basis for modifying the MRRD 
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met hod. Permitting the durable to be used at different rates oye r its productive life, 

while being a more accurate representation of reality, complicates the calculation of the 

du rable's value in use, since the value in use is now more closely tied to fu ture production 

decisions. Furthermore, when the durable asset's usage is allowed to var y and mainte

nance is considered, the productive life of the asse t is no longer fixed bu t also becomes a 

variable. 

Investment decisions wit hin the electric power generating industry are affected by 

conditions in the general economy. In particula r, the rate of inflation has important 

implications fo r the cos t of producing electricity in future periods. Also the cost of 

borrowed capital affects the weigh ted cost of capital, the iVIAR, a nd hence the discount 

factor . 

As indicated above, the four pieces of information which a re needed in the 

investment decision a re seldom known with certainty at the time that an investment 

decision is made. The specific types of uncertainty that exist are discussed below. 

Production Decisions 

Investment/disinvestment decisions are related to the decisions made in each 

production period. This section discusses the types of production decisions faced by 

managers of electric power generating firms . Important aspects of these decisions are 

(1) the supply-demand interaction, which involves adjust ing supplies to meet peak demand; 

and (2) the usage of durable assets. 

Within each production period, the electric power generating firm is expected to 

supply the quantity that is demanded. When demand is variable, meeting it involves 

adjust ing the usage rate for durable assets as well as the quantities of non- durables used. 

There have been studies which have compared the costs of operating a t full capacity 

(meeting peak demand) with the costs of operating at less than full capacity (off-peak 

periods). The primary focus of these articles has been on deriving optimal pricing 

schemes rather than the effects of altering the usage rates for the durables on the 

investment/d isinvestment decisions (Joskow, 1976; Wenders, 1976). 

It is not clear that these studies considered all the relevant costs . For example. the 

user cost of capital is oftentimes not included. A.s conceived by Keynes and developed by 

Neal: Lewis, and Baquet, user cost is associated with the opportunity cost oi using the 

durable asset in current rather than future production periods. The inclusion of this 

aspect of the cost of genera.ring electricity in the current period may have imoort an c 

implications for the pricing mechanisms used by regulatory commissions. 
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Suppliers of electricity have attempted to smooth the demand that they face by 

offering incentives to large users for maintaining a reasonably constant use. These load 

negotiations have primarily focused on industrial users. However, some attempts have 

been made to off er sufficient incentives to residential consumers so that they will alter 

their usage patterns also. The implication of these load negotiations for the usage rate of 

durable assets has not been fully explored. 

As is apparent from the above discussion, investment/disinvestment decisions and 

production decisions are interrelated. This interrelationship is particularly important for 

the electric power generating industry, where the usage rate for the durable assets is 

highly variable. In essence, the investment decisions place an upper bound on future 

generating capacity. 

The nature of durable assets in electric power generation is such that, once they are 

in place, they tend to remain fixed for long periods of time. Thus, production decisions 

are primarily concerned with how best to use the fixed capacity to meet demand. 

The Effects of Asset Fixity on 
Supply Response Models 

Economic theorists have long recognized the limits that fixed facto rs of production 

place on a firm's ability to respond to changes in its economic environment. Early 

theoreticians, however, considered assets to be fixed in a technical or physical sense 

rather than an economic one. It was not until the early 1950s, when Glenn L. Johnson, 

Joseph Willet, Lowell Hardin, and others recognized that an asset can and generally does 

have different acquisition and salvage values, that an economic definition of asset fixity 

was developed. Edwards wrote, "an asset is fixed if it isn't worth varying" (Edwards, 1958, 

p. 15). In economic jargon, this statement indicates that an asset is fixed if its marginal 

value in use is bounded above by its acquisition price and below by its salvage price. 

Edwards (1959) explored the consequences of this definition. 

Johnson (1960) saw the supply response implications of acquisition/salvage price 

differentials. The salient points of Johnson's article are presented below. 

Consider a production function of the form Y = F(X1 I x3). Johnson considered x3 to 

be a durable asset for which the following condition holds: 

(2.1) 

where Px3a = acquisition price for x3 

Px3s = salvage price for x3 



15 

Py = pr ice of outpu t Y 

~YX = marginal physical produc t of X.., in 9roducing Y . 
'JJ 3 ,) 

The condi tions imposed by (2 .1) i mply that x
3 

is fixed for the ent ire range of possibilities t o 

be consider ed. 

Now, fo r a n input Xl' we have Px1a > Px1s, so the a mount o f x
1 

o n hand, depic t ed by 

a in Figure 2.1, is fixed under some condi tio ns but variable under o t hers . 

M' 

s 

c a b 

Figure 2.1 

Acquisition and Salvage Prices and the Definition of _-\sset Fixity 

The marginal value product (:V!VP) of x 1 is given as !~1 Py, which is .\I:\l initi~lly . 
Thus . .x1 is fixed at a since Px1a >:VIM> Px1s . If, howeve r, Py increases so that ~Xl Py 

shif ts to .\1'::11', the \!VP of x1 exceeds its a cquisitio n pr ice and the most profitable amount 

oi .x1 to use increases to b . A fall in Py which drops the :V1VP of x
1 

to .\I":\!': would reduce 

the most profitable level of x1 to c . As Johnson states it. the definition of asset fixity for 
... y 

X1 is that X1 is fixed whenever Px1 a ~ ;~l ?'J 2- Px
1 

s . 

The divergence between acquisition and salvage prices fo r .x
1 

gives rise to a 

discontinuity in the marginal cost of producir.g Y, .\I Cy, at the _;)oint Y = F(a IX/ Beyonc 

this point. ~!Cy= Px1a I ~~1 - For quantities of Y < F(a I x 3), .\!Cy is lower ~han for 

Y = F(a \ x3). Figure 2 .~ de9icts the marginal cost curve. 
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F (a X3) 

Figure 2.2 

y 

Asset Fixity and a Discontinuous Marginal Cost Curve 

Johnson extends the analysis to the two variable input cases. He derives lines of 

least cost combination for expansion when Py is increasing and lines of least cost 

combination for contraction when Py is decreasing. As Johnson indicates, the marginal 

cost curve associated with these movements in Py has the following shape. 

$ 

Py" 

Py' 
l 

' I 
' I 

Y' 

Figure 2.3 

y 

The Marginal Cost Curve and Changing Product Price 
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The vertical portions of the curve in Figure 2.3 indicate that both variable inputs 

are fixed in the economic sense and that changes in output 9rice over these ranges will 

not induce a response in supply. For example, if th·e firm is currently at Y' and price is at 

Py', the price must increase to Py" before the firm will increase production. 

While 'Johnson's article laid the theoretical groundwork for incorporating asset fixity 

in supply response work, there are some aspects of durable assets that he recognized but 

did not develop. One of Johnson's simplifying assumptions dealt with the stock-flow 

conversion process for durable assets. Johnson assumed tha t there was a one-to-one 

correspondence between the durable stock and the flow of services from the durable. In 

other words, he assumed that services are extracted from the durable at a fixed rate. 

Francis S. Idachaba, in an unpublished manuscript, made an initial thrust in the area 

of variable extraction rates. He treated the extraction rate for services as an explicit 

variable. It is not clear from Idachaba's writings that he fully recognized all the 

implications of the variable extraction rate, nor did he develop the supply response 

implications. 

:.1ore recently, Baquet (1977, 1978) has presented a more complete analysis of asset 

fixity with variable extraction rates. The theoretic model used by Baquet, as deoicted in 

Figure 2.4, considered a vertically integrated production process. 

Production 
Func"'...ion 

Produ~....i.on 
Function 

Figure 2.4 

Prcduction 
Functlon 

2t 

P~c:duction 

Function 

Asset Fixity and Variable Extraction Rates in a Production Process 



18 

The production process considers two durable assets, Dlt and DZt' which are used 

with one non-durable input to generate services. The services thus generated are used 

along with a second non-durable input in the production of the final outputs, Y lt and Y zt· 

Considering the production process in this manner permits Baquet to simultaneously 

consider the questions of investment/disinvestment and the rate of use for durable assets. 

When the extraction rate for services from durables is variable, the life of the 

durable is also variable. Furthermore, the role of maintenance has added significance, 

since it can extend the life of the durable. This relationship between services generated, 

maintenance performed, and the life of the durable is accounted for in Baquet's analysis. 

It is assumed that the theoretical fi rm would maximize an objective function subject 

to the physical constraints imposed by the production process. The objec tive function 

used by Baquet considered the gain in the net present value of the fi rm in each time 

period as the sum of the net receipts from the current production activities plus the net 

gain in the value of the durable asse ts. The net receipts from current production 

activities include a component in the cost of current production which is generally 

overlooked. This cost is the user cost of the durable asset. One aspect of user cost is the 

use depreciation of the durable asset. The use depreciation may be partially or totally 

offset by the maintenance activities of the fi rm. The user cost in the objective function 

represents the change in the ending salvage value of the durable as a result of using the 

durable during the period. This cost was formalized by Neal (1942) after Keynes conceived 

of it in 1936. 

There is a second user cost involved in extracting services in the current time 

period. This cost is the highest discounted value of the future services fo regone by 

current use of the durable. This cost component was identified by Lewis (1949) and forms 

a portion of the disinvestment criterion fo r the firm considered below. 

The gain in the net present value of the fi rm is achievable by investing in additional 

uni ts of the durable, disinvesting in some or all of the uni ts currently held, or reorganizing 

the usage pattern for the currently held durables. When investing in durables, the gain is 

the difference between the current acquisi t ion price and the net present value of the 

fu ture services generated from the durable. When disinvesting in durables, the gain is the 

difference between the current salvage price and the ne t present value of the future 

services generated from the durable. When reorganizing the usage pattern of the 

durables, the gain is the change in the net present value of the future services generated 

from the durables. 

The optimization of the objective function involves the simultaneous determina tion 

of the optimal production activities and the optimal investment/disinvestment activities. 
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The optimality conditions for production activities are: 

(1) For the non-durable inputs, the marginal cost of the input must equal its 

marginal value in use.· The marginal value in use of the non-durable in the final 

production process is its marginal value product, while, under competitive input markets, 

its marginal cost is its price. Equating these two determines the optimal quantity. The 

marginal value in use of the non-du rable used in the generation of services is determined 

as an instrumental marginal value product. An instrumental marginal value product is 

measured as the marginal physical product of the input used in the production of an output 

times the marginal physical product of that output used as an input in a higher level 

production process times the price of the higher level output. This corresponds to the 

concept of an input's value in a vertically integrated production process. The mar·ginal 

cost of using the non-durable involves three components. The first component is the price 

of the non-durable. The second component is the instrumental marginal user cost of 

generating services. The third component is the opportunity cost of economically altering 

the physical life. This component is essentially an instrumental maintenance cost. The 

optimal quantity of the non-durable is determined by equating its instrumental marginal 

value product with the sum of the three marginal cost components. 

(2) The optimal quantity of maintenance to perform is determined by equating the 

cost of a maintenance input with its ma.rginal value product. The marginal value product 

of maintenance is given as the marginal physical product times the margi!1al value of 

maintenance. The value of maintenance is the value of the services which can be 

generated from the durable as a result of performing maintenance. 

(3) The optimal quantity of services to generate in each production period is 

determined by equating the marginal value product of the services in producing the final 

outputs with the marginal cost of generating those services. The marginal cost is 

composed of three elements. The first elemen t is the marginal user cost incurred by using 

the durable to generate services. The second element is the net cost of using the non

durable input to generate services. This component recognizes the aggregative nature of 

the non-durable input by taking the price of the input net of the oppor tunity cost of 

adjusting the life of the durable. The third element reflects the opportunity cost of 

economically reducing the physical life of the durable by generating current services, i.e., 

maintenance costs . The marginal cost of generating services is the sum of all three 

elements. 

The formal mathematical expressions for the optimality conditions, which must hold 

at each point in time for the production activities, are given in an EPRI workshop by Alan 

Baquet (1977). Because the production, investment, and disinvestment activities are 
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simultaneous, the levels at which the above optimality conditions will be met will be 

influenced by the investment and disinvestment activities of the firm. 

The optimality conditions for the investment/disinvestment decisions of the firm 

can be summarized as follows: 

(4) The firm is optimally organized with respect to investments in durable assets 

when the net present value of the last unit of durable invested in exceeds its acquisition 

price while the net present value of the next unit of durable, if it were acquired, would 

not cover its acquisition cost. The ~et present value of the durable asset is derived from . 

the services genera ted in each production period over the economic life of the durable 

plus the final salvage value. 

(5) The firm is optimally organized with respect to disinvestments in currently held 

durables when the net present value of the last unit of durable disposed of is less than its 

salvage value while the net present value of the next unit to be disposed of exceeds its 

salvage value. In meeting these conditions, the firm cannot dispose of more durables than 

it has in its init ial endowment. 

These seemingly complicated optimality conditions for investments and disinvest

ments were necessitated by the assumption that the durables are ''lumpy" and by the 

treatment of time as a discrete rather than a cont inuous variable; thus, the iTiarginal 

conditions in the usual sense could not be derived. Each unit of durable should be 

accompanied by an inventory statement which indicates its physical condition. 

The net present value of the durables used in the investment/disinvest ment decisions 

is derived from the net value of the services generated by the durable over its economic 

life. In calculating the maximum value in use, the firm controls both the amount of 

services to generate in each time period and the number of periods or the economic life of 

the durable. The simultaneous determination of the optimal amounts of services to 

generate from each durable in each period was specified in condition 3. 

The optimal number of periods to use a durable asset is when the change in the 

salvage value from one time period to the next is greater than the value of the services to 

be generated during that time period. This determines the point in time beyond which it 

is not advantageous for the firm to use the durable asse t. Thus, the maximum value in use 

for the durable assets was shown to depend on both the optimal amount of services 

generated in each production period and the optimal number of production periods. 

The optimal organization for the durable assets will depend upon the order in which 

they are altered. The optimal order for altering durable assets was not determined here. 

The production, investment, and disinvestment process as developed here per mi ts 

the treatment of the durable asset replacement decision as a combined investment and 

disinvestment decision. 
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Baquet's work builds on and extends work done by Edwards (1958, 1959), Johnson 

(1960), and Johnson and Quance (1972) in the a rea of investment and disinvestment with 

fixed extraction rates, Idachaba (1972) in the area of production with variable extraction 

rates, Georgescu-Roegen (1971, l97la) in the area of durable assets in production, and 

Perrin (1972) in the area of investments in durables with variable lifetimes. 

The fixed extraction rate assumption made by Edwards and Johnson has been 

removed. This permits the production process to be linked with the investment/disinvest

ment process --something neither Georgescu- Roegen nor Perrin did explicitly. 

By specifying the produc tion process in greater detail, it is possible to identify more 

prec isely the manner in which durable assets enter the production process. The 

conception of the production process as being vertically integrated permitted this 

development to move beyond Idachaba's work. However, this development considered only 

the services from the durables to be inputs in the production of the final outpu ts, whereas 

Idachaba considered both the stock of the du rable and the services from the durable to be 

inputs in the final production processes. 

As a consequence of considering the production process in this manner, it is possible 

to identify a cost of production and its composition which is usually overlooked--namely, 

the user cost of generating services from durable asse ts. This has important implications 

for firms which practice marginal cost pricing. Previous analyses would indicate a lower 

marginal cost than an analysis based on this theory. 

A further consequence of the vertically integrat ed production process is in the area 

of supply response. The analys is here indicates that firms may expand or contract their 

supply by using their durable assets either more or less intensely rather than by investing 

or disinvesting in durable assets . 

The theory developed by Baquet has important implications for the supply response 

model presented by Johnson (1960). With fixed extraction rates end divergent acquisition 

and salvage prices as assumed by Johnson, the fi rm 1s supply curve has discontinuities. The 

theory developed by Baquet would suggest that, when variable extraction rates are 

considered, the discontinuit ies would be reduced or eliminated, since firms could respond 

to changes in output prices by altering the intensity of use of their durable assets rather 

than by acquiring additional uni ts of the durables or disposing of uni ts of existing durables . 

The theory presented in Baquet is consistent with Keynes1 (1936) suggestion that aggr egate 

output could be varied without a corresponding change in the levels of ;>reductive inputs. 

The theory provides the micro foundation for Keynes1 aggregate response. 

In much of Georgescu- Roegen1s (1971, 197la) recent work, he has recognized the 

difference between the durable stock of fund and the flow of services which can be 
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derived from the stock. In this development, the actual process whereby services are 

extracted from the stock of durable assets is specified. The services are conceived of as 

being produced from the stock by using non-durable inputs. The modeling of the service 

generation process in this manner permitted investments and disinvestments in durable 

assets to be linked with the production activities of the firm. This more detailed 

specification of the service generation process extends Georgescu-Roegen's earlier 

writings on the stock/flow conversion problem. 

The determination of the optimal investment and disinvestment strategies for the 

firm relied on comparing an asset's value in use with its acquisition and salvage prices. 

For the continual replacement problem, the value of using the durable an additional 

production period should be compared with the annualized average value in use of the 

replacement durable. The current durable should be replaced when the new durable's 

annualized average value in use exceeds the value of using the current durable another 

production period. In computing the asset's value in use, the optimal amount of services 

to generate in each time period, the optimal maintenance to perform, and, hence, the 

optimal number of tim e periods to use the asset are all considered. In developing the 

criterion for determining the optimal economic life for durable assets, Perrin's (1972) work 

is extended to consider the "lumpy11 durable, discrete-time case. 

The criterion is the same as his: Continue to use the durable until the change in its 

salvage value offsets the change in its value in use. However, the results here appear to 

be more complex, because neither continuous time nor perfectly divisible durable assets is 

assumed. The determination of an asset's value in use was specified in more detail than 

Perrin did in his work. The issue of the optimal order in which to alter durable assets is 

still unresolved. 

Further Research Needs in the Area of 
Asset Fixity and Suoply Response 

Further work on the effects of asset fixity on supply response is needed in the 

following ar eas: 

1. Empirical research is needed which would examine the supply response implica
tions of the theory developed by Baquet. Further research is needed to 
empirically test the hypothesis that firms can alter output without altering the 
levels of durable assets. 

2. For those firms which practice marginal cost pricing, empirical research is 
needed to determ ine if the inclusion of the user cost of durable assets in the 
firm's decision framework would significantly alter their decisions regarding 
optimal output levels. 
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3. Existing models of asset fixity and supply response do not adequately treat the 
adjustment process over time as firms adjust to changes in their economic 
environment. Empirical research is needed to explore the consequences through 
time of following the optimality conditions as developed in Baquet. It is highly 
probable that this type of analysis will need to be related to the cost of 
adjustmen t literature discussed elsewhere in this re~ort. 

·L Because t he decisions regarding investment and cisinvestment in durable assets 
require information from future time periods, there is an element of uncertain
ty which exists . Relaxing the assumption of per fect knowledge would be a 
natural extension of Baquet's work. Including uncertainty would permit a more 
accurate modeling of the fi rm 's decision environmen t. 

Effects of Uncertainty on Suooly Resoonse 

The above discussion indicates the need to know various types of information about 

fac tors which the managers of electric ~ower generating firms cannot control. This 

results in a large degree of uncertainty. Relatively little work has been done on the 

effects of uncertainty on su pply responses. In this section, we identify alternative sources 

of uncertainty . 

. .\s indicated in EPRI L\-586-SR, An Overview of the Economic Theorv of Uncer

tainty and Its Imolications for Energy Suoplv, most of the uncertainties facing the energy 

sector can be characterized in two broad categories: market or endogenous uncertainties, 

and exogenous uncertainties. Because the remedies for alleviating these two kinds of 

uncertainty are likely to be different, it is meaningful to distinguish between them. 

Exogenous Uncertaintv 

Exogenous uncertainties exist regardless of the market or legal structure. For the 

energy sector, the following sources of exogenous uncertainty exist : 

1. Geological Uncertainty 

There is uncertainty about the amount and location of deposits of various 
kinds of natural resources. This uncertainty is likely to lead to slower 
extr ac tion rates for r.atural resources. In addition, uncertainty about the cost 
of extracting natural resources will affect the timing of extraction and, hence, 
aggregate consumption. 

2. Technological Unc e rtainty 

The development of new techniques is highly uncertain. The timing of 
development, the costs of development, as well as the cost of operating new 
techniques are all uncertain. Technological uncertainty has important implica
tions for invest;-nent decisions. Should the fir m invest in new generating 
capacity now or should it wait a few years for new technology? This is a very 
relevant question :n the electric ;iower industry. 
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3. Demand Uncertainty and Variability 

Capital- intensive industries such as the energy sector require a long lead 
time to develop additional capacity. Thus, energy firms must project demand 
for several years in advance. The general trend in the consumption of energy is 
not sufficiently stable to provide accurate predictions of the demand for 
energy. 

Endogenous Uncertainty 

Endogenous or market uncertainties arise because of actions of other suppliers 

within the market. The following market uncertaint ies exist: 

1. Investment and Production Decisions of Other Suppliers 

The market demand faced by an individual fir m is affected by the 
investment and production decisions made by other firms in the industry. 
Coordination of investment decisions in the energy sector are of considerable 
importance because of the long-lived, large capital expenditures involved. 

2. Random Pricing Policies 

Imperfectly competitive markets can under certain circumstances be 
shown to be characterized by random prices. Uncertainty associated with the 
price may affect the attractiveness of different technologies a nd may intro
duce, as a consequence, a serious discrepancy between social and private costs. 

Other TyPes of Uncertainty 

Uncertainty in other sectors of the economy could have an impact on the prices of 

inputs and outputs faced by the firm. This price uncertainty is a reflection of exogenous 

uncertainty in some other sector of the economy. For example, the de mand for 

electricity for heating is affected by the supply of substitutes. 

Government- induced uncertainty has a major impact on the energy industry. 

Changes in governmental regulations, taxes, and the provision of publicly provided goods 

has a major effect on supply decisions in the energy industry. For example, uncertainty 

about pollution regulations for particular tyPes of generators may lead to postponement of 

the installation of any additional capacity until the uncertainty is resolved. This will 

increase the current price above what it otherwise would have been. 

The types of uncertainty identified above imply that the optimal combina tion of 

resources for supplying energy is a random variable. The effect that this has on asset 

fixity and the supply response of firms needs to be investigated more fully . 
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~I odels With Risk Comoonents 

In this sec tion. we review models that examine how risk affects action choices made 

by dec is ion makers . We start by defining risk. For our purposes, risk and uncertain ty are 

used synonymously to describe an environment in which a ny one of several possible 

outcomes may result from an action choice. Thus, risk requires tha t decision makers 

determine their preferred strategy by considering their preferences (utilit ies) for each 

poss ible outcome as well as the likelihood of each outcome occurring as a result of an 

action choice. 

Most would agree tha t action choices a re made in the presence of risk, and 

ec onomists now a re paying more attention to r isk in their models. However, decision 

models with risk components a re usually less general than certainty models, which 

sometimes reduces their usefulness. To illus trate, consider the first-order conditions for 

determining optimal inputs x1, ... , xn to be used in a productive ~rocess f(x
1
, ... , xn) for a 

producer who values possible outcomes of the production process according to utility 

function U. :Vloreover, assume he operates in a purely competitive market where output 

price is p and where inputs cost p1, . .. p . We assume U'> 0 and that he chooses inputs so Y n 
as to maximize the func tion in (2 .2). 

n 
(2.2) U[(p f(x1, ••• ,x ) - E p.x.] 

y n i=l 1 1 

For the j-th inpu t, the first-order condition requires tha t : 

(2 .3) U'(p f. - o.) = 0 
y J .. J 

or, since 'C' does no t equal zero: 

(2.-0 p f. = p. 
y J J 

Equation (2 .4) is the familia r result that requires the marginal value product or the 

j-th input to equal its factor cos t. Interestingly enough, the result holds regardless of the 

form of u--all decision makers who prefer more to less will make the same choice of 

output as well as inputs. No w, however, le t price Py be uncertain; that is, let all possible 

Py be descr ibed by some probability density function g{py), and the general first-order 

conditions no longer obtain. Assume that the decision maker maximizes (2 . 2) as before, 

but now under uncertainty. 

(2 .5) Max f U[p :(x1, . .. ,x ) - : " .x.J sr(p )do 
P •1 n . I:" 1 1 ~ v • y y • I . 

~ow, to determine the optimal use of the j-th input. the first-Qrder condition requires : 

(2.6) f U'(p f. - p.)dp = 0 
p y J J y 

y 
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Equation (2.6) is, unfortunately, no~ always easy to evaluate and the function U, 

which varies between individuals, will alter the optimal choice of inputs as well as 

outputs. Hence, the generality present in certainty models is usually lost under 

uncertainty. 

The presence of risk not only produces results not easy to generalize but also 

presents empirical challenges not faced under certainty, such as how to estimate U. 

Although the theoretical justification and procedures for estimating the function U were 

established with the development of the expected utility hypothesis, considerable debate 

has emerged over the reliability of expected utility results. Robison and King (1978) have 

argued that, in the past, economists attempted to estimate single-valued production 

functions but found the task difficult because of the large number of factors that couldn't 

be held constant. Then, in order to extricate themselves from the difficulty of evaluating 

alternate production strategies when output was stochastic, they assumed that one could 

estimate single-valued utility functions instead. But, for the same reason that production 

responses could not be described with a single-valued function, utility is also not likely to 

be represented by a single-valued function. 

The non-uniqueness, as well as the difficulty of actually measuring individuals' 

utility fu nctions, led economists to use efficiency criteria to help identify preferred 

action choices. That is, by assuming general characteristics about a class of decision 

makers or about the action choices they face, it is possible to reduce the set of feasible 

choices to a smaller "efficient" set that contains the expected utility maximizing choice . 

.Ylore importantly, we can often identify the efficient set based only on characteristics of 

the probability density functions of outcomes from action choices. 

The most well-known efficiency criterion is the Mar kowitz-Tobin expected value

variances (EV) criterion. This efficiency criterion, often used synonymously with portfolio 

theory, identifies as the efficient set action choices (portfolios) that minimize variance 

for given levels of expected wealth or maximize expected wealth for given levels of 

variance. This criterion has been shown to be efficient when either probability 

distributions are normal or when investors' utility functions are quadratic. As Robison and 

Brake point out in their review of portfolio theory, it appears to be most widely used as a 

financial decision model but has also been used in other disc iplines in non- financial 

settings. 

A great deal of debate has focused on how useful EV analysis is when distributions 

are not normal, with the results indicating, as one might expect, that, as higher moments 

of probability distributions become less important, EV efficient sets approximate those 

derived under less stringent assumptions (Tsiang, 1972; Feldstein, 1976; and Berch, 1969). 
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Of course, other efficiency crite ria have been developed: first-degree stochastic 

dominance (FSD), which assumes positive marginal utility; and second-degree stochastic 

dominance (SSD), which assumes diminishing marginal utility (Hadar and Russell, 1969). 

These criteria have been theoretically appealing, ye t mostly impractical, because they 

fail to reduce efficient se ts to manageable numbers. In Monte Carlo experiments, where 

efficiency criteria should be helpful, Anderson (1975) obtained an efficient set of 20 from 

a :vtonte Carlo exper iment of 50 trials. Unfortunately, most '.'r1onte Carlo exper iments 

require a much larger num ber of trials, say 1,000. Then, if the efficient set increased in 

the same ::>roportion as it did for Anderson, the number o f solutions would still be 

unmanageable. 

Identifying effic ient sets rather than single-action choices may be justified for still 

a different reason. Because of the imprecise measure of an individual's utility function U, 

the difference between the expected utilities of two probability dis tributions f and g may 

not be statistically significant. Thus, while the expec ted utility of f may be greater then 

the expected utility of g, (EU f > EUo-), the diffe rence may be so small that one should not 
0 

reject the hypothes is they are equal (EUf = EUa). In such cases, the evidence does not 
0 

permit the analyst to recommend a single-action choice, but rather he should recommend 

an efficient set of choices. 

So, the concept of an efficient se t is appealing; but finding methods for identifying 

reasonably small efficient se ts has been somewhat of a problem un til the c-ecent work by 

:'1Ieyer (1977). He showed how to restrict efficient sets by se tt ing bounds on risk aversion 

measures developed earlier by Pratt (1964) and Arrow (196-!). 

:vteyer did not, however, establish empirical procedures fo r implementing his 

efficient cri terion. Empirical results a re currently being tested at ~Iichigan State 

University with promising preliminary results. 

Positivistic Risk ~Iodels 

Recognizing the importance of risk in the selection of op timal action choices, 

several economists have attempted to account for risk in positivistic models. Behrman 

(1968), Just (197-!), Traill (1978), Ryan (197 7), and Lin (1977) have all introduced risk 

variables into posi tivistic models to more accurately measure supply responses under 

uncertainty. 

One recent study (Robison and Carman, 1979) has attempted to provide the 

theoretical base for positivistic risk models. The stuc!y cerived cemand and supply curves 

for a market in which a risky asset was traded. It also showed that by using a rathe r 

general approxiination model, aggregate results could be obtained which did not require 
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the assumption that all decision makers possess the same utility function. Moreover, they 

also showed how their results could allow for different expectations regarding the 

variance of the random variable. 

Normative Risk Models 

The study of normative risk models has presented a tremendous challenge simply 

because of the large number of possible models to consider. To illustrate, consider the 

simple production process described earlier, where production was described by the 

functfon f determined by inputs xl' •.. ,xn at a cost of pl' ... ,pn and output price Py· Profit 

ir then could be written as: 

(2.7) 
n 

'IT = pyf(x1, ••• ,xn) - E p.x. 
. l 1 l 
l= 

Consider, now, all the possible risk models that could result from such a simple model. 

These might include uncertain output prices, uncertain response relationships between 

inputs and outputs, uncertain input prices, or uncertain inputs. In all, 15 different models 

could be developed even for such a simple production process as described by equa

tion (2. 7). 

Then, even more variants could be developed by allowing for different firm types, 

choice variables (inputs, outputs, prices), timing of decisions, types of errors (addition or 

multiplication), or allowing the firm to purchase information. Consider only one of the 

variants above and its impact on our economic models. Let e be a random variable which 

enters multiplicatively into the expected utility maximizing problem of equation (2. 5): 

(2.8) f U(p f(x
1
, ... ,x ) e - Ep.x.] d e. 

0 
y n t t 

The first-order condition for the j-th input is: 

(2.9) p f. J u. e = p. r u. 
YJ e J Je J 

If, on the other hand, risk is additive, i.e., 

(2.10) f U[p f(x
1
, .•. ,x )] - [p.x. + e ] d e, 

9 
y n i t 

then the first-order condition for the j-th input is: 

(2 .11) o f. = P· - y J l' 

or the same results that would be ob tained by ignoring uncertainty. 

Nevertheless, there are some results that hold in specific models. Sandmo (1971) 

showed that decision makers operating in a competitive market with diminishing marginal 
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utility and who choose quantity before prices are known will operate at s;naller output 

levels than they would under certainty. He also showed the surprising result that fixed 

costs do influence optimal output levels under uncertainty. This, of course, conrlicts with 

certainty model results in which fixed costs do not influence output levels in the short run 

as long as variable costs are covered. 

Several studies have examined the impact of risk on production when inputs are 

lumpy and divisible. Hartman (1976), in a different model, and Turnovsky (1973) examined 

the optimal conditions for a firm that chooses the durable asset before the outpu t price is 

known and chooses variable inputs after the output price is known. Unfortunately, 

Hartman's results produced little that could be generalized, except for the special case of 

a constant elasticity of substitution (CES) production function. Nevertheless, for the CES 

function, he showed that the risk neutral firm will increase inputs of the variable factor 

and outpu t as variability of output price increases, while the optimal size oi the lumpy 

asse t will depend on the magnitude of the elasticity of substitution bet ween the variable 

and lumpy inputs . 

Input price risk results have been summarized by Gilbert and Stiglitz (1978) . They 

show that, fo r the homogeneous r isk averse firm and allowing for input price risk with 

input prices not perfectly correlated, output will be reduced. However, if the firm is risk 

neutral, the opposite occurs: output is increased. Finally, letting the rental of the 

dura ble asset be random reduces its optimal size for risk averse firms but has no effect 
for risk neutral firms. 

Other studies have examined the optimal c!loice of the durable asset or capacity for 

a monopolist, who can only adjust the variable input after output price is known. 

Unfortunately, results are somewhat conflicting depending on the assumptions employed 

(Rothschild and Stiglitz, 1971; and also Holthausen, 1976). 

Summary 

The energy industry is highly capital-intensive. Decisions regarding investment 

and/or disinvestment in capital assets are fraugh t with unce rtainty . These t wo aspects of 

the energy sector have important implics.tions for the ability of energy-9roducing firms to 

respond to changes in their economic and/ or legal environment. In this paper, we have 

discussed the characteristics of the industry which complicate the investment/disinvest

ment decision process. The :\IRRD method for evaluating investment decisions ;vas 

reviewed. It was pointed out that the .'.!RRD method is ~ot very explicit about some of 

the calculations of costs which must be determined. A more complete treatment of 

production and investment developed 'Jy Baquet was reviewed. It appears that progress 
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could be made by combining the salient features of the MRRD method with the theory 

developed by Baquet. 

The uncertainty faced by energy suppliers was distinguished as being either 

endogenous or exogenous. The various sources of uncertainty were identified. The effect 

of uncertainty on the ability of energy firms to respond to changes is not clear. Several 

models which are relevant to the energy industry were reviewed. A comprehensive model 

which addresses all the types of uncertainty faced by energy suppliers has not been 

developed. More work is needed in this area. 



CHAPTER ill 

THE DEPART:VIENT OF EN ERG Y'S 
:vIID-RANGE ENERGY FOREC:\STING SYSTE:vl 

Glenn L. Johnson 

The Department of Energy's (DOE) :\lid- Range Energy Forecasting System (:vIREFS) 

is more than a model. It is a system of models dealing with the entire energy sec tor of 

the United States. It deals with the importation of e ne rgy in addition to the discovery and 

exploitation of energy sources . It has components dealing with coal, ;::>e troleum, gas, 

elec tric utilities: and synthetic fuels . About the only major source of energy not covered 

is the photosynthetic generation of energy of carbohydrates in agriculture . .YIREFS can be 

interfaced with the DRI mac ro model, albeit poorly. :V!REFS also models transportation: 

refining, electricity generation, and the other processes between the acquisi t ion of basic 

e nergy f eedst ocks a nd their eventual consumption by final consumers. There is also a 

major demand component in the :\IREFS which deals with the demand for energy products 

in differen t regions of the U.S. This complex of supply and demand models is .integrated 

with a so-called "integrating model.'1 In this paper, our focus is on the utilities component 

which handles electricity generation. Our foc us, however) is on more than just the supply 

of electricity, because long-term supply responses obviously depend on what happens to 

demand. This report attempts to evaluate the adequacy of that part of MREFS which 

deals with electricity supply, demand, and utilization. 

The utilities component of :VI REFS is an aggregative system. Individual utili t ies ar e 

not modeled; instead, the subsector is modeled. In :VIREFS, a subsector model, such as the 

electric utilities subsector , models the buiiding of additional pla.nts of various types in 

order to supply demand, but the ind ividua l utility which builds the plants is not modeled. 

l\IREFS simply does not contain such detail for individual utilities. In the model, plants 

a re retired in an exogenous way, but there are no endogenous dis investments except those 

associated with convers ions and re trofits . 

It should be noted that :VIREFS is large and complex. Its components were put 

together by a wide variety of people not all of whom are still with DOE . _.\s some parts 

were no t documented by their builders, docu mentation is not unifor m. I have relied on 

Depar tment of Energy (1977), Stobaugh and Yergin (1979, p9. 25 4-2 61) and Vanst on and 

Baughman (1979) . I believe these documents tell me enough about :':IREFS for i?Ur?oses of 

the EPRI/:VISU project. 

:VIREFS is of methodological interest for the EPRI/MSU project in that it p<oduces 

supply projections. The EPRI/\1SU project is concerned with improving supply projections 

31 
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through better modeling of investment/disinvestment processes and the handling of 

imperfect knowledge. Thus, this chapter focuses on adequacies and inadequacies in 

modeling of investment/disinvestment and risk and uncertainty. 

Many of the inadequacies of MREFS as an aggregate projection system originate in 

(1) an oversimplified view of how individual utilities respond to price and institutional and 

technical change; (2) the effect (through time) of the interactions between supply and 

demand; and (3) a view of how the demand of individual consumers for electricity responds 

to price and institutional and technical change which is even more oversimplified than the 

view of the supply responses of individual utilities, this being important on the supply side 

because of the interactions between supply and demand in the market place. 

The Utilities Component of MREFS 

In MREFS, a subsector such as the electric power generating utilities is modeled as 

if it were under the control of a single maximizing decision body. This is not uncommon 

in linear programming models, such as the utilities component, which are designed to 

produce macro rather than micro projections. However, the frequency with which this is 

done does not make it any more accurate. In the particular case of the electric utilities 

which are regulated by a wide variety of governmental units and, hence, are by nature 

locally monopolistic, it is unrealistic to assume that they act as if they were under the 

control of a single rational decision-making unit. 

The linear programming model forecasts the output of three kinds of electricity 

(base, intermediate, and peak) by regions. Changes in output result, in the model, from 

changes in environmental regulations and from regulations affecting the use of specific 

kinds of fuel as well as changes in both input and output prices. The model operates from 

a base period to a projected point in time. 

The linear program for the utilities model is a single period LP which models price 

responses of the electric utility industry in each of ten subregions of the U.S. The 

responses to prices are in the form of (1) changed rates at which to operate existing 

plants, (2) the building of new plants, (3) the retrofi tting of existing plants in response to 

environmental regulations, (4) the conversion of existing plants from one kind of fuel to 

another, and (5) the retirement of plants. 

Other parts of MREFS model the effect of prices and various regulations on the 

supply of fuel to the electric utilities as they affect exploration and development of 

petroleum, gas, coal, and other energy resources. 

In MREFS, the response of the electric utilities in each of ten energy regions to a 

set of prices is computed independently in "pre-processor" components of the system. 
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Once the pre- processor determines the regional quantities of electricity associated with 

different prices, it uses such price/quantity data to construct regional and industry supply 

curves for electricity. These supply curves are log linear and are fit ted to the out put of 

the linear programs solved in the pre-processor. Initia lly, these log linea r supply curves 

are reversible, con tinuous and, of course, of consta nt elast icity . 

There is no corresponding underlying detailed a nalysis on the demand side; instead, 

econometric demand functions are estimated from price/quantity time series data 

available for the U.S. a nd for the ten energy supply regions used by the Department of 

Energy in analyzing energy problems. These demand functions are also perfec tly 

reversible and continuous. 

Both the supply functions for energy generated in the pre- processors and the demand 

curves (derived from econometric estimating procedures) are fed into an "integrating 

component". The integrating component is also a linee.r programming model which 

produces a set of equilibr'.um prices and quantities by successive approximation. It 

accepts supply and demand functions fo r the different kinds of energy. It also accepts 

output from components dealing wi th refining, electricity generation, and transpor tation 

of fuels and different forms of energy among the ten energy-consuming regions of the 

U.S. The integrating model c onverts the continuous supply and demand functions into steo 

functions in order to facilitate its linear programming computations-- this destroys 

continuity but not reversibility and leaves overall elasticity basically unchanged. 

The integrating LP contains e number of upper and lower bounds on adjustments 

which can be made from base period conditions as well as a number of accounting or 

"materials balance11 constraints. It also contains a number of "avoid activities" which are 

used in iterating solutions to attain solutions which "'clear the :narket ." ' If the first set of 

pr ices results in more consum;;>tion than outpu t, the inequality is avoided with the use of 

these activities. For the utilities, responses a re determined on the basis of marginal 

costs . For consumers, prices are the a verage total costs of producing electricity because 

electricity prices are so regulated. After sufficient iterations are per fo rmed, the 

integrating component reduces the use of ''avoids" to acceptable limits and the t:irogram is 

regarded as balancing production with consumption at a set of equilibr ium prices. Thus, 

the output is a set of equilibrium pr ices for different kinds of energy associated with 

equilibrium quantities producec and consumed, by regions and for the U.S. 

It should be stressed that t~e solution of the integrating component is a single

period solution. Solutions a re computed fo r any year in which the Department of Energy 

is :nterested. The program goes :·:-om its initial ;:ioint in time 1:0 an equilibrium position at 

a point in time such as 1980 or 1985 , ~he ;ioint !n :ime being cefinea :iy assigning values to 

exogenous variables expected or assumed •o e:irevail then. 
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It would be possible to obtain projections from MREFS, by years, from any base 

point in time as far into the future as one dares project MREFS' exogenous va'riables. This 

could be done in two ways: (1) from the base period to each year, or (2) from the base 

year (t) to (t+l), then from (t+l) to (t+2) up to (t+n), the last year of interest. Overall, 

MREFS is such a large system involving inversion of so many large LP matrices that 

solving it year by year would be such an expensive, time-consuming process that it is not 

done often, if at all. Documentation pertaining to MREFS indicates that it has been used 

mainly to make projections from a base to a single future year. Overall descriptions of 

MREFS do not ref er to auxiliary equations for moving automatically from (t) to (t+l). 

MREFS does not seem to be a very useful model for tracing out the "time trajectories" of 

important energy variables because of the complicated matrices which are expensive to 
' invert in on-going solutions. For the same reason, neither is it well adapted to (1) Monte-

Carlo analysis of the consequences of incorporating probability distributions, or (2) sensi

tivity analyses. 

Investments, Disinvestments, and Imperfect Knowledge on the 
Suoplv Side of the Electric Utilities Model of MREFS 

Output responses are forecast under the implied assumption that there is perfect 

knowledge. To repeat an earlier observation, the forecasts are generally for a point (year) 

in time and represent change from a base period. 

Utili tv Investments 

In the electric utilities model, supply responses originate from changes in the rates 

at which existing plants operate, from investments in new plants and equipment, and from 

disinvesting in existing plants. This section concentrates on the modeling of investment 

responses in MREFS. 

The linear programs model investment responses mainly from a base period 

described in terms of existing plants to some fu ture projected point in time defined in 

terms ·of the projected values of exogenous variables at that point. Investments 

considered include the building of new plants, the retrofitting of existing plants, and the 

conversion of existing plants from one kind of fuel to another. When the price of 

electricity is high enough, the linear program builds new plants. Retrofitting investments, 

on the other hand, are likely to result mainly from scenarios which impose regulations 

requiring the retrofitting of plants to include additional pollution control devices, safety 

measures, etc. The conversion of existing plants fro m the use of one kind of fuel to 

another may occur as the result of either (1) scenarios which require that such changes 



35 

take place, or (2) changes in the relative prices of fuel which make it advantageous to 

convert the plants. 

The documentation examined does no t indicate that the activities involving addi

tional investments have been modeled so as to recognize the interdependence of ac tiv ities 

resulting from the conversion of stocks into Dows and the associated cos ts and prices . 

Recognition of such interdependence among the activities of an LP would probably require 

moving to another technique and a more general methodology. The EPRI/MSU project is 

considering such techniques a nd methodologies. 

Lack of Atten t ion to Time and Imperfect Knowledge 

The energy industry operates in a changing environment poorly understood and 

kno wn by the public and private decision makers who control supply and demand 

responses. Uncertainty has increased greatly in recent years as a result of resource 

exhaustion, OPEC actions, changing environmental health and energy regulations, price 

controls, political ins tabili ty, a nd threatened or actual military operations. The electric 

utili ties subsector is affected by these uncertainties as much as any other subsector of the 

energy sector. 

Such uncertainty causes mistakes in the investment decisions of the electric 

utilities. These mistakes a re made year by year, time period by time ~eriod . Once an 

investment mis take is made in the electric utilities industry, it influences future 

investments. Comple te disinvestment in a plant is seldom feasible- - instead, a utility has 

to endu re its consequences for a long time. These consequences influence subsequent 

investment dec isions. This is true even if demand is expanding so rapidly that 

overinvestment mistakes do not have to be liquidated. 

The above line or' reasoning raises questions about a MREFS projec tion ·Nhich goes 

directly from , say, 197 -! to 1985 wi thout a '(tention to the sequences of decisions and 

mistakes made year by year in the in tervening 10 years. Now that we have experienced 

half of the intervening time per iod, the dangers of solving a single-period LP in 1974 fo r 

1985 are all too obvious. The prospects fo r a single LP solution in 1980 for 1990 now look 

even dim mer. 

Utility Disinvestments 

The MREFS system devotes very little attention to the modeling of disinvestment by 

utilities. The supply functions generated in the pre- processor are reversi'.:>le but are not 

asked to model reversibUities. 
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Three kinds of disinvestments are considered. There is an exogenously determined 

rate at which existing plants are retired due to obsolescence and wear. This rate does not 

respond to either product or input price. Secondly, each conversion of an existing plant 

from one kind of fuel to another implies a disinvestment in the equipment and capital 

specialized in utilizing the kind of fuel abandoned. To the extent that the model forecasts 

plant conversions due to changes in the relative prices of fuel, these investments and 

disinvestments are reversible, though the model is not used to consider such cases. 

Conversions due to changes in regulations in scenarios are not reversible. Even when 

scenarios are changed, disinvestments are not considered between scenarios; instead, the 

model is run twice, with the runs for both scenarios originating at a common point in 

time. Thirdly, in connection with some retrofits, there may be disinvestments in 

equipment and capital, but, inasmuch as retrofits result largely from variations in 

regulations from scenario to scenario, these disinvestments are exogenously determined. 

It should be stressed again that the linear programs forecast changes from a base 

period to a selected point in time. No attention is given in the model to the dynamics and 

sequences of events from that base period to the final point. The transition from a base 

period to a projected period is modeled under the implicit assumption of perfect 

knowledge. 

Investments, Disinvestments, and Imperfect Knowledge 
on the Demand Side of the Electric Utilities Model of MREFS 

Though the EPRI/MSU interest is mainly in supply projections, interactions between 

supply and demand make it necessary to consider demand. The demand components of 

MREFS are traditional. Each demand function, as initially computed econometrically, is 

continuous, log linear, and has constant elasticity. The demand function for each energy 

product contains cross elasticities of that energy product with each other energy product 

considered in the model. The continuous log linear demand functions are converted to 

step functions for use in the integrating model along with the step supply functions. The 

integrating model is a linear programming model. Sets of equilibrium prices and 

quantities are arrived at by successive iterations. 

Consumer Investments 

No provision is made for capital investments on the part of consumers to shift 

demand curves for electricity or for any of the other energy products considered in 

MREFS. For example, if electric cars were to be substituted for gas-driven vehicles, 

there would be no endogeneous way of indicating when such investments would occur. 
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Clearly, the utilities component of MREFS would not be able to model the demand 

consequences of such shif ts. Similarly, current disinvestments of consumers in large cars 

are not reflected in the cross elasticities of demand between gasoline and electrici ty, nor 

would the substantial current investment of householders in natural gas conversion burners 

and new furnaces be reflected in the cross elasticities of demand for fuel oil and natural 

gas. The absence of components which model consumer investments and disinvestments in 

equipment using different forms of energy means that the influence of these investments 

on energy feedstocks for the electric utility industry is not taken into account in MREFS, 

which, in turn, raises questions about the reliability of supply projections for electricity. 

Consumer Disinvestments 

Similarly, there is no attention in '.VIREFS to endogenous determination of when 

consumer disinvestments are likely to occur. Disinvestments and early retirement of 

inefficient air conditioners, electric home heating equipment, and other electricity- using 

appliances are not modeled. The exception to this statement would be in the extent to 

which the traditional log linear demand functions for electricity reflect disinvestments 

with price increases and investments with price decreases. It is not thought that this 

exception is important enough to offset the deficiencies of the YIREFS demand model for 

projecting the consequences of major changes in electricity prices such as have been 

occurring and are likely to occur before 1985 and 1995. There will be major disinvestments 

in consumer goods and in the rates at which consumers extract services from their 

durables which will affect both own and cross elasticities of demand for electricity in 

ways not reflected in the data used to generate the elasticity estimd.tes. 

Lack of Attention to Time and Imoerfect Knowledge 

The de mand side of MREFS, like the supply side, implici~ly assumes imperfect 

knowlecge and does not take risk and uncertainty into account. In view of the increased 

uncertainty associated with foreign supplies of energy and the activities of regulatory 

agencies, this seems to be an important shortcoming of the demand side of :\!REFS and, 

more specifically, of the utility component of :iIREFS. When knowledge is imperfect, 

substantial investment and disinvestment mistakes a re made by energy consumers. These 

mistakes occur at different points in time. The fact that tlie :VIREFS model solves for 

changes occurring between points in time (without attention to intervening sequences of 

mistakes and consequent attempts of consumers to minimize thei r losses on such 

mistakes) :-aises grave questions as to the reliability of :iIREFS demand components. :::ven 

if ~!REFS, as now fo rmulated, were operated from time period to time period 
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(sequentially, by years), the time trajectories would not be expected to be accurate in this 

respect. 

Other Evaluations of the Electric 
Utilities Model of MREFS 

The other evaluations to be considered a re those by Vanston and Baughman (1979) 

and by Stobaugh and Yergin (1979). While done with somewhat different criteria in mind, 

these two evaluations are basically consistent with the above. 

The Vanston/Baughman (VB) Evaluation 

VB make the following three points about the electric utilities component of 

MREFS. 

1. " • •• the model will forecast behavior very poorly if unconstrained ... 
Future expansions and plant utilization possibilities are entered in a 
tightly constrained set of data." 

2. ''The model is used simply to translate one set of prices (fuel and capital) 
into another (electric ity)." 

3. ''The electric utilities representation in the LP is the simplest possible." 

VB's first point is consistent with the stress in this chapter on the oversimplification 

of the model with respect to investment and disinvestment by utilities and consumers. 

With respect to the second point, it is feared that the translation of prices may be of 

questionable accuracy not so much because of the oversimplifications in the electric 

utilities component as in other par ts of MREFS; the sequences of consumer and producer 

investments and disinvestments under uncertainty which affect own and cross elasticities 

are not modeled in a way which should be expected to feed the utilities component the 

proper fuel and capital prices to be translated into electricity prices. It should be noted 

that, while the models are simple conceptually and because they are simple abstractions 

of reality, they are computationally complex, i.e., they require complex, time-consuming 

matrix inversions and iterations which increase costs and constrain use of the model. 

The Stobaugh/ Yergin (SY) E valuation 

This evaluation of the ent ire PIES (later MREFS) contains little specific to the 

electric utilities component. However, the overview provided has value for iVISU/EPRI 

purposes as indicated in the following. 
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PIE- 7 4, later :v1REFS, as did all other energy models fo rmulated at that time, 
contained the problems associated with ... the assum ptions that range of 
prior experience is relevant and that the processes are reversible. These 
problems . .. led to the determination of several elasticities that were con
trary to what theory would presume. For example, the equations which were 
der ived by fitting curves to histor ical data, showed that in the household
commercial sector the demand for natural gas would fall as the price of oil 
inc reased. According to theory, however, the opposite should be true- - that is, 
the demand for natural gas should rise because higher oil prices should 
e ncourage consumers to switch to natural gas. :Vlany other such unexpected 
elasticities were also obtained from the model. Also, some elast icities 
declined wi th t im e, whereas one would expect responsiveness (and hence, 
elasticity) to increase over time. Furthermore, so me elast icities were 
considered too high. Consequently, many judgmental modifications and 
adjust ments were made. Such adjustments, observed the General Accounting 
Office, 'raise questions regarding the accuracy of all elasticities developed by 
the system.' 

This, of course, is similar to the concerns expressed above in connection with the VB 

evaluation. While the electr ic utilities model may be a good translator of fuel and capital 

costs into electricity prices, good translation does not offset the effects of inputting 

incorrect fuel and capital costs. 

Some Conclusions 

It is concluded that the electr ic utilities component of MREFS suffers from 

inadequate: 

1. conceptualization of investments and disinvestments; 

2. attention to changes in the rate at which services are extracted from 
fixed investments in respo1tSe to changes in prices associated with 
technical (including resourc . availability) and institutional and human 
change; and 

3. attention to sequences of events between base periods and projection 
points, particularly those re:>ulting from investment and disinvestment 
mistakes made by both the electric utilities and their consumers. 

It appears, therefore, that the objectives of the :VISU/ EPRI projec t are important in 

improving our ability to forecast electricity supplies. In this connection, it is gratifying 

to note that the Office of Applied Analysis, Energy Info rmation .-\dministration, of the 

DOE, announced on December 5, 1979, that they anticipate granting contracts on: 
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1. Refinery Investment Analvsis 

The purpose of this procurement is to provide a dynamic methodology 
which will look at the optimum time path of investment given assumed • 
product price levels that the refiner expects to see over time and will 
permit the analysis of economic, technological, environmental, or institu
tional factors which may affect the industry's ability or willingness to 
invest in new or modified capacity. 

2. Investment Decisions in the Face of Uncertainty 

.. 

The purpose of this procurement is to investigate the investment decisions 
of firms made in the face of uncertainty. This would provide a more 
realistic assessment of probable energy capital investments by firms, the 
integration of these effects into the various financial models, and an 
assessment of the possible impact of various types of federal subsidies on 
the investment decisions of fi rms engaged in new technologies. Such a 
study would look at the theoretical impacts of uncertainty on firm 
behavior, and at how effective various types of federal subsidies have 
been in inducing investments in areas with high real or perceived risks. 
The contract would evaluate how different sized firms deal with uncer
tainty and the possible methods or approaches which could be used to 
overcome this uncerta inty . 



CHAPTER IV 

INVESTMENT/ DISINVESTMENT AND USE OF DURABLES: 
AN ANALYTIC FRAMEWORK 

Lindon J. Robison 

Introduction 

Electric utilities have the responsibility of meeting a time- varying demand for their 

product, a demand that often depends on factors outside their control, such as weather. 

Their ability t o meet this time-varying demand is determined in advance by the 

cumulative results of past investment/disinvestment, use, and main tenance decisions. 

These decisions, in effect, determine the capital s tock of durables from which services to 

meet demand can be extracted. The level of capi tal stock of durables maintained by the 

utilities to meet demand depends on the probability with which they desire to meet 

customer de mands. A higher probability of meeting peak demand requires a larger capital 

s tock; a lower probability of meeting peak demand requires a smaller capi tal stock. 

In all of these decisions, utilities face the requirements of meeting operating costs 

and earning an acceptable return for investors. The returns actually earned depend on a t 

least two things: the quantity of their product sold and the ra te at which customers are . 
charged. The quantity demanded, of course, depends on the need for their product. The 

rate depends, at leas t in part, on regulatory com missions. 

In de termining an appropriate rate for utilities to charge their customers, the 

regulatory commissions establish a rate base. This rate base is the utilities' capital stock 

on which they are allowed to earn a return. The rate actually charged custof!lers by 

utilities is se t in suc h a way as to allow them to earn an acceptable return on their rate 

base and pay operating costs. 

In de t er mining which capital items are to be included in the rate base, the 

commission applies a least-cost-to-the-customer cr iterion--that is, the utilities should 

acquire capital items in such a ma nner that rates charged customers are minimized. 

Capital a cquisitions that, in the view of the commiss ion, depart from this criterion have a 

higher probability of not being allowed in the utilities' rate base. As a result, utilities 

have an incentive to produce in a least-cost manner . 

So how do utilities organize production to meet customer demands fo r an energy 

product in a least-cost manner? Obviously, capital investment/ disinvestment decisions 

have an impor tant impact on costs, but capital invest ment/ disinvestment decisions cannot 

be made independently of decisions regarding the use of capital items and decisions 

regarding the purchase and use of non-durable inputs (inputs used up in a single per iod) . 

-U 
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Both the availability and costs of non-durable inputs and the amount of services extracted 

from the capital stock affect both the optimal size and the optimal time to dis

invest/ invest in capital items. Building a conceptual framework that includes in it these 

interdependent relationships is the goal of this chapter. 

In what follows, an analytic framework is developed for solving capital invest

ment/ disinvestment and use problems. In the process, this chapter identifies costs 

associated with capital or durable ownership and use; specifies the optimal conditions for 

replacement; deduces a new theorem which permits the valuation of durables' services; 

and, finally, solves a simple example to illustrate the anB.lytic model. Before we proceed 

further, however, we define two classes of assets: durable assets and non-durable assets. 

Because several new concepts and definitions will be introduced, a glossary is included a t 

the end of this chapter to aid the reader. 

Durables versus Non-durables 

For an arbitrarily defined period, non-durable assets are used up, i.e., do not exist in 

the same form after a single period. Durable assets are not used up; they exist in nearly 

the same form for more than one time period. Durables may be either divisible or lumpy; 

or, they may be reversible (positive salvage value) or irreversible (zero or negative 

salvage value) investments. Their distinguishing characteristic is not divisibility or 

reversibility; their distinguishing feature is their existence beyond an arbitrarily defined 

time period. . 

If non-durable assets do not have a life beyond a single time period, then their costs 

are the costs associated with their acquisition and use. (It might also be added that if the 

non-durable is used up in a single period--one need not ask when to disinvest.) If durable 

assets, on the other hand, have a life beyond a single period, t hen there are costs 

associated with their acquisition and use plus those costs associated with holding an asset 

inventory over time. A third cost category results from the impacts of use on future 

inventory costs. 

Accounting for these three categories of costs is an important part of the 

construction of an analytic model that prescribes investment/ disinvestment and use of 

durable assets. So we begin on the cost side of the model and examine in some detail each 

of the three major cost categories: (1) those current period costs incurred because of 

changes in the capacity of the asset to deliver services, either as a result of use or the 

passage of time--capacity costs; (2) those costs that occur as a result of holding an 

inventory of extractable services over time--inventory costs; and (3) those fu ture-period 

costs (benefits) resulting from current-period use decisions--indirect capacity costs. 
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Clearly, the distinction between durables and non-durables depends solely on 

whether or not the asset exists over an arbitrarily defined time period. The shorter the 

time period, the larger the class of durables relative to non-durables. If the period is a 

month, gasoline purchased for a passenger car on the first day of the month is a non

durable asset. If, however, the period is a day, the gasoline is a (divisible-reversible) 

durable. Finally, by making the arbitrarily defined time period shorter and shorter, all 

assets become durable. The benefit of our distinction between durables and non-durables 

is to allow the decision maker himself to determine which assets are durable based on his 

relevant planning period. 

Having distinguished between durables and non-durables, and between capacity, 

inventory, and indirect capacity costs, we are now prepared to launch an investigation 

into each cost category associated with investing/ disinvesting and using durables. We 

begin by identifying capacity costs associated with durables. 

Capacity Costs Associated With Durable Assets 

To analyze systematically the capacity costs associated with durable assets, we 

divide capacity costs into three categories: (1) those that occur as a result of use, called 

direct user costs; (2) those that occur as a result of time, called capacity time costs; and 

(3) those that occur as a result of maintenance, called maintenance costs. 

Di rect User Cost and Caoacity Time Cost 

Direct user cost is the replacement cost of an asset used up. In the case of non

durable assets used up in a single time period, the direct user cost equals its acquisition 

price. This price, a cost to the firm, is a use charge for converting the asset from an 

input to an output through a production process. Since its form is changed and is not 

reversible, its salvage price is zero. There is a similar cost associated with using a 

durable asset in a production process. This cost, like the acquisition price of non-durable 

assets used up, reflects the replacement cost of that portion of the durable's capacity 

"used up" in the current period. In some cases, there is also a loss in the capacity of a 

durable to delivery services as a result of the passage of time alone; that is, time alone 

determines the rate at which the durable's capacity is used up. Examples of such time

related depreciations are: roofs or painted exteriors on buildings; miles that a tire can be 

dr iven; the finish on a car; etc. 

:vleasuring the value of the durable's capacity used up is more complicated than 

measuring the value of non-durable assets used up because i? ric es change over tim e. In 

addition, the quality of the durable may be altered as a result of time, maintenance, and 
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use. How to measure and value these changes in the durable's capacity is the problem now 

faced--a problem further complicated by the fact that physical appearances may not 

always depict changes that have occurred in the durable's capacity. 
/ 

Consider some examples of capacity changes. The change in the number of gallons 

of gasoline in a gas tank is an accurate measure of the amount of that durable used up. 

Also, the miles of service extracted from a car may be a good indication of the service it 

has provided--but not always. A car driven at 50 miles per hour for 100 miles has not had 

its capacity to deliver transportation services affected in the same way as a car driven at 

100 miles per hour for one hour. Complications like these, as well as the effect of time on 

a durable's capacity to deliver services require careful attention to the measurement 

problem. 

In measuring costs associated with using up a durable, or the cost of extracting 

services from a durable, the most relevant question becomes: what is used up? A related 

question is: what is purchased that can be used up? Consider, for example, the purchase 

of a consumer durable, a passenger car. The car is purchased primarily because it 

provides transportation services--it moves people and things from one place to another. 

Its ability to deliver these services can be measured in a t least two ways. The first may 

be the- total miles of transportation services expected to be delivered. This capacity may 

be measured by the car's expected odometer reading when parked in its final resting place • 
in an auto salvage yard. The second capacity measure may be the car's ability to deliver 

transportation services during a fLxed and shorter time interval, say one hour. The miles 

of transportation services a car delivers in an hour may vary between 0 and 90 miles. The 

second capacity measure, then, is not unique but may be a range of possible service 

extraction rates. 

We refer to the first capacity measure as the durable's lifetime capacity . The 

second measure or range, we ref er to as the durable's operating capacities. These two 

measures, lifetime and opera ting capacities, are, of course, related. The lifetime 

capaci ty of a durable may depend on the operating capacities used to extract durable 

services. A car driven at an operating capacity of 55 miles per hour may have a lifetime 

capacity of 100,000 miles of service before parked in an auto salvage yard. Meanwhile, 

the same car dr iven a t an operating capacity of 90 miles per hour may produce only 

50,000 miles of service, not to mention the reduced lifetime capacity of the car's 

operator. The operating capacity which maximizes the lifetime capacity of the durable is 

defined as the durable's rated capacity. 

Having sta t ed how the operating capacity used to extract services affects lifetime 

capacity, i t should also be pointed out that the operating capacity used may also influence 
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operating capacities available in the future. A car dr iven 90 miles per hour for 50,000 

miles does not have the same operating capacities to deliver future services as a similar 

car driven at 50 miles per hour for 50,000 miles. It may require more frequent trips to 

the garage or, even worse, its services may be in t errupted unexpectedly. As a result, 

most used car buyers have some concern for both the units of service extracted (as 

measured by the odometer reading) as well as the operating capacities at which these 

services were extracted. 

More factors than the operating capacities used to extract services affect a 

durable's remaining lifetime capacity. External factors may include: (1) conditions under 

which services are extracted, e.g., Arizona versus Michigan weather; (2) maintenance, 

both scheduled and unscheduled; (3) quality of inputs used in combination with the durable; 

and (4) time interval over which the services are extracted, to name a few . For the 

moment, we focus on the relationship bet ween the operating capacity used to extract 

services and time in determining the durable's lifetime capacity. 

We have illustrated how operating capacities or use influence lifetime capacities. 

Consider an illustration of how time may also influence lifetime capacity. A set of tires 

is sold with a guaranteed lifetime capacity of 40,000 miles or 5 years, whichever comes 

first . Suppose these tires are placed on a car in which services extracted per year are 

minimal. As a result, long before 40,000 miles of tire services have been extracted, 
• 

chemical reactions between the tire and the atmosphere reduce the tire's lifetime 

capaci ty to something less than 40,000 miles. Recognizing this fact, tire manufacturers 

limit the length of time their lifetime capacity guarantee applies. 

Since time is independent while the operating capacity used is under the control of 

the decision maker, we could express lifetime capacity as a function of the operating 

capacity used and time. This relationship will provide us the measure of what is used up 

when services are extracted from a durable. Determining what is used up is what we 

require to eventually obtain our "capacity cost" measures. Having de termined such a 

relationship, we might also ask: what choice of opera ting capacity would maximize the 

lifetime capacity of the durable? Having determined such an operating capacity, we 

define it as the durable's rated caoacity to distinguish it from other operating capacities. 

The relationship between operating capacity, lifetime capacity, and rated capacity 

can be illustrated graphically. Let the vertical axis in Figure 4.1 represent losses in 

lifetime capacity and let the horizontal axis be the operating capacities that can be used 

to extract services. If there is no loss in lifetime capaci ty as a result of time, and if the 

marginal loss in lifetime capacity associated with use is constant, then services extracted 

equal lifetime capacity lost regardless of the choice of operating capac ity, a rela tionship 
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depicted by the 45-degree line OA in Figure 4.1. Because services extracted equal losses 

in lifetime capacity of services at the rated capacity, the slope of any functional 

relationship between the two capacity measures cannot be less than one. . 

To suggest that losses in lifetime capacity equal services extracted at more than 

one operating capacity implies there is no unique operating capacity that maximizes 

lifetime capacity; that is, services may be extracted from the durable at different 

operating rates and still obtain the same lifetime capacity. We define durables with 

various rated capacities as "flexible," while those with a unique rated capacity are defined 

as "inflexible" durables. 

To exemplify inflexible durables, consider one with increasing marginal losses in 

lifetime capacity, represented by curve CBD in Figure 4.1 and loss levels resulting strictly 

from time of OC. Whenever marginal losses in lifetime capacity associated with use are 

increasing and there are positive time costs, then there will always be some unique 

operating capacity, a rated capacity that maximizes lifetime capacity--and the durable 

will be inflexible. 

The rated capacity can be found gTaphically for the inflexible durable CBD in 

Figure 4.1 at its point of tangency with the 45-degree line emanating from the origin. For 

the inflexible durable described in Figure 4.1, this tangency occurs at operating capacity 

OE. The slope of this linear tangent line is the minimum average loss in lifetime 

capacity, equal to total losses in lifetime capacity divided by the operating capacity. 

Obviously, the slope of curve CBD at its rated capacity must equal one. 

The rated capacity, OE, represents, then, the operating capacity that minimizes 

average losses in lifetime capacity. To demonstrate this result, we gTaph average losses 

in lifetime capacity at various operating capacities. Consider first the flexible durable. 

For the flexible durable, there is no one service extraction rate that minimizes average 

losses of lifetime capacity. As a result, average losses are the same, regardless of the 

operating capacity used to extract services. This result is obtained graphically by dividing 

total losses (line OA in Figure 4.1) by services extracted or the operating capacity used. 

The result of this division is the constant average loss line AA' in Figure 4.2. 

For the inflexible durable (with total losses described by curve CBD in Figure 4.1), 

the average loss curve decreases as operating capacity used to extract services increases 

at least up to the rated capacity OE; then the average loss curve increases. At first, the 

average loss curve decreases with increases in operating capaci ty used to extract services 

because the average loss in capacity due to time decreases as t ime costs are averaged 

over more and more units of service. However, as operating capacities used to extract 

services increase beyond the rated capacity OE, increasi ng marginal losses associated 



Average 
Value of 

Losses In 
Lifetime 

Capacity 

A1 

c 

0 

48 

G 

• 

·F 

E Operati ng Capacities 

Figure 4.2 

Relationship Between the Rate Services Are Extracted 
From the Durable and Average Losses in Lifetime Capacity 



49 

with use more than offset the decrease in average losses due to, time. The graphical 

result is a U-shaped average loss curve CBD in Figure 4.2, which corresponds to the total 

loss curve CBD in Figure 4.1. 

The relationship between average losses in lifetime capacity and services extracted 

is an important matter for utilities. A flat average loss curve indicates that no particular 

cost advantage is associated with a specific output. Thus, a flexible durable is more 

desirable if output is variable, as it is for utilities trying to meet time varying demands. 

Inflexible durables, on the other hand, do incur greater costs by producing at rates other 

than their rated capacity. On the other hand, inflexible durables may have a smaller 

average loss at their rated capacity than attainable from flexible durables. (See also 

Gilbert, Newberry, and Stiglitz, 1978.) 

Now, having identified the durable's rated capacity, we are in a position to identify 

lifetime capacity of the durable. Assume the durable described by curve CBD can be 

operated for t* years at service extraction rate OE and that time capacity losses per year 

equal OC. Then the durable's lifetime capacity becomes the sum of the losses in capacity 

due to time (t* X OC) plus losses due to use (t* X OE). The lifetime capacity F* of the 

durable in Figure 4.1 could then be represented as: 

(4.1) F* = t* (OE+ OC) 

As pointed out al.ready, inflexible durables have only one rated capacity. To be 

completely flexible, a durable must have no loss in lifetime capacity due to time and have 

a constant marginal loss in lifetime capacity associated with use. Then, extracting 

services at higher operating rates does not result in a greater average loss in lifetime 

capacity. If the durable has either positive losses in lifetime capacity due to time, or if 

the marginal loss in lifetime capacity varies with operating capacities, then the durable 

has a unique rated capacity. Of course, it is possible to conceive of a pathological case 

where the marginal losses of lifetime capacity increase or decrease' according to 

operating capacities, in which case more than one rated capacity exists. This would be an 

unusual case, however, and one we will not consider. 

From equation (4.1), assuming we know service extraction rates and lifetime 

capacity, it becomes a simple matter to solve for the durable's calendar life. The 

calendar life is the ratio of lifetime capacity to the durable's rated capacity plus average 

time loss per period. For the flexible durable with lifetime capacity F and operating 

capacity OE, it is: 

(4.2a) t = F / OE 

For the inflexible durable, also with lifetime capacity F *, it is: 

(4.2b) t* = F*/ (OE + OC) 
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The relationship between lifetime capacity, operating capacities, rated capacities 

and lifetime capacity losses due to time are often predetermined engineering results. As 

such, this leaves little for the economist to prescribe, except perhaps as to the optimal 

time to disinvest. On the other hand, if consulted in advance, the economist could provide 

useful suggestions as to the optimal relationship between services extracted and losses in 

lifetime capacity given engineering design constraints. Of course, good engineering 

results and good economics would result in equivalent design. 

Converting Physical Loss Measures to Money Losses 

The loss measures described thus far have been physical, dependent upon the durable 

and the type of service it can deliver. The next step is to value in dollars the cost of 

using up the durable or altering its service capacity through time. 

The acquisition price, if the durable is being purchased, or the salvage price, if the 

durable is already owned by the firm (hereafter ref erred to as the durable's price), 

reflects the present value of services expected from the durable. Since many units of 

potential services are acquired, and each unit of service may not be valued equally, t he 

price reflects a composite price for all services. It may also reflect the desire to acquire 

a certain operating capacity, as well as a lifetime capacity measure. The durable's price 

can also be viewed as an average price per unit of lifetime service, P, multiplied by the • 

units of lifetime services available, F*. If the relationship between the Fth unit of 

service extracted and the acquisiton price of that unit of service is given by P(F), then the 

average price for all units of service is given by: 
p• 

(4.3 ) P = (l/ F*) ! P(F)dF 
0 

while the acquisition price of the durable is PF*. Equation (4.3) says that the average 

price P of all units of service is the sum of what is paid for each unit dF divided by the 

total number of units F *. 
Equation (4.3) represents an equilibrium price. It is a price that suppliers of the 

durable expect will at least cover costs of production and that purchasers of the durable 

expect will be equal to or exceeded by the value of services extracted from the durable. 

Consider how a purchaser of the durable might decide on whether the value of the durable 

exceeds its acquisition price. 

To find the maximum price a buyer would offer for a durable, we adopt some 

simplifying assumptions. For example, assume that each unit of service extracted fro m 

the durable is valued equally at rate R. In addition, assume that the durable is the 

inflexible one depicted by curve CBD in Figure 4.2; moreover, assume that in each period 
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services are extracted at the durable's rated capacity OE. Extracting services at this rate 

implies a calendar life of t*. Finally, because of opportunity losses due to the passage of 

time, let future benefits be discounted by rate r. Then, summing the discounted present 

value of returns from the durable at time period t
0

, we obtain equation (4.4), the 

maximum price P(t) a firm would be willing to pay to acquire the durable: 
t*-t 

(4.4) P(t ) = f o R(OE)e -rtdt 
0 0 

As services from the durable are used up and the lifetime capacity is reduced, the 

value of the durable is similarly reduced. We graph the maximum bid price, P(t), against 

time as the durable's lifetime capacity is used up. This relationship is given in Figure 4.3. 

The rate of change in the durable's price over time is found by taking the derivative of 

P(t
0

) as the remaining calendar life (t*-t
0

) is reduced. 

(4.5) d P(t )/dt = -R(OE)e -r{t*-to) <' 0 
0 0 

That is, the durable's price is reduced in each period by the returns in the last period 

discounted to the present. Further, as Figure 4.3 illustrates, the price relationship is 

convex. The convex relationship holds because, as the calendar life is shortened, the last 

period of services available is closer to current time t
0

• 

Having determined P(t ), a maximum bid price, the firm compares it to the 
0 

acquisition price PF* and acquires it iI P(t
0

) is greater. Then, as services are extracted 

from the durable, the value in use price P(t
0

) is continually compared to the market price, 

and the durable is retained by the firm as long as value in use exceeds the market or 

salvage price. Meanwhile, the change in the durable's salvage price associated with using 

up the durable reflects the cost, a direct user cost and time capacity cost, incurred by the 

firm in order to extract services from the durable. 

Again, if the market valued each potential unit of service of the durable equally, the 

average dollar cost of using services from the durable could be obtained by multiplying 

the average loss in capacity curves in Figure 4.2 by P. 
The cost of using the durable, then, is the units of capacity used up, valued by the 

market or salvage price. Pricing the durable's capacity used up allows us now to relate 

operating and lifetime capacity in terms of costs rather t han physical units of capacity 

lost because of time and use. Formulating this relationship is the precursor to developing 

our economic model. 

:vlaintenance Costs 

Our third capacity cost is maintenance cost. It represents still another way the 

capacity of the durable may be altered, as a result of either planned or unplanned 
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maintenance. Scheduled maintenance is a cost that is designed to alter the losses in 

lifetime capacity associated with time and use. Also, because the services derived from 

maintenance may extend beyond a single time period, maintenance itself may be 

considered a durable investment. Therefore, the decision to maintain a durable also 

becomes an application of investment/disinvestment theory. 

Again, returning to our car example, oil changes and lubrications are maintenance 

expenditures designed to reduce the losses in lifetime capacity of the car as services, in 

the form of passenger miles driven, are extracted. Obviously, maintenance will be 

performed as long as the value of the lifetime capacity savings exceeds the cost. In fact, 

the decision to park the auto in the salvage yard is most often the result of a conscious 

decision that the cost of maintenance exceeds the value of capacity changes resulting 

from the maintenance. Alternatively, the returns expected from maintenance may be less 

than the cost because of the shortened remaining lifetime capacity of the durable. 

One might also view the value of maintenance investments to be inversely related to 

lifetime capacity. To perform regular maintenance on a new car with 100,000 miles of 

expected lifetime capacity is usually considered a good investment because of the large 

potential loss from failure to maintain it. On the other hand, there is only a small 

potential loss from failure to perform the same maintenance procedure on an old car with 

little expected lifetime capacity left. 

Obviously, the subject of maintenance is a body of theory all its own which we do 

not treat in detail here. 

Inventory Costs 

We earlier identified the distinguishing characteristic of a durable as its existence 

beyond a single period. Because it has a life beyond a single period, it generates benefits 

and costs in common with all inventories of assets. We identify two inventory costs 

common to all inventories of assets as: time depreciation costs and control costs. 

Time Depreciation Costs 

Time depreciation cost is the difference between acquisition and salvage price in 

the period the durable is acquired and the change in the asset's salvage price in later 

periods as a result of factors other than changes in capacity. We have already discussed 

the possible costs associated with altering the physical capacities of the durable as a 

result of time, use, and maintenance. Now consider other factors which may alter an 

asset's salvage price. As a result of changing tastes and preferences, t he demand for the 

output produced from the durable's services may change. New alternatives to the 
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durable's services may be developed. The price and/ or quality of companion inputs used 

with the durable may change. Inflation may change prices in general and the durable's in 

particular. Finally, the durable's value may change over time because the market in 

which the durable is traded is not perfect. If the market for the durable is perfect, the 

firm can buy and sell the durable at the same price. Most durable markets, though, are 

not perf ect--try selling a new car for the same price as you paid the dealer--the car's 

price depends on whether you're buying or selling. All of these factors affect both the 

acquisition and salvage value of the durable, as well as the value in use of the durable. 

But how do these external pricing considerations affect the firm's costs? The 

principle is: value the remaining lifetime capacity of the durable according to its 

opportunity cost. If the durable is owned by the firm, then it has two alternatives: to 

keep it in inventory or to sell it. If the fi rm keeps the durable, then one opportunity cost 

is the change in the salvage price of the durable between periods. This cost is ref erred to 

in this chapter as "time depreciation cost." 

This method of costing the holding of inventories of assets raises a question of 

practical importance to utilities. For instance, should utilities charge for capacity held in 

inventory (and lost through use) according to the asset's book value or salvage price? 

While we recognize legal limitations in charging depreciation, for internal policies which 

determine the durable's use, cost should be accounted for in terms of the market or 

salvage price. We illustrate the issue involved with an example. 

Suppose a restaurateur acquired a vintage wine 30 years ago for 50 cents. And 

suppose further that the restaurateur can sell the same wine today for $35 a bottle. A 

customer comes to the restaurant and orders the vintage wine with his meal. ~hould the 

restaurateur charge the customer 50 cents or $35 for the wine? Conside- another 

example. Suppose a local shopkeeper acquired a large number of expensive spring

powered watches just prior to the marketing of a new, more reliable quartz watch. After 

the new quartz watches are marketed, the de mand for the spring-powered watches drops 

off dramatically, lowering their market prices. Should the shopkeeper persist in his 

efforts to sell the spring-powered watches at their acquisition prices or at their lower 

salvage value? 

The obvious answer is: that the restaurateur should charge $35 for his '.Nine since 

the difference between 50 cents and $35 is the reward for his willingness to bear the risk 

of price changes, storage costs, etc., associated with the wine. In essence, the difference 

is a negative time depreciation cost. In the same vein, the shopkeeper must also sell at 

the salvage or market price, and the difference, a time depreciation cost, is again the 

(negative) reward for bearing risk. The salvage value is, afterall, merely the current 

market price, what one will pay today for the same i tem. 
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Perhaps the issue for utilities is not so clear as the two examples cited might lead us 

to believe. Suppose the time depreciation cost is negative, the prices of owned durables 

increase. Should utilities be allowed to charge off a higher user cost to customers 

because the price of the equipment has increased--charge $35 for the wine? If so, then 

shouldn't their returns include the capital gains? These are not easily settled questions. 

One reason in favor of accounting for the loss of the durable's value in current 

dollars is to provide a fund for its replacement. If prices are rising and the user cost of 

the durable is based on book value rather than market value (in essence, ignoring time 

depreciation costs or benefits), then there will always be an inadequate accumulation of 

funds from direct user costs to finance the replacement. If inflationary pressures are 

responsible for increasing the durable's price, letting the price be the market price (which 

is constantly adjusted by the consideration of time depreciation costs) merely allows the 

owner of the durable to value the costs of using it up in constant real dollars. To charge 

customers for the use of the durable's services based on the depreciated book value of the 

durable when all prices have increased is, in effect, to subsidize their use of the durable's 

services. 

In response to the question, "Should the negative time depreciation cost (a capital 

gain) be counted as an increased return?" the answer is yes, because, at the same time 

inflation is creating capital gains, it is increasing control costs which offset the capital 

gains. 

The advantage of charging off user cost in terms of replacement cost is that it 

allows decision makers to maintain in proper perspective the relative value of inputs into 

the production process and to regulate their use accordingly. Here again, the issue of 

time is critical. If inputs are purchased and used up at the beginning of each period, the 

analysis will be always in terms of replacement cost--since replacement cost is merely 

the existing market price to the firm of its asset. 

Control Costs 

Holding inventories of assets entails costs other than simply the changing price of 

the durable. To hold an inventory of assets com mi ts resources to those assets. It means 

those funds used to control the resource are not available for investment elsewhere. If 

equity funds are involved, the cost is the foregone earnings on the next best investment 

opportunity. If borrowed funds are involved, the cost is the interest paid on the loan and 

the cost associated with a reduced credit reserve. Whether equity or debt capital is 

involved, the cost of controlling assets in inventory is referred to as "control costs." The 

control costs will always be a function of inflation, since it accounts for changes in the 
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buying power of resources committed to the control of the durable between periods. So, 

as prices rise and capital gains result, so will the control cost. 

To illustrate control costs more explicitly, consider an asset A held in inventory for 

one period. Moreover, assume that there is no change in the asset's value during the 

period. If investment opportunities earning a rate of return r were available, but if, 

instead of earning return rA, the asset is held in inventory, then the value of those returns 

foregone, discounted to the present, equals rA/(l+r)--the control cost of holding asset A in 

inventory for one time period. 

Indirect Caoacity Costs 

Indirect User Costs 

Still another category of cost is that cost which measures the impact of current 

decisions to extract services from the durable on future control and time depreciation 

costs. Since control and time depreciation costs depend on the inventory of lifetime 

capacity held, decisions to use up capacity in the current period simultaneously affect 

time depreciation and control costs in the future. This opportunity cost is referred to as 

nindirect user cost." 

Reelacement Opportunity Cost 

Current period use decisions do more than alter time depreciation and control costs 

in the future. They may alter the time when the durable is replaced or abandoned. To 

measure this cost consideration, we introduce our final cost--replacement opportunity 

cost. This cost equals the opportunities lost by failure to replace. Another example may 

help to illustrate this cost. Suppose a decision maker continues to drive an older car that 

gets poor gas mileage. Given that a new more fuel-efficient one is available, he entails 

an opportunity cost. The cost is equal to the fuel savings available from the new car. Of 

course, continuing to drive his older fuel-inefficient car, he incurs lower control cost 

which may affect the "replacement opportunity cost." But both are relevant in arriving at 

decisions of when to invest, disinvest, and use durable services. We will have more to say 

about replacement opportunity costs later on in this chapter. 

Fixed versus Variable Costs 

Often economists distinguish between costs that vary with use and costs that do not. 

The former are ref erred to as variable and the latter as fixed. In economic analysis in 

which a single period is considered, the time-related costs of control cost, capacity time 
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cost, replacement opportunity cost, and time depreciation cost are considered fixed. 

Direct user cost and indirect user cost are not, varying as they do with output and use of 

the durable. Of course, in a single-period analysis, only direct user cost would be 

considered variable. 

However, in single-period analysis in which the value of services from the durable 

exceeds its variable cost, the only relevant decision is the level of services to extract. 

The decision to disinvest/ invest can only be considered when time is introduced and the 

expected time indexed benefits and costs are accounted for. From that long-run 

perspective, it is important to realize the importance of the costs we have identified for 

use and investment/disinvestment decisions. 

The variable costs are critical for determining the level of services to extract from 

a durable, given that it exists in the firm. It should be clear that costs, opportunity costs, 

may be distinct from costs an accountant would compute. For example, indirect control 

costs or replacement opportunity costs would not appear in the profit and loss statement, 

which accounts for durable benefits and costs in a single time period. Nevertheless, their 

consideration is relevant for making use and investment/disinvestment decisions. 

The distinction between fixed costs and variable costs is of some importance for 

utilities. Nuclear generators have large fixed costs, while user costs and other costs that 

vary with output are smaller in comparison. As a result, services should be extracted at 

near maximum operating capacity, since variable costs of increasing the service extrac

tion rate are small relative to fixed costs. Base operating plants should be those with high 

fixed costs, such as nuclear plants, while those with high variable or use costs relative to 

time costs should be used under peak demand conditions. Gas and coal-fired power plants 

have variable costs which are more important relative to fixed costs. These are often 

older units, which are often largely depreciated so that further time depreciation and 

control costs are small. Replacement opportunity costs may be large, however, but these 

costs have more relevance to the replacement/ investment decision, as the next section 

demonstrates. 

Other Cost Considerations 

Variable Costs and Durable Efficiency 

So far in this chapter, we have had little to say about the relationship between 

durable and non-durable inputs, especially non-<lurable inputs which are divisible in use 

and acquisition. This relationship, we hypothesize, is critical in the investment/ disinvest

ment use and maintenance decisions of the firm. Consider the parallel relationship 

between losses in lifetime capacity associated with use and losses in quantities of 

non-durable inputs used up in the production process. In both cases, the rates at which 
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variable inputs are used and lifetime capacity is lost may vary with the rate at which 

services are extracted from the durable. We return to our passenger car to illustrate the 

point. At a service extraction rate of 55 miles per hour, our car may use up gasoline at 

the rate of slightly over 2.5 gallons per hour or slightly more than 22 miles per gallon. If 

the same car has services extracted at the rate of 75 miles per hour, the rate per mile of 

gasoline use might increase to 5 gallons per hour or 15 miles per gallon. 

The relation.ship between rates of variable input use and service extraction rates can 

be illustrated graphi.cally. In Figures 4.4a and 4.4b, the vertical axes measure the rates at 

which non-durable inputs are used during the time interval specified by the operating 

capacity measure. The horizontal axes, as before, measure the rate at which services are 

extracted from the durable. For example, if the operating capacity of a car is measured 

in terms of miles driven per hour and the variable input used is gas, then the vertical axis 

measures the gallons used in each hour as a function of the rate at which services are 

extracted from the durable. 

Three possible relationships between variable inputs and durable extraction rates are 

illustrated in panels a and b of Figure 4.4. OA in panel a represents a flexible 

relationship, which gives rise to a constant average use of variable inputs A'A in panel b 

since the marginal use of inputs is a constant per unit increase in the rate services are 

extracted from the durable. A durable with increasing marginal use of variable inputs is 

depicted by curve OB in panel a and an increasing average use curve B'B in panel b. Note 

that, for this durable, the most efficient service extraction rate tends toward zero. 

Finally, curve OC in panel a represents a durable with marginal variable use which first 

decreases, then increases. This gives rise to an average use curve in panel b that first 

decreases, then increases, with its most efficient rate achieved at service extraction rate 

OD. 

The transformation from average use of variable inputs to average variable costs 

can be made by multiplying the rate of inputs used by their acquisition price. 

Other Considerations in Determining 
Service Extraction Rates 

So far, this report has focused on how service extraction rates affect lifetime 

capacity of durables. Further, the report has emphasized the important relationships 

between the rate of service extraction, losses in lifetime capacity, and use of variable 

inputs. Costs associated with time are also important considerations, as they modify the 

optimal service extraction rates that would prevail without them. But other factors as 

well may be critical in determining optimal service extraction rates and optimal 

investments/disinvestments; that is, the costs of varying the rates of service extraction. 
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Particularly for utilities which face time-varying demand for their product, the 

ability and cost of modifying service extraction rates are critical features in the 

determination of optimal durable size and use. A plant which has a very low average loss 

in lifetime capacity and variable input use, yet has large expenses associated with 

changing service extraction rates, may be less preferred than one which has a higher 

average cost but which can adjust easily to varying service extraction rates. 

The critical element in determining the relative advantages or costs of flexibility in 

adjusting to varying rates versus fl.exibili~y in varying losses in lifetime capacity 

associated with use depends on the variability of demand. If demand is constant, then 

there is little concern about losses in lifetime capacity due to varying the utilization rate. 

To achieve the optimal benefits from units that have low average costs in the face of 

time varying demands, utilities organize production between base and peaking units. 

Base plants have the desirable quality that, although time costs are high, average 

costs can be made low by utilizing services at near maximum rates. For these units, near 

constant quantities of services are extracted. As a result, even though varying service 

extraction rates may be costly, base load units are· not forced to meet those expenses 

because the service extraction rate is constant. 

Peaking units, meanwhile, are .utilized at varying rates. They meet the difference 

between the near constant levels of services supplied by the base load unit and the actual 

demand level. Typically, these units have smaller time costs than base load units and 

higher variable input costs. For example, the variable cost of services extracted from 

coal-fired generators likely exceeds those of nuclear. But the output from coal-fired 

generators can be adjusted much more easily to varying levels of demand. 

A three-dimensional graph may help illustrate the relationship between current and 

past use decisions on losses in lifetime capacity. In Figure 4.5, let the two base axes 

represent services extracted in periods t and t+l. The. vertical axis, meanwhile, equals 

losses in lifetime capacity. Along the 45-degree diagonal, services extracted in the two 

periods are the same, resulting in zero adjustment costs. Elsewhere, rates differ, and the 

greater the distance from the diagonal the greater the differences in the rates of services 

extract ed in the two periods--and, as a result, the greater the adjustment costs. 

To this point, the costs and benefits of owning and extracting services from a 

durable have been described qualitatively. Now, we add concreteness to our discussion by 

introducing explicit functions to describe the costs. In the process, we explicitly identify 

the indirect user cost and replacement opportunity cost. All of the costs are important 

when making investment/ disinvestment decisions, but the relationship between replace

ment opportunity cost and the economic life of a durable is most closely linked. But 
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before introducing explicit cost functions, we focus, for a moment, on benefits from 
I 

durables. 

Benefits from Durables 

So far, the discussion of durables has been one-sided, focusing solely on costs. 

Obviously, at the time of acquisition, the expected benefits at least exceeded the cost. 

Completeness, then, requires that we at least survey some of the major benefits that 

might accrue as a result of durable ownership or control. 

The principle reason for durable ownership is the acquisition of services to be used 

for producing goods of at least equal value to the cost of durable ownership. However, in 

addition to benefits accrued from the sale of a good produced using services from the 

durable, there are the benefits associated with ownership of all inventories. For example, 

the quality of the durable may improve over time, such as for wine. The market change 

may result in the price of the durable increasing as substitutes become more expensive or 

as demand for the good produced by the durable increases. Another benefit is. that there 

may be a price advantage from buying in bulk. Instead of hiring a durable's service unit by 

unit, it may be cost advantageous to assume ownership of a large inventory of services. In 

addition to cost savings with associated bulk purchasing, buying in bulk assures the firm 

access to the services when needed--a reliability feature that is critical when there are 

seasonal or peak demands for the durable services. 

Durable Decision Analysis 

Identifying both benefits and costs o f extracting services from a durable is the 

necessary step toward analysis of the several important decisions related to durables. 

These include: (1) the choice of the durable with appropriate capacities; (2) optimal time 

to disinvest/ invest; (3) the optimal use of the durable; and (4) the optimal maintenance. 

For the moment, we will ignore the implications of uncertainty on these decisions. 

All of these decisions are interdependent. The rate at which services are extracted 

influences the optimal life, the life of the durable influences the optimal capacity of the 

durable, etc. The interrelatedness of these decisions can be best demonstrated by solving 

a relatively simple replacement model of a production process which utilizes services 

from the durable and a variable input to produce an output. Moreover, to avoid, for the 

moment, the question of what size the durable should be, assume it initially has lifetime 

capacity F *. Thus, because of lack of perfection in the durable asset market, let the 

average price per unit of remaining capacity at time t be P(t), equal to: 
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(4.6a) P(t) = P(l + d)-t 

where P, as defined earlier [equation (4.3)], equals the average acquisition (salvage) price 

per unit of lifetime capacity. The change in average price from one time period to the 

next equals: 

(4.6b) P(t) - P(t-1) = - d P (1 + d)-t 

which, when multiplied by the current capacity of the durable F(t), equals time 

depreciation cost TD(t): 

(4. 7) TD(t) = d P (1 + d)-tp(t) 

Next, we identify control costs associated with the durable. This cost at time t 

depends on the durable's remaining lifetime capacity F(t), the rate of return r that could 

be expected in the next best investment opportunity, and the average price of the 

durable's remaining capacity. Identifying the control cost for the t-th period as CC(t), we 

can write: -(4.8) CC(t) = r P (1 + d)-t F (t) 

To add concreteness to the analysis, while maintaining an essential amount of 

tractibility, let the durable used in the productive process be less than perfectly flexible 

and express the relationship at the beginning of the t-th period between remaining 

lifetime capacity F(t), initial capacity F*, and services extracted from the durable Z(t) 

as: 
t-1 

(4.9) F(t) = F* - 1: (Z2(j) b + a) 
j=l 

In equation (4.9), b and a are parameters, ta is the accumulated loss in capacity due to 

time, while 1: z2(j) b is capacity lost due to use. The loss of lifetime capacity in the t-th 

time period is: 

(4.10) F(t+l) - F(t) = - (Z2(t) b +a] 

while the marginal loss in capacity due to increased use is: 

(4.11) dF(t) I dZ(t) = -2 Z(t) b 

Dividing (4.10) by Z(t) gives the average loss in lifetime capacity per period, which 

equals the marginal loss in equation (4.11) when Z(t) equals the rated capacity. Solving for 

the rated capacity by setting the average loss equal to marginal loss, we obtain: 

(4.12) Z(t) = (a/b>1/2 
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If Z services are being extracted at the rated capacity, then u(t), the utilization of 

the durable, equals one. By varying the utilization rate, services extracted are also 

varied, a relationship that can be expressed as: 

(4.13) Z(t) = u(t) (a /b)l/2 

Because service extraction rates are always linked to some time period (miles per hour, 

e .g. ), it will be convenient to discuss service extraction rates in terms of the utilization 

rate (a percent). This switch will focus attention on the percentage of rated capacity 

being used rather than time. 

To express lifetime capacity in terms of utilization rates, we substitute the right

hand side of (4.13) into equation (4.9). Then, the remaining lifetime capacity at the 

beginning of period t can be written as: 
t-1 

(4.14) F(t) =F*- E [l+u2(j)]a 
j=l 

while losses in lifetime capacity during the t-th period equal: 

(4.15) F(t+l) - F(t) = - [l+u2(t)J a 

Finally, a more explici t expression for lifetime capacity can be determined once the 

calendar life of the asset is set. Suppose the durable will last t* periods if operated at its • 

rated capacity. Summing (4.15) for t* per iods with u(t ) equal to 1, F* can be written as: 

(4.16) F* = t* 2a 

Having defined the relationship between loss in capacity, time, and use, direct user 

·cost (DUC) and capacity time cost (CTC) become simply the loss in capacity per unit of 

time multiplied by the average market price of the lost capacity, or: 

(4.17) CTC(t) + DUC(t) =a [l+u2(t )] P (l+d)-t 

If a variable input x(t) in the t-th period is also required in the production of 

services from the durable, we include still another cost, the cost of the variable input 

[VC(t)] equal to: 

(4.18) VC(t) = Px x(t) 

where p is the price per unit of x(t). Let the requirement of x(t) per unit of durable x 
service used increase in an inflexible relationship with the amount of services extracted, 

such as: 

(4.19) x(t) = c u2 (t ) (a / b) 
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Equation (4.19) now allows us to express our variable costs, in terms of durable 

services extracted, as: 

(4.20) VC(t) = Px cu(t)2 (a/b) 

Having identified explicitly our cost functions, we combine direct user cost, 

capacity time cost, variable cost, time depreciation cost, and control cost into a single 

total cost function [TC(t)] and write: 

(4.21) TC(t) = [(l+u2(t))a + (r+d) F(t)] P(l+d)-t + Px cu2(t) (a/b) 

t-1 
subject to: F(t) = t*2a - E a [l+u2(t)] and F(t) ~ 0 

j=l 
Then, if services of the durable are valued at a constant price p, gains g(t) in the 

t-th period can be written as: 

(4.22) g(t) = p u(t) (a/b)112 - TC(t) 

Suppose we applied our static analysis techniques to (4.22) and differentiated with 

respect to u(t) to find the optimal service extraction level~ The result would be a service 

extraction rate which equates current period returns to current period costs. 

(4.23) a g( t) I a u( t) = o 

This approach would, however, ignore a critical cost element, an indirect capacity 

cost, which this chapter identifies as indirect user cost. 

Introducing Indirect User Cost 

In a static (timeless) analysis, the cost of using up lifetime capacity is the loss in the 

durable's salvage value because of use--direct user cost. But there is another cost 

(benefit) that enters when the analysis is dynamic. It is the effect on future control costs 

resulting from changes in the durable's lifetime capacity through use in the current 

period. 

All other things being equal, increasing the use of the durable in the current period 

reduces its lifetime capacity, which in effect reduces available durable services held in 

inventory. This reduction in turn reduces future control costs. The present value of those 

saved control costs is part of indirect user costs. 

There is another part, however. Suppose that the price of the durable is increasing 

(decreasing), so that on the remaining lifetime capacity of the durable, there is a capital 

gain (loss) realized. Then, to use up the durable in the current period implies a reduction 

in future capital gains (losses), as well as the requirement to eventually replace with a 

higher (lower) priced durable. 
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To account for these influences requires that we write a multi-period gain function 

which includes benefits and costs of extracting services from a durable over its lifetime. 

Forming the multi-period gain function G over the economic life s of the durable, we 

write: 

(4.24) G = p u(l) (a/b)112 (l+rf 1 + ••. + p u(s) (a/b)112 (l+r)-s 

- { [(l+u2(l))a + (r+d+rd) F*] (l+df 1 P + l?x u2(1) c (a/b)1/ 2 } (l+rf 1 

- { [(l+u2(s))a + (r+d+rd) F(s)] (l+dfs P + px u2(s) c (a/b)112 }(l+rfs 

such that 

and 

t-1 
F(t) = t* 2a - E [l+u2(j)] a 

j=l 

F(t): 0 for t=l, .. . , s 

In the first line of (4.24), services extracted in each of the j periods, u(j) (a/ b)112 

(j = 1, ... , s), are multiplied by their output price p to obtain total returns. Then, returns 

are discounted to the present value by the term (l+rfj so that comparisons are made in 

present value dollars. On the following lines, direct user costs and capacity time costs, 

control and time depreciation costs, and variable costs, are subtracted and discounted to 

the present. 

Consider now the op~imal utilization rate in the j-th period. Gross returns in the 

j-th period obviously depend on u(j), but so do control and time depreciation costs in all 

later periods. That is, utilization of the durable in the j-th period affects the lifetime 

capacity of the durable in all future periods. The lifetime capacity in future periods 

affects control and time depreciation costs. Therefore, future time depreciation and 

control costs will affect optimal utilization rates in the current period. 

To illustrate this simultaneity between utilization rates and future period control 

and time depreciation costs, we differentiate (4.24) with respect to u(j), which results in: 

(4.25) a G I a u(j) = p (a/ b)112 - 2 u(j) a (l+d)-j P - 2 u(j) px c (a/ b)112 

- (l+r~ (r+d+rd) P : [ C3 F(i) I a u(j)] (l+dfi (l+r)-i 
i=j+l 

The right-hand side of (4.25) gives the returns per unit change in utilization 

[p (a/ b)112J and subtracts the increases attributable to indirect user cost, increases in the 

variable input, and, in the last term, indirect user cost--that is, the increases in time 

dei;>reciation cost and control cost in future periods resulting from the use decision in 

period j. 
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Since aF(i) I a u(j) for all values of i equals a negative 2a u(j), indirect user cost has 

a sign effect opposite to direct and variable input costs. Making the substitution for 

a F(i) I a u(j) and summing the geometrically weighted indirect user cost, we can solve for 

u(j) in (4.25) as: 

(4.26) 1/2 -s -s+j -u(j) = p /2 [pxc + (ab) (l+d) (l+r) Pl 

The importance of indirect user cost in determining u(j) in (4.26) depends critically 

on three elements of the multi-period gain function: (1) the remaining life of the durable; 

(2) the rate of change in the average price of the durable's remaining capacity; and (3) the 

discount rate used to convert future benefits and costs to their present value equivalents. 

All of these influences will play an important role in determining the supply of the 

durable's services. 

Supply of Service Functions 

The analysis thus far has assumed the firm operates in a perfectly competitive 

market in which it receives the market price p and could supply as much as it wished 

without affecting the market price. A justification for these stringent assumptions might 

be that, in a partial analysis conducted for a large utility, a single plant may produce to 

its capacity, receive the regulated price, and not have its regulated price affected. 

In any event, retaining these assumptions allows us to consider the firm's supply 

response of services. Obviously, the supply will change in each period, requiring, 

therefore, a period by period analysis. 

The general form of the supply response functior. given in (4.26) is linear in the 

output price p, as Figure 4.6 illustrates. The slope d the function depends on the 

remaining life of the durable, variable input price, discount and time depreciation rates, 

average acquisition price of the durable, and parameters of the variable input use and 

direct user cost functions. As one would expect, a decrease in the average acquisition 

price P in period t+l rotates the supply function upward from OA to OB in Figure 4.6 as 

the cost of using up the durable's lifetime capacity is reduced. A similar response is 

obtained by decreasing the variable input price Px' which decreases the cost of using up 

the variable input. 

Consider also the effect on the supply of services from the durable as the durable's 

remaining life s is increased. As the remaining life is increased, control costs and time 

depreciation costs become more important and any reduction by use in the inventory of 

lifetime capacity in near periods will be even more beneficial with a longer lifetime. To 

demonstrate this result using equation (4.26), we find the new service level u(j) as s 

becomes large. The result is the limit: 
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(4.27) limit u(j) = p/2pxc 
5 + CD 

which is greater than u(j) in (4.26) for a finite s. That is, making s larger increases the 

utilization rate u(j) for a given output price. The result, then, would be a supply shift 

from OB to OA. 

Next, consider the effect of increasing the amount by which the average price of 

the durable's lifetime capacity declines in each period--increasing d. In this case, 

increasing the amount by which the average price of the durable's capacity declines in 

each period increases time depreciation costs and reduces direct user costs. This effect 

alone increases the utilization rate. In addition, increasing d means that greater time 

costs will be incurred in the future on remaining capacity, a loss which can be reduced by 

increased use of the durable in current periods. As a result, increasing d increases 

utilization of the durable: 

(4.28) d u(j) I dd = 2 p(ab)112 s (l+dfs-l (l+rfs+j P I 4 [ . ] 2 > 0 

where the bracketed dot equals the denominator in (4.26). Graphically, this represents an 

upward rotation of the supply of services from OB to OA in Figure 4.6. 

Finally, increasing the discount rate r has the same effect as increasing d--it makes 

the cost of carrying capacities or inventories into the future more expensive. As a result, 

increasing r increases the rate services are extracted, thereby reducing future invento

ries: 

(4.29) d u(j) I dr = 2 p(ab)112 (s-j) (l+rfs+j-l (l+d)-s P I 4 [ . ] 2 >0 

again producing an upward rotation in the durable's supply-of-services function in 

Figure 4.6. 

Finally, it may be of some interest to determine the pattern of usage the durable 

will likely experience over time. That is, how will the optimal u(j) compare with the 

optimal u(j+l)? The relationship can be found simply by updating the time subscript in 

(4.26) by one period and by forming the ratio between u(j) and u(j+l). The result is: 

(4.30) u(j+l) I u(j) = [p c + (ab)112 (l+dfs (l+rfs+j Pl I [p c + (ab)112 (l+d)-s (l+r)-s+j+l] < 1 x x 
That is, time has reduced th~ importance of time and control costs, thereby reducing the 

incentive to use up resources now. Consequently, service extraction levels can be 

expected to decline over time even if the durable's price is increasing. 
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Including Replacement Opportunity (RO) Cost 

Our earlier analysis described costs which help determine the optimal level of 

services to extract from a durable. One problem, however, of formulating at least one of 

those costs was that we assumed that the remaining life of the durable was known. 

Obviously, some limits on the durable's life can be imposed--namely, it can't have a life 

beyond which its available services are exhausted, and it won't have an economic life 

beyond the period in which returns are less than costs. Apart from these upper limits, 

however, we have not determined how long a durable should be kept, especially if the 

durable will be replaced by another. 

To find the durable's optimal life, we begin by expressing the net gains in the t-th 

period as g(t), equal to the difference between gross returns, direct user cost, capacity 

time costs, plus time depreciation and control cost in the t-th period. This, of course, 

assumes that optimal utilization rates u(t) have been determined, a problem we ignore for 

the moment. Then, the integral of g(t) discounted by the discount rate r equals our multi

period gain function G, or: 

(4.31) 
s -rt 

G = f g(t) e dt 
0 

The multi-period gain function above is expressed in continuous fo rm to allow us to 

differentiate with respect to time. Assuming that g(t) is optimal, i.e., that optimal 

service extraction rates have been determined, we maximize G with respect to s and 

obtain: 

(4.32) g(s) = O 

That is, produce until the revenues in the last period equal the sum of user cost, time 

cost, and control cost. The control cost in the last period is merely the rate of return r 

obtainable in the next best use times the salvage value of the durable, while the time and 

user cost equal the actual decline in the value of the durable associated with time and 

use. 

Suppose, however, there exists a replacement durable, at least as efficient as the 

one in use. To continue with the older, less efficient durable, then, entails a cost, a cost 

equal to the net returns lost by not replacing the durable. 

In order for there to be a replacement opportunity cost in our model, there must be 

at least one replacement considered. Assume we begin our planning horizon with durable 

F 1 which generates optimal net returns g(t) for s1 periods. Then, at the end of the s1 
periods, F 1 is replaced with durable F 2, which generates optimal net returns g2(t) for s2 
periods. Under these assumptions, we reformulate our G function as G *: 
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(4.33) G* = 151 g
1
(t) e -rt dt + e -l1 ~ g

2
(t) e -rt dt 

0 0 
and ask: is 51, the economic life of F 1 with replacement F 2, the same as s, the optimal 

economic life for F 1 without a replacement? 

The first order conditions for G* with respect to 5i can be written as: 
s 

(4.34) g(51) = r f2 g
2

(t) e -rt dt 
0 

We can infer, since g(s
1
) in (4.34) does not equal g(s) in (4.32), that s

1 
and s cannot be 

equal. In fact, when a replacement is considered, we no longer produce until net returns 

equal zero, as (4.32) suggests, but rather until the returns in the last period equal the 

returns foregone by postponing the replacement of the durable by one period. That 

postponement cost we have already defined as the replacement opportunity (RO) cost, 

which equals the right-hand side of (4.34). 

The presence of an RO cost with net returns from the durable diminishing over time 

should result in a shorter economic life for the durable in use. In fact, the more 

replacements considered, the shorter the life of the existing durable, as we will shortly 

demonstrate. We state this result only tentatively, however, since altering the durable's 

life alters indirect user cost and optimal service extraction rates. Our earlier results [see 

equation (4.27)] suggest that utilization should decrease, as shortening. the time reduces 
, 

the advantage of reduced inventory from increased use. How l,pwer utilization rates 

influence the time pattern of g(t) remains unexamined. 

Consider the complication introduced by the RO cost. To find 5i in (4.34) requires us 

to know s2• We could, of course, optimize (4.34) with respect to s2, but in the process we 

·.:ould be forced to assume F 2 has no replacement, i.e., no RO cost. Another alternative 

;- to assume that the economic history of the second durable duplicates the first, in which 

case the function G can be written as: 

(4.35) G = !5i g(s) e -rt dt + e -rsl rs1 g(s) e -rt dt 
0 0 

Now, the first-order condition can be written as: 

-rs -1 5i -rt 
(4~36) g(51) = r (1 + e 1) f g(s) e dt 

0 

Alternatively, we could assume, as Perrin (1972) has done, an infinite number of 

identical replacements for F*, in which case the first-order condition for determining the 

economic life of the first durable is: 
s 

(4.37) g (51) = r (1 - e -rslf1 11 g(t) e -rt dt 
0 

Comparing (4.36) and (4.37 ), some important observations can be made. First, as 

long as the function g(t) is concave, adding the RO cost to time, control, and user costs 
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shortens the optimal sr Secondly, increasing time and the number of durable replace

ments increases the RO cost and as a result shortens 5i even more. 

In addition, Perrin (1972) observed that in (4.37) the sign of ds
1
/ dr could not be 

determined. This result occurs because increasing r increases the opportunity costs 

associated with postponed consumption while at the same time reduces the value of 

postponed consumption. 

To summarize, the inclusion of RO cost has created somewhat of a dilemma. If we 

assume that replacements are not identical, then we cannot find the optimal life of the 

first durable because it depends on the optimal life of the second one, but the life of the 

second one depends on the life of the third one, and so on. 

The alternative is to assume in the two-asset replacement model that the second 

durable is identical to the first. The resulting first-order conditions, then, do not include 

the interdependency between the life of the current and successive durables. Once we 

assume the second durable is like the first, however, why not assume the same for the 

third, fourth, and so on? The result is (4.37), which is greater, as expected, than (4.36) 

which considers only one durable replacement. 

Relaxing An Assumption 

Once we recognize the stringent nature of the assumptions required to obtain a 

deterministic solution for sl' an effort should be made to relax, if possible, some of the 

assumptions. This section relaxes one of them: it introduces a multiplicative techno

logical change at the beginning of each durable's life. 

Assume that technological advances increase the returns and costs in each period of 

the first durable's life by a factor (l+i), for the second durable by (l+i)2, and so on. How 

would such a development affect the length of the durable's economic life? Under such an 

assumption, G can be expressed as: 

(4.38 ) G = f g(t) e -rt dt + (l+i) e -rsl ;i g(t) e -rt dt 
0 2 -2 sl -rt 0 

+ (l+i) e ~ f g(t) e dt + ..• 
0 

Summing the above expression geometrically, and if (l+i) e -nr51 approaches zero as n 

becomes large, we can write G as: 

-rs -1 5i -rt (4.39) G = [l - (l+i) e l] f g(t) e dt 
0 

and the first-order conditions, found as before by differentiating (4.34) with respect to 51, 
are: 

(4.40) 
s 

( ) [(l .)-1 -rsl] fl g(t) e-rt dt g s1 = r +1 - e 
0 
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Except for the presence of i in the denominator, (4.40) is identical to (4.37). As a · 

result, introducing i increases RO costs and shortens 5i· Intuitively, it follows that, if 

succeeding durables are technologically improved, delaying their installment will be more 

costly. Our intuition can be confirmed mathematically by differentiating (4.40) totally, 

first with respect to s1 and then with respect to i. The result is: 

(4.41) cts
1 

I di < o 

The replacement criterion just deduced depends on the second-order condition that 

the gain function over time is concave. To assume otherwise produces some variations in 

the results, which are now considered. 

Suppose the net gain (g) in each period is constant. Then, the discounted sum of the 

gain function could be written as: 

(4.42) -t G = g [l - (l+r) ] I r 

Meanwhile, the annualized value of G is equal to: 

(4.43) -t g = r G I [l - (l+r) 1 

Our replacement criterion says to replace the durable when the last period's return 

(in this case, g) is less than the annualized gain function G (in this case, also g). As a 

result, the stopping criterion is never mes. This explains why some assets such as land, 

with near constant real returns, are seldom sold by the owner until his retirement or 

death. 

Now, consider two other alternatives: (1) that g increases monotonically over time, 

and (2) that g decreases monotonically over time. Examining the first case, let 

g(t) = g (l+w)\ where w is positive. Then, consider the gain function G with g(t) 

increasing, which can be written as: 

(4.44) G = g (l+w) [ 1 - (l+w)t (l+r)-t] I (r-w) 

Next, we annualize G by multiplying both sides of (4.44) by the annuity factor 

r I [ 1 - (l+r)-t]. Then, we compare this annuity value in the t-th period to the t-th 

period gain function value, equal to (l+w)t g. 

(4.45) gr (l+w) [ 1 - (l+w)t (l+r)-t] I (r-w) [ l - (l+r)- t ] 

~ g(l+w)t 

Cancelling the g value and multiplying both sides by (l+w( \ we can show that the 

annuity value always exceeds g, and, as a result, the stopping criterion is never met and 

the durable is kept until lifetime services equal zero. 

(4.46) r(l+w) [ (l+w)t - (l+r)-t] / (r-w) ( 1 - (l+r)t] > 1 
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Using a similar approach, we can show that, if g is monotonically decreasing, the 

durable should be replaced every period. 

Having answered one more part of the durable investment/ disinvestment problem, 

we are prepared to examine the holistic approach to solving the problem. This leads us to 

a consideration of the interdependencies between the different aspects of the problem. 

An Iterative Approach for Resolving the Dependency Between 
Indirect User Cost and Replacement Opportunity Cost 

An interesting dependency has been created in our analysis that appears to require 

an iterative approach to resolve. That is, to determine optimal service extraction levels, 

we are required to know indirect user costs. In order to determine indirect user cost, 

however, we are required to know the remaining life of the durable. 

A solution to this interdependency problem is to begin by assuming the optimal life 

is known, i.e., choosing s. Then, solve for optimal utilization rates u(l), . . . , u(s) by 

differentiating the G function with respect to each. Finally, compare the returns in the 

s-th period g(s) with the annualized average G r I (1 - (l+r)-5]. If g(s) equals or exceeds 

G r I [l - (l+r)-5] while g (s+l) is less than G r I (1 - (l+rfs-l), the optimal time period has 

been found. If the last period's return exceeds the annualized average of the multi-period 

gain function, the time period of analysis selected was too short and should be increased 

and the procedure repeated; if returns are less than the annualized average, the period of 

analysis was too long and should be shortened and the calculation repeated. 

After completing the above analysis, it could be repeated for alternative durables 

and comparisons made on the basis of their annualized average return. 

We summarize the procedure as follows: 

STEP l -- Select the durable investment to be analyzed (which may be a durable in 

place). Also, choose a best guess of the durable's remaining economic life. Form the 

multi-period gain function--an example was given in equation (4.24). Designate the 

current period as period l and the last period as period s. 

STEP 2 -- Find optimal values for u(l), ... , u(s) and, if applicable, find optimal 

values for operating and maintenance inputs ~ (t), x2 (t), ... , (t=l, ... , s), by diff eren

tiating the multi-period gain function G with respect to u(t) and the other variable inputs, 

accounting for all direct and indirect capacity costs in the expressions for costs and 

returns. Represent these optimal values as u* (t), x~t), x2(t), ... , for t=l, ... , s. 

STEP 3 -- Identify the net returns in each period by subtracting from gross returns: 

direct user cost, capacity time costs, variable costs, time depreciation cost, and control 

cost. The remainder should equal returns attributed to the durable as long as returns 

result only from services generated by the durable. 
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STEP 4 -- Consider the expression below: 
' 

(4.47) -s, -1 g(s) > r [ 1 - (l+r) J G 

If the expression is true, then the marginal contribution of the durable in the last 

period exceeds its annualized average of a rep~cement with an identical economic 

performance--so s should be increased. Return to STEP 1. If the expression 

(4.48) g(s) < r [ 1 - (l+rfs ] -l G 

is true, then s should be shortened. That is, the last period's net gain reduced the 

annualized average and a higher annualized average return could be realized by shortening 

the economic life of the durable. After choosing a shorter life, then return to STEP 1. 

Only if: 

(4.49) -s -1 -s-1 -1 g(s) > r [ 1 - (l+r) ] G and g(s+l) <r [l - (l+r) ] G 

are true, does the analysis stop. The optimal life as well as the optimal service extraction 

rates are now determined; moreover, the expression r [ 1 - (l+r)-s] -l G provides an index 

of the durable's performance--in essence, a time adjusted average return. 

Lastly, if more than one durable is under consideration, then the procedure is 

repeated. The final result again is an annualized average return for each durable, which 

leads us to the last step • 
• 

STEP 5 -- Choose the durable with the largest annualized average return and 

acquire it if the net present value of G is positive. 

Valuing the Durable's Services 

Until now, we assumed that returns to the durable's services could be identified and 

measured independently of other inputs. It should be clear that the value of the durable's 

services is not so easily identified. For example, suppose more than one input was 

involved in the production process. Then, returns to the durable must be identified 

separately to determine its optimal economic life and to determine if the durable's 

returns covered all costs. But how are returns attributable to the durable identified? 

Historically, assigning the value of production to inputs has been of interest to 

economists. Early studies were interested in determining the share of a process labor 

could claim when it was combined with capital and other inputs. Farm management 

experts have long dealt with the issue of how to identify the returns to farmland so as to 

establish the maximum bid price that could be offered. 

The two efforts to identify returns to factors of production resulted in two different 

methodological approaches. As a theoretical tool, economists applied Euler's theorem to 
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separate the output among the inputs. A practical approach adopted by farm managers 

was the residual approach, which assigned to land what was left of returns after paying 

for variable expenses. 

Neither Euler's theorem nor the residual approach ultimately solved the problem of 

how to assign the output to its inputs. Euler's theorem, which said each input's share of 

the output was its marginal value product of the last unit produced times the input level, 

was applicable only for linearly homogeneous production functions; and the residual farm 

management approach has no basis for assigning net surplus from production to land any 

more than they could def end assigning it to labor, machinery, or capital. 

A New Theorem 

F!iced with an apparent impasse on how to value durable asset services, hence 

durables, this pai;>er proves a theorem which states that, by specifying relationships 

between inputs, the output of any continuous production process can be divided among the 

inputs in such a way that the output is just exhausted. 

Critical to the theoretical development is the understanding that, although in many 

cases durables are lumpy in acquisition, they provide services that are extracted in 

completely divisible amounts. Therefore, being compatible with traditional marginal 

economic analysis, we can ask: how many units of service should we extract from the 

durable? In contrast to marginal analysis, however, we still face the question: is the 

total value of services extracted from the durable at least equal to its capacity and 

inventory costs? The following theorem will allow us to answer such a question. 

The Product Exhaustion Theorem 

Theorem 1: 

Proof: 

Let f(x,y) be a continuous function with derivatives f (x,y) and f (x,y). If 

the relationship between x and y is specified, say y = ~(x) or x = ~ -l(y) for 

all x and y, then: 

-1 
f fx(x,m(x))dx + f f y<m (y), y)dy = f(x,y) 
x y 
After substituting m(x) for y, express the function f(x,y) as f(x,m(x)). The 

derivative of f(x,m(x)) with respect to x can be written as: 

df = f (x,m(x))dx + f (x,m(x))m (x)dx x y x 
The anti-derivative of df, which by the second fundamental law of calculus 

equals f, can be written as: 

f(x,m(x)) =ff (x,m(x))dx + j f (x,m(x))mx(x)dx 
x x m(x) Y · 
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Then, by using the change-of-variable technique, we substitute dy for 

mx(x)dx, and y for m(x) in the second integral to obtain the desired result. 

The change-of-variable technique then allows us to substitute in the above 

expression y for m(x); m -l(y) for x, and dy for mx(x)dx. We write the result 

as: 

-1 f(x,y) = r f (x,m(x))dx + r f (m (x),y)dx 
x x y y 

which proves our theorem. 

At this point, an interpretation of the product exhaustion theorem may prove 

helpful. The interpretation is aided by Figure 4. 7, which illustrates isoquants 

q1, q2, ... , etc. The isoquants represent constant levels of output obtained from 

various combinations of inputs x and y used in the process f(x,y). The isoquants are 

connected by ray OA, which describes an expansion path. 

Now, consider output levels q1 and q2 obtained with inputs (xl'yl) and (x2,y 2), 

respectively, at points B and C along the expansion path OA (Figure 4. 7). The increase in 

output from q1 to q2' moving from point B to point C, can be achieved by increasing the 

input x by an amount (x 2-~) and by increasing input y by an amount y 2-yr The increase 

in output that results, q2-ql' is a result of increases in both x and y. Were only x 

increased, output would have only increased by q
0 

-q1, the remaining increase, q2-q
0

, 

being attributed to the increase in y equal to y 2-yr Output q
0 

-ql' then, approximates the 

contribution to output of the x input at output level qr A similar contribution could be 

obtained for increases in the input y by the amount y 2-yr These measures only 

approximate the contributions of x and y, however, since, along the expansion path, x and 

y are changing simultaneously. Output increases measured at smaller and smaller 

increases in x and y would, though, improve the accuracy of our measure. Moreover, for 

infinitely small changes in x and y, completely accurate measures of the output 

contributions of x and y are obtained and the results are the same as those obtained with 

the product exhaustion theorem. 

Now, after having established a methodology for assigning the output to the inputs, 

we are ready to ask the next question: what is the proper relationship to define between 

the inputs? This question, of course, is an economic one which depends on the marginal 

value products of the inputs and their marginal costs. At a point in time, this relationship 

depends only on those costs that vary with use as opposed to costs that vary with time. 

Economists prescribe that the relationship among the inputs should be such that the ratios 

of their marginal value products divided by their prices be equal for all inputs at any point 

in time. 
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At least two observations are worth noting about the relationship between inputs 

along what is called an expansion path. First, the relationship is independent of the 

output price. This is because no distinction is made when valuing output between that 

attributable to x versus that attributable to y. Secondly, any costs associated with the 

passage of time do not enter into the determination between x and y--it's only those costs 

that change with use which are affected. For variable inputs that are used up in a single 

time period, there is no time-related costs. Therefore, the value of the variable input is 

independent of time--that is determined within each time period. The rule, of course: 

produce until the value of the output produced from the last input just equals the marginal 

cost of the input. Thus, the same rule also applies to purchase and use of durable asset 

services, except that to count all the costs associated with production from a durable 

requires the introduction of time. 

Euler's Theorem 

Euler's theorem obtains a result similar in nature to the product exhaustion theorem. 

It also partitions output among inputs in a way that just exhausts the product. Its 

limitation is that it applies only to linear homogeneous functions. We now illustrate the 

product exhaustion formula, obtain Euler's Theorem as a special case, and then provide 

other examples of the product exhaustion theorem using a homogeneous function not of 

degree one and a non-homogeneous function. 

To begin, a linear homogeneous function measured over input variables x and y has 

the property: 

(4.50) tf(x,y) = f(tx,ty) 

Interpreted graphically, this definition implies that, for a t percentage increase in both x 

and y measured along any given linear expansion path, output q will increase by the same 

percent. It also means that the partial derivatives of f with respect to x and y (f x and fy) 

measured along the expansion path are constants, thus allowing us to describe the output 

attributed to x and y in a special way. Since f and f are constants, we obtain from the x y 
product exhaustion theorem the result: 

(4.51) fx ;-Ox + f y f dy = xfx + yf y = f(x,y) 
x y 

That xfx + yfy equals f(x,y) is Euler's well-known result. That it can be obtained as a 

special case of the product exhaustion theorem is not so well-known. 

We now illustrate the product exhaustion theorem using the linear homogeneous 

function: 
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and the relationship between x and y along a linear expansion path as y = kx. The 

unconstrained partial derivative of f with respect to x can be written as: 

a-1 1-a 
(4.53) a f/ ax =a x y 

and substituting kx for y, where kx is the value of y along the expansion path given x, we 

write: 

( 4.54) 

a constant. Similarly, we ~ould obtain an expression for the constant partial derivative 

for y along the expansion path as: 

( 4.5 5) fy = (1-a) I k 

As already pointed out, multiplying the constant partial derivatives by the inputs 

used or integrating returns the same result: 

(4.56) ak1~ ! dx + ((1- a) I k) f dy = xf + yf 
x y x y 

a result which can be graphically portrayed in Figure 4.8. Graphically, the output 

attributed to x is equal to the rectangle in Figure 4.8, where the horizontal length equals 

the input level x and the vertical length equals the constant marginal product of x 

measured anywhere along the expansion path OA in Figure 4.7. 

Euler's Theorem holds in this case because the average product equals the marginal 

product. As a result, multiplying the marginal product of the last unit of production times 

the total units of inputs used is equivalent to multiplying the average product of x times 

the total units of inputs used (the area of the rectangle in Figure 4.8)--which obtains 

exactly that portion of output attributed to x. But whenever the marginal product is not 

constant, the output attributed to an input cannot be found by merely multiplying the 

marginal product of the last unit it produced by the total units of inputs used in 

production. To illustrate, consider two examples where Euler's Theorem does not hold: a 

non-linear homogeneous function and a non-homogeneous function. By definition, a 

homogeneous function of degree h has the property that: 

(4.57) thf(x,y) = f(tx,ty) 

As an example, consider the non-linear homogeneous function: 

(4.58) 

where a + S -/= 1. 
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Again, assuming a linear expansion path of the form y = kx allows us to express the 

derivative of f with respect to x measured along the expansion path as: 

(4.59) f = ak 6 xa+ S-l 
x 

Obviously, if a plus s equals one, the function is linearly homogeneous and our 

earlier results hold. However, when the sum of a plus e does not equal one, fx measured 

along the expansion path is no longer constant. In Figure 4.9, the output attributed to x is 

represented as the area under the curve fx, which, if a + S > 1, increases with x (or if 

a + S < 1 decreases with x). To measure the area under fx now requires we integrate fx 

over x. To measure the area under the curve by multiplying f of the last unit of x used x 
by the units of x used would underestimate the contributions of x if a + 8 <l and overstate 

their contributions if a +8 > 1. 

Obviously, Euler's Theorem no longer partitions output among the inputs so as tb 

exhaust the product. To illustrate: 

(4.60) xf +yf = a ks xa+S + s ya +e k-a=(a+ S)xay8 = (a+ S)f(x,y) 
x y 

where the product is just exhausted only in the case where a+ S equals one. 

Using the results of the Product Exhaustion Theorem, we write: 

r r S a + S a +8 - a (4.61) f + f = a K x / (a + S) + S y K / (a+ S) = f(x,y) xx x y 

An Example Using a Non-Homogeneous Function 

Consider next the non-homogeneous function: 

(4.62) f(x,y) = x + y - xy 

~oreover, suppose the output price is p, with input prices for x and y of p and p , x y 
respectively. Then, we could form the profit function from which an output expansion 

path can be obtained. Letting 'II' be profit, we write: 

(4.63) 

The expansion path is found by solving for y as a function of x in the expression: 

(4.64) 

Taking derivatives of f with respect to x and y in the profit function, we form the 

above relationship and solve for y to obtain the expansion path: 

(4.65) y = (p - p )/p + (p.jp )x y x y y 



Marginal 
Product 

of 
Input X 

83 

Input X X 

Figure 4.9 

Output Attributed to X Measured for a 
Non-Linear Homogeneous Function 

a + B > 1 

- - - - a+ B = 1· 

a + B < 1 



84 

A simpler version would be y = k0 + k1x where k0 and k1 are constants equal to (py -px)/px 

and (P./Py), respectively. 

The expansion path in this example is illustrated in Figure 4.10. In this case, it does 

not originate at the origin but begins at the intercept k
0

• This complicates the 

application of the Product Exhaustion Theorem only slightly. Were we to measure output 

along the expansion path for values of x between 0 and x*, we would not include the 

output attributed toy between 0 and k0• Thus, we have two expansion paths: 

(4.66) 

(4.67) 

o < y < k
0 

y = k0 + k
1
x 

x=O and 

0 < x < x* 

The output attributed to y over the first expansion path is k0; over the second, it 

equals: 

(4.68) 
y* y* y- k 
1 ry dy = r [1- a< T >1 dy 
k

0 
k

0 
l 

= y* - ( ay•
2

12 kl)+ (a koy */ kl) - ko + ( Cl ko 212 ~) - (a ko 2Jkl) 

where y* = k
0 

+ k1x*. 

Similarly, the output attributed to x equals: 
x* x* 

(4.69) f f dx = f (1- y) dx = x* - k
0
x* 

0 x 0 
Then, adding together f f dx and f f dy plus k we obtain, after simplification and 

lC x x y 0 
cancellation: 

(4. 70) f(x,y) = x* + y* - x*y* 

in accordance with the product exhaustion formula. 

Applying the Product Exhaustion Theorem (PET) 

Having obtained a measurement procedure for ascribing to an input its contribution 

to output, we are now in a position to answer questions not previously answerable. To 

best illustrate the power of the new theorem, we compare and contrast the questions 

answerable with our usual static analysis with those answerable with the Product 

Exhaustion Theorem results. 

Consider a two-input production process f defined over inputs x and y which can be 

purchased at input prices p and p . If p is the output price, how much of either x or y x y 
should be employed to maximize profit? For this question, our existing static tools are 

well adapted: acquire until the last unit's cost just equals the value of its marginal 

product. With diminishing marginal products, we are assured that if the last unit of input 
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earns enough revenue to cover its costs, earlier units' returns must exceed their cost. 

However, whether or not surplus returns exceed non-variable inventory costs is not yet 

determined. 

Once our static economic tools have allowed us to determine the optimal amounts of 

inputs x and y to employ, implicit differentiation allows us to examine other marginal 

adjustment questions, such as: if p , p , or p changes, how will the optimal level of x or y x y 
change? 

Consider now a question not answered by our usual marginal analysis. Suppose a 

production process employs (1) an input y that can be purchased and used in divisible units, 

and (2) services x from a durable. If the durable has a capacity to deliver up to x* level 

of services, how much is the durable worth? How will changes in the price of the variable 

input alter the durable's value? Alternatively, what is the most the firm can pay to 

acquire the durable? Or, what is the minimum output required to justify purchasing the 

durable? To answer these questions requires we answer the question ignored before: if 

the value of the last unit of service from the durable equals its variable cost, what is the 

value of all previous units of services extracted from the durable? That question is now 

answerable. But that is not all. Having obtained an expression for the value of services 

from a durable, we can differentiate to deterl]line how the value of durable services would 

change if input or output prices were altered; if the production process changed; if the 

price of the output changed; etc. Consider an example. 

Let the production function for output q be the one described earlier, the non-linear 

homogeneous function: 

(4. 71) 

where x and y are inputs and variable costs for inputs x and y are pxx and PyY' while total 

returns equal pq. In addition, let FC represent inventory and other fixed costs associated 

with the durable. Having defined inputs, outputs, and prices, we form the single period 

profit function 1T , equal to: 

( 4. 72) 1T = pif y B - p x - p y - FC x y 

Finding first the expansion path relationship, we differentiate rr with respect to x 

and y and solve for y as a function of x, obtaining first the relationship: 

(4. 73) 

from which we obtain: 

(4. 7 4) or 

where k=o 8 / p a. ·x y 



87 

Desiring to know the value of services x extracted from the durable requires we 

first know the amount of services actually used. Our usual static results answer this 

question. Using the relationship obtained in (4. 74) along with the result that rr x = px 

allows us to find the optimal x, x'lsuch that: 

(4. 75) x = (p I apk8 ) a+e-l 
x 

Next, we form an expression which defines that portion of the output attributable to 

x. This expression, we know from the PET, equals: 

x 
(4. 76) f " IT (x,kx) dx 

0 x 
if x <x* 

x* 
f rr x (x,k:x) dx if x >x* 

0 
In our example, we can write: 

(4. 77 a) 
- a+ 6 -1 

f x rrx(x,kx) dx = l< ak Px - pxx) dx 
0 0 

a +e. 
= a k px I ( a+ e) - p x 

x 

Having solved for the optimal level of services to extract from the durable, and 

knowing the expansion path relationship between x and y, we can write the optimal value 

of y as: 

(4. 77b) y = kX 

Interpreting this result, we have asked the question: what are the net returns 

attributable to durable services? To answer that question, we first answered the usual 

static economic question of: what level of service extraction will maximize returns 

attributable to the durable? The answer was: extract services until the variable cost of 

extracting the last unit of service equals the marginal value product of the last unit of 

service extracted. In our example, the expression for x in fact represented the derived 

demand for x. 
Since the production plant, the durable asset which produces services x, is acquired 

in a lumpy amount, however, we are interested in the total value of services extracted 

from the durable. Moreover, we wish to know how the value of durable services is 

affected by changes in variable input prices, output price, and changes in production 

technology. 

We derive such analytic results by letting the expansion path relationship between x 

and y be written as: 

(4.78) y = m(x,p ,p ) x y 
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which recognizes explicitly the role of input prices on the expansion path. Moreover, let 

the derived demand for x be written as: 

(4. 79) x = h(px,py,p) where 

di/dpx < O and di/dpy ~ 0 

depending on whether x and y are substitutes or complements. Then, the value of durable 

services V(x) can be w_ritten as: 
x 

(4.80) V(X) = f pf [x,m(x,p ,p )] dx 
0 x x y 

To find the impact of an increase in Px on V(i), we differentiate the above 

expression to obtain:* 

(4.81) dV(X)/dp =pf [x,m(i,p ,p )] a x/ ap 
XX X X'f' X 

+ ~ pfxy[x,m(x,px,py)] ( a m/ a px) dx 

The first expression on the right-hand side of the above equation gives the impact on 

the change in the value of services attributed to the durable of a change in the level of 

services extracted. In th.is case, the change is negative since a x/d Px is negative. The 

second expression gives the change in the value of services resulting from following a 

different expansion path. In this case, with two variables, f of necessity is positive, and 
xy 

the slope of the isoquant increases with increases in the variable price of durable services. 

Thus, the sign of dV(x)/dpx is indeterminate. 

Another analytic result could be obtained for changes in v(X)· associated with output 

price changes, i.e., changes in p. The result is: 

dV(x)/dp = pf [x,m(x,p ,p )] ox/ d-9 - x x 'f' 
x 

(4.82) 

+ f pf [x,m(x,p ,p )] dx >Q 
0 x x y 

since x/ p exceeds zero. 

Consider another variant of the problem. Suppose the firm is committed to an 

output level q and experiences an increase in variable input price for the durable services. 

That is the circumstances facing utilities--they are required to meet demand but may 

experience variable price increases without a corresponding increase in output price, at 

least in the short run. To explore the analytic results of such a circumstance, let the 

*The formula used to find the first-order conditions of an integral can be written as: 

J J f(s,x) ds = ~ 2-- [f(s,x)ds] + f(q,x) ~ - f(p,x) ~ 
x p P ax 

• 
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isoquant relationship, that is, combinations of x and y that produce the same output q, 

equal: 

(4.83) q = f(x,y) or -1-y = f (q,x) 

To find the optimal amount of durable services to extract, we set f 1(q,x) equal to 

m (x,p ,p ) and obtain: 
x 'Y 
(4.84) i = g(px,py,q) 

Then, the value _gf services attributable to x equals: 
x 

(4.85) V(i) = ! pf [x,m(x, p , p )] dx 
0 x x y 

That is i is the level of services at the point of intersection between the expansion 

path y = m(x, Px' py) and isoquant q (see Figure 4.11). Further, as the slope of the 

expansion falls with increases in Py or rises with increases in Px' we obtain: 

(4.86) d x/dpy > 0 and 

d x/ dpx < 0 

The impact on V(i} of changing px or Py can then be written as: 

(4.87) dV(i)/dp =pf [x,m(x,p ,p )] ax/ ap 
XX X'f 

-x 
+ ! {pf [x,m(x,p ,p )] am/ apx} dx 

0 Ky X'f 

Again a x/ap is negative while a m/a p is positive, leaving the sign of (4.87) 
x x 

indeterminate for the reasons already described. 

Still other questions not usually asked can be answered using the results of the PET. 

For example, we may wish to know the level of nondurable input y that leaves returns 

from the durable just equal to its cost. The answer to this question can be found by 

solving the expression: 

-1 
m (y,px,p.) 

(4.88) f {pf [x,m (x,p ,p )] - c(x) } dx - FC = 0 
0 x x 'Y 

where c(x) is the variable cost associated with extracting services from the durable. 

The earlier introduced PET theorem was proven for the case of two inputs. 

However, by mathematical induction, if we can show that if it holds for the case of three 

inputs, then it holds for the case of n inputs. Therefore, we introduce the new theorem 

for the case of three inputs. 
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The Product Exhaustion Theorem for Three Inputs 

Theorem 2. 

Proof: 

Suppose a general production process is a continuous process defined over 

arguments x, y and z. That is, let w = f(x,y,z). Then, if the following 

binary relationships exist: x = rn(y), y = g(z) and z = h(x), 

-1 -1 f(x,y,z) = f f (x,m (x),h(x))dx + f f (m(y),y,g (y)) dy 
x x y y 

-1 + ~ f z (h (z),g(z),z) dz 

Substitute into f(x,y,z), rn -l(x) for y and h(x) for z. Then, the derivative of 

f with respect to x after the substitution equals: 

-1 
fx = fxdx + fymx (x)dx + fzhx(x) dx 

By the fundamental law of calculus, the sum of the anti-derivatives of the 

partials equals the original function f. That is: 

f f dx + f f rn -l(x)dx + f fzhx(x)dx = f 
x x x y x x 

By the change-of-variable technique, the following equalities hold: 

-1 -1 -1 f f (x,m (x),h(x))m (x)dx = f f (m(y),y,g (y}) dy 
x y x y y 

and 

-1 -1 
~ f z (x,m (x},h(x}) hx(x)dx = ~ f z (h (z},g(z},z) dz 

Then, after making the required substitutions, we can write: 

I f dx + I f dy + I fzdz = f 
x x y y z 

Completing the Example 

The theoretical foundations have been laid to answer all the investment/dis

investment-related decisions for the firm which extracts services from a single durable. 

The within-period decisior:i depends on variable costs--costs which in turn depend on the 

relationship between the durable's operating capacity and lifetime capacity, and the 

market price of the remaining lifetime capacity. Then, benefitting from a new theorem, 

services from an input can be valued by integrating the constrained partial derivative over 

the amount of the input employed. Once the value of services is measured, net returns 

which account for time costs determine the economic life of the durable, with the 



92 

disinvestment to be made when the returns in the last period equal the annualized average 

of the net returns in previous periods. This rule is, of course, subject to the provision that 

lifetime capacity never falls below zero. In practice, the equality either is not always 

met, or it may be met in every period, or not at all. 

Throughout this paper, the investment/ disinvestment problem has been illustrated by 

a simple example. To complete the analysis under certainty and to illustrate the step

wise solution procedures this paper has outlined, we complete our example--see equation 

(4.24). 

STEP 1 

Let s, the period for which the durable is held, be two and let output be generated 

from durable services u(t) combined with a variable input x(t). Then, form the multi

period gain function G equal to: 

(4.89) G = pu(l) (a /bF2 (l+r)-l + pu(2) (a / b)112 (l+rf 2 

- ( (l+u2(1)) a+ (r+d+rd) t*2a] P (l+rf1 (l+df1 

- ( (l+u2(2)) a + (r+d+rd) F(2)] P (l+rf2 (l+d)- 2 

- p u(l)2 (a/b)112 c (l+rf 1 - p u(2)2 (a/b)112 c (l+rf2 
x x 

t-1 
such that F(t) = t* 2a - E [l+u2(j)] 

j=l 
u(j) ~ 0 ¥j = 1, .•• , s 

where P is the average price of a unit of service--see equation (4.3). 

STEP 2 

Differentiating with respect to choice variables u(l) and u(2), we obtain determin

istic solutions for optimal u*(l) and u*(2) equal to: 

(4.90) u*(l) = p(a/ b)112 / 2 P (a(l+d)- l - (r+d+rd) (l+d)- 2 (l+rf 1 + pxc(a/b>1f2 P-11 

(4.91) u *(2) = p(a/ b)112 I 2 (P(l+df2 + pxc (a / b)1121 

and, since x(t) and u(t) have a deterministic relationship, we can write: 

(4.92) 

(4.93) 

x*(l) = u• 2(1) c(a/b)112 

x*(2) = u• 2(2) c(a/b) 
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STEP 3 

Were more than just durable services used in producing an output, Step 3 would 

identify returns to the durable in each time period by integrating the constrained partial 

derivative of G with respect to u(t) over u•(t) in accordance with the PET. The result 

would be a net return for each period. Since, in our model, only the durable is used in the 

production process, we write the net returns in periods l and 2 as: 

(4.94) g(l) = pu•(l) (a/b)112 - [ 1 + u•2(I)a + (r+d+rd) t*2a 1 P (l+d)-l - Px u• 2(1) c(a/ b) 

and 

(4.95) g(2) = pu*(2) (a/b)112 - [ 1 + u• 2(2)a + (r+d+rd) F(2) 1 P (l+d)-2 - px u• 2(2) c(a/b) 

STEP 4 

Having now determined g(l) and g(2), we are prepared to answer the question: is it 

time to disinvest? Compare the expression below: 

(4.96) g(2) ~r [g(l) (l+rf1 + g(2) (l+r)- 21 I [I - (l+rf21 

If the expression is true, g(2) exceeds the annualized average of g(l) plus g(2) and 

should not be replaced. If false, the process·returns to Step 1 and considers an alternative 

value for s. 

STEP 5 

After determining optimal utilization and life of the durable, and the analysis has 

been completed for all relevant durables, then select the one with the largest annualized 

return over its economic life. If positive, invest. 

Special Topics 

Having established a generalized procedure for solving durable investment/ disinvest

ment and use decisions, we now focus on two issues of interest to utilities which have 

implication for our model results. The first one is whether or not the rate base--the 

investment in durables--should be based on replacement or book value. The results may 

be surprising. The issue is: how the model can be adopted to conditions of required 

service levels. That is, suppose an output q is required. In this case, the utility company 

does not have an option of deciding what level of service to provide. To complicate 

matters further, this required level of demand likely varies. 
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In this situation, the utility's control variables are the size and type of durable, and 

when to invest and disinvest. An approach to this problem will be discussed. 

Inflationary Impacts on Control Costs 

The analysis thus far has ignored inflationary impacts on the model and the resulting 

optimum decisions. Output prices and input prices were assumed constant; and, while the 

average price of the durable declined, it was assumed to be as a result of new technology 

and use. Moreover, the control rate and time discount rate r were assumed to be time 

preference rates, not subject to inflation. 

Now, introduce an inflation rate i into the model and observe the results. Let the 

output price p, the input price p , the durable price P(t), and the discount rate r all 
x 

increase by an inflation rate i. Were inflation introduced in this manner, there would be 

no impact on the decisions made by the firm, because increasing the time discount rate by 

(l+i) in each period exactly cancels the inflationary impact on output price, input price, 

and the durable's price P(t). 

The control rate is not increased by inflation because capital gains exactly offset 

the inflationary increase in the control cost. Nevertheless, consideration of the 

appropriate rate to charge for control cost allows us to consider an issue of some 

importance to the utilities. 

The issue is: should the control cost be charged on the replacement cost of the 

durable or on its depreciated purchase price? That is, should utilities be allowed to earn a 

return on the replacement or book value of their assets? Our results show three 

equivalent methods, any one of which should be permitted. 

Consider the first of three methods for charging control costs under inflation. For 

illustrative purposes, we exemplify the results • by assuming the firm has acquired a 

durable of value V which earns a constant real return R, both of which inflate by rate i. 

Moreover, let the durable's life be n periods and the time preference rate be r. Then, 

method (1) charges a control cost rate of r on the replacement (inflated) cost of the 

durable but ignores capital gains that accrue to the firm. The present value of cost C, 

then, equals: 

(4.97) C(l) = r V (l+i) I (l+i) (l+ r) + ... + r V (l+i)n I (l+i)n (l+r)n 

= V [ 1 - (l+r)-n] 

The second method charges an inflated control rate of r+i+ri times the book or 

purchase pr ice of the durable. The result is: 

(4.98) C(2) = (r+i+ir) V I (l+i) (l+r) + ... + (r+i+ir) V I (l+i)n (l+r)n 

-n -n = V [ 1 - (l+r) (l+i) ] 
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The third method charges an inflated control cost rate r+i+ir on the inflated durable, 

but reduces cost by the amount of capital gains. 

(4.99) C(3) = (r+i+ir) V (l+i) I (l+i) (l+r) + ... + (r+i+ir) V (l+i)n I (l+i)-n (l+r)-n 

- (i+ir) V (l+i) I (l+i) (l+r) - ..• - (l+ir) (l+i)n V I (l+i)n (l+r)n 

= V [ 1 - (l+rfn] 

The present value of costs C(l) exactly equals the present value of costs C(3) net of 

capital gains. Further, while C(2) differs slightly from C(l) and C(3), in the limit, when n 

is large, the difference is not significant. So, we conclude that allowing utilities to 

charge control costs based on an inflated control rate applied to book value is an 

acceptable alternative to being allowed to charge a control rate discounted for inflation 

applied to replacement cost of the durable. 

Meeting Time-Varying Required Levels of Outout 

The second special topic considers how our analysis to date would be changed by the 

firm not being allowed to choose a desired level of output but rather being required to 

meet the demand. Let that time-varying level be: 

(4.100) Q(t) = u(t) (a/ b)112 

The multi-period gain function could then be written as: 

(4.101) G = pQ(l) (l+rf1 + .• . + pQ(s) (l+rf5 

- { [a+bQ2(1) + (r+d+rd) t*2a] (l+d)-l P + px(b/ a)112 Q2(1) c } (l+rf1 

such that: 

and 

t-1 
F(t) = t*2a - E [a+bQ 2(t)] 

j=l 

F(t) ::_ 0 for t = 1, ... , s 

Then, if in fact 11a11 and "b11 are choice parameters determining the rated capacity 

and life of the durable, the multi- period gain function restricted to meet demand levels 

Q(t) can be differentiated and solved. Since the derivatives of G with respect to "a" and 

"b" are not simple and lend to no intuitive information, except that they depend on 
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weighted values of Q(t), they are not reported here. Obviously, analysis involving more 

periods would add additional weights to consider, weights which depend, of course, on the 

required levels of outputs Q(l), Q(2), . . . These problems, because they become quite 

complicated, can best be solved with the aid of a computer. 

Including the Cost of Uncertainty 

Into the previous analysis, we now include another consideration--uncertainty. 

Uncertainty produces different responses by decision makers, depending on their marginal 

utility for income. Assume that, by applying the expected utility hypothesis, we have 

identified a decision maker's utility function U, a function that exhibits diminishing 

marginal utility so that U' > 0 and U" < 0 (see Figure 4.12). 

The cost of risk to a decision maker can be defined and measured using the utility 

function U. Assume the decision maker, whose utility function is illustrated in 

Figure 4.12, owns an investment which will, with equal probability, earn w - x or w + x. 

We propose, as others do, to define the cost of risk for this decision maker as the amount 

the decision maker would subtract from his expected income to eliminate uncertainty. 

Note that the utility of expected income plus wealth w, for concave utility function U(w), 

is greater than the expected utility of the gamble represented as EU(w), so that our 

decision maker would pay some positive amount to eliminate the uncertainty. In 

particular, he would pay an amount- ir since, for that amount, he is indifferent between the 

certain income w - ir , valued at U(w - ir ), and the expected utility of income plus wealth, 

equal to 1/ 2 U(w - x) + 1/2 U(w + x). The amount ir we call the cost of risk. 

Note the important relationship between the cost of risk ir and the curvature of U, 

measured by the negative ratio of - U"/ U'. As long as U" is negative, the function is 

concave and rr is positive. In general, as U" approaches zero, that is, U approaches the 

straight line AB, the cost of risk diminishes. So, for decision makers who have constant 

marginal utility for income, which is what a linear utility function infers, there is no cost 

of risk. In fact, should U" > O, the decision maker would pay a premium to assume the 

gamble. The important lesson is that the cost of risk depends on decision makers' 

attitudes towards additional income, as well as on the uncertainty of the action choices. 

To measure the cost of risk under more general conditions than the two-outcome 

uncertainty case described earlier, let x represent uncertain outcomes of a gamble with 

expected value 0 and variance a 
2. Then, if we have measured the cost of risk accurately, 

the decision maker will be indifferent between the expected utility of the action choice 

with uncertain income and the action choice that earns w - .,. with certainty. We express 

this indifference as: 
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(4.102) EU(w + x) = U(w - rr) 

To obtain a closed form expression for 1T , we follow Pratt (1964) and expand both 

sides of (4.102) around 1T and x using a Taylor polynomial and ignoring higher-order terms. 

The left-hand side equals: 

(4.103) 
2 

EU(w + x) = E[U(w) + xU'(w) + ~ U"(w) + .•• ] 

and, after finding the expectations on the right-hand side of (4.103) and ignoring higher 

moments, we can write: 

(4.104) 
02 

EU(w + x) = U(w) + U"(w) 2 

Next, the right-hand side of (4.102) can be expanded as: 

(4.105) U(w - 'IT) = U(w) - 1T U'(w) + .•. 

Finally, after equating the right-hand sides of (4.104) and (4.105) and solving for 

we obtain: 

(4.106) 1T = -U"(w) a2 

U'(w) 2 
We have now shown explicitly the relationship between the curvature of U, measured by 

R(w) = -U"/U' and the risk premium measure TT. Moreover, the measure R(w) is unique 

since, for any linear transformation of U, say u• =a + b U(w), the curvature measure 

R(w) is unaltered. 

An additional interpretation of R(w) can be made if the decision maker's opportunity 

set is described by an expected value-variance (EV) set. Such an opportunity set implies 

that , for the decision maker, the cost of risk is positive since, between action choices of 

equal means, he chooses the variance-minimizing choice. Consider the EV opportunity set 

AB in Figure 4.13. The pref erred action choice from the set AB is, of course, identified by 

the tangency between the isoexpected utility function U'U and AB. In Figure 4.13, this 

solution is represented by expected wealth, wl' and variance o ~· 
The solution could also be identified by drawing a linear tangent to the EV set so 

that slope R(w)/2 equalled the slope at equilibrium between the EV set and the 

isoexpected utility function. In Figure 4.13, this tangent line identifies expected income 

as a function of some certain income w 
0 

and variance. 

(4.107) 

Nate that w1 - w 
0

, that is, the difference between the expected value of an action 

choice and the certain income that leaves the decision maker indifferent between the 

uncertain action choice and the certain income, equals what we defined earlier as the cost 

of risk. Further, rearranging (4.107), we have: 
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Equilibrium between an EV Efficient Set and a 
Decision Maker's Isoexpected Utility Function 
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(4.108) w - w 
l 0 

100 

= 1T 

The expression in (4.108) is, of course, identical to the expression in (4.106), so that 

our curvature measure -~',' can also be interpreted as the equilibrium slope on an EV set. 

However, it is only an approximate measure. The true measure in Figure 4.13 would be 

the difference between w1 - wU, while our approximate measure is w1 - w 
0

• Still, our 

approximation is useful because it provides us an expression for the certain~y equivalent 

value of an action choice. Moreover, we can maximize this certainty equivalent, which is 

valid for a wide range of decision makers, without knowing the specific form of their 

utility function--provided we choose the appropriate R(w). As a result, we can modify 

our objective function G by subtracting the cost of risk. If R(w) is constant, of course, 

the risk cost approximation represented by (4.108) is an exact measure. This is the case 

for the class of investors whose utility functions are described by negative exponentials. 

Now, having obtained a method for measuring the cost of risk, we ask: what gives 

rise to uncertainty (represented by variance in our model)? Several possibilities exist. 

These include uncertain output and input prices, uncertain salvage prices due to an 

uncertain discount rate d, an uncertain capital cost rate r, an uncertain rated capacity 

and user cost, or an uncertain input-output relationship. The source of uncertainty will, 

of course, influence the cost of risk. If output price is uncertain, as is usually assumed, 

with variance equal to cr 
2 and expected value p, the cost of risk is output squared times 

the variance of risk, and the single-period risk discounted gain function can be written, 

with the last term equalling the cost of risk, as: 

(4.109) g{j) = pu(j) (a/b)112 - [(l+u 2(j)) a + (r+d+rd) F(j)] (l+d)-j P 

- p u2(j) c (a/ b>1/2 - R(w) (u(j) (a/ b>1/2J 2 
cr 

212 x 
Ignoring indirect capacity costs and treating R(x) as a constant--equal to the 

average risk aversion coefficient of all participants in the decision process-- we can solve 

for the optimal utilization rate in the j-th period, u(j), under risk. Differentiating (4.109) 

above and solving for u(j), we obtain: 

(4.llO) u(j) = p/ [2(ba)112 (l+d)-j + 2p c + R(w) (a/ b)112 a2] 
x 

Note in (4.llO) the inverse relationship between positive value of R(w), which 

measures risk aversion, and the utilization rate u(j). This inverse relationship implies 

that, if the utilization rate is a decision required before the resolution of uncertainty, 

then the rate selected will be lower as risk aversion R(w) increases. Similarly, the 

utilization rate will decrease with increases in rat ed capacity (a/ b)112 and with increases 

in the variance of output price a2• 
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We earlier related flexibility to time capacity costs. The larger the loss in capacity 

due to time, the larger the output at which average losses in lifetime capacity are 

minimized. This can be demonstrated in our example by letting z(t) be the rated capacity 

(a/b)l/2, and by differentiating with respect to 11a, 11 the coefficient determining time 

capacity losses, to obtain: 

(4.lll) dz(t)/da = l/2(ab)-l/2 >O 

We might ask the question, how will increasing inflexibility, increases in "a, 11 alter 

the optimal service extraction rate? 

On the one hand, increased inflexibility increases the cost of operating at utilization 

rates other than 100 percent--but the costs are not symmetric. It is more costly to 

overutilize than to underutilize (because of the quadratic direct user cost function). So, 

this result alone would suggest the utilization rate would decrease. However, if, on the 

other hand, a larger portion of the costs are fixed, then the cost of risk will be reduced 

and the utilization rate will increase. As a result of these opposing forces, it is not 

surprising that the derivative of u(j) in (4.110) with respect to "a" is ambiguous. 

(4.112) 

A perhaps more relevant introduction of uncertainty is on the demand side. Instead 

of uncertain prices, let the demand for services from the durable be a random variable q 

with expected value Q and variance equal to cr 2. Then, introducing the constraint that 

services from the durable, u(j) (a/b)112, . must ~qual demand q, we can write the risk 

discounted gain function as: 

(4.113) g(j) = pQ - [ (a+ b (cr ~ + Q2) + (r+d+rd) F(j)] (l+d)-j P 

_ p (b/aF2 c ( cr2 + Q2) _ R(w) [p2 cr 2 + { b2 (l+d)- 2j p2 
x q 2 q 

+ p ~ (b/ a) c } cr ~ 2 ] 

where cr 22 is the variance of the squared random variable q. 
q 

The cost of risk with random demand is more complicated than our earlier 

expression for risk costs with random output prices because uncertain demand for durable 

services affects both costs and income. Income obviously is affected since only the actual 

demand gets met, even though the firm's capacity to produce services exceeds demand. 

As a result, capacity costs depend on actual use, which becomes random as demand varies 

stochastically, and which adds to the cost of risk. Variance of q enters in the expected 

value portions of the cost of risk expression, because of the squared q term in measuring 

use~ cost, and, for the same reason, the variance of q 2 enters in the risk portion of the 

equation. 
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If the firm faces random demand, which in the case of utilities must be met, then 

utilization rates can only be altered by changing the capacity of the durable. If it could 

be achieved at no extra cost, perfect flexibility would be desired--a constant average loss 

in lifetime capacity regardless of the demand level. Unfortunately, however, flexibility 

occurs at a cost. In fact, it becomes somewhat of a definitional problem to determine 

when one durable is more flexible than another except by reference to the completely 

flexible durable. 

One way to order durables according to their flexibility is to weight their respective 

average loss curves, e.g., AL1(Q) and AL2(Q), by the probability that Q occurs, namely 

f(Q). Then, in a manner similar to first-degree stochastic dominance (Hadar and Russell, 

1969), define AL~~) to be more flexible than AL2(Q) if: 

(4.114) f (AL1(Q) - AL2{Q)] f(Q)dx 2_ 0 for all Q* e: [-=, =] 
-J:10 

This criterion, however, would leave unranked a large number of durables. Alterna

tively, we may wish to rank the durables according to their respective expected average 

losses. However, this would ignore diminishing marginal utility of income. So, introduce 

a utility function U defined over Q, U(Q). The result would suggest AL1(Q) is more 

flexible than AL2(Q) if: 
co 

(4.115) _£, (U(AL
1
(Q)) - U(AL

2
(Q))] f(Q) ~O 

Although the tradeoffs to obtain flexibility cannot be generally defined, an example 

may help illustrate the division problem. Earlier, we defined a completely flexible 

durable as one whose losses in lifetime capacity equalled services extracted. Letting z(t) 

be services extracted and F(t) - F(t+l) be losses in lifetime capacity, the relationship 

between losses and services extracted could be written as: 

( 4.116) F(t) - F(t+l) =a+ b zc(t) 

' 
If "a" is zero and "b" and "c" are l, the durable is completely flexible (see line OA in 

Figure 4.1). 

Increasing time capacity costs (increasing "a" in our example) or increasing marginal 

losses in lifetime capacity (increasing "b" or 11c11 in our example) would both reduce 

flexibility. Now, suppose the engineers have identified trade-offs in design such that: 

(4.117) ab= k and c = 2 

where k is some constant. That is, reductions in time capacity costs, reductions in "a," 

can only be achieved by increases in the marginal loss coefficient "b." Figure 4.14 

illustrates the extremes with curve AB, which has a minimum time capacity cost, versus 

curve CD, which has a higher time capacity cost but a lower marginal loss coefficient. 
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Increasing 11a11 increases the rated capacity but in the process reduces flexibility for 

output levels less than the rated capacity. 

If our constraint can be considered as an example of tradeoffs in design, then it 

might be useful to explore the design responses for the firm which faces random demand 

for its output which must be met and whose only alternative to adjusting utilization rates 

is to alter the design of the durable. To examine this feature of the model, we substitute 

for bin (4.113) the expression k/a. The result is: 

(4.118) g(j) = pQ - [(a+ (k (o 2 + Q2)/a) + (r+d+rd) F(j)] (l+dfj P 
q 

_ p kl/2 c (o2 + Q2)/a _ R(w) [p2 0 2 + k2 (l+d)-2j p-2 
x q 2 q 
2 2 2 

+px(k/a )co q2] 

Then, differentiating implicitly by "a" and R(w), we find the design response for 

increased risk aversion. Similar differentiations would produce optimal design responses 

to increased uncertainty, etc. Because they are ambiguous and cumbersome, the 

differentiations are not presented here. 

Finally, we consider the uncertainty associated with the cost of extracting services 

from the durable and the uncertainty of the remaining lifetime capacity. 

The relationship between direct user cost and time capacity costs and losses in 

lifetime capacity has up to now been treated as a known relationship. In practice, this 

relationship is uncertain. An example of this uncertain relationship could be expressed as: 

(4.ll9) F(t) - F(t+l) = a + (b + €- ) z 2 ( t) 

= a [l+u2(t)J + (a/ b) u2(t) e: 

where is a random variable with mean zero and variance o 2
• Then, it follows that the 

e: 
cost of risk associated with this uncertainty equals: 

(4.120) 4 2 2 
;r = R(x) [u ( t) (a/b) cr e: ] 

Consider still another source of uncertainty--the remaining lifetime capacity. 

Suppose that, instead of knowing lifetime capacity, we know the probability distribution 

of lifetime capacity and that that distribution can be described by the random variable: 

( 4.121) F(t ) = F(t ) e:-F 

where e: F has expected value of one and variance of cr ~- Then, the variance of lifetime 

capacity can be written as: 

(4.122) 
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The relationship identified above suggests that, as the expected value of lifetime capacity 

declines, so does the variance. 

Consider an example that typifies the expression above. Assume you are considering 

the purchase of a used car--one with 10,000 miles on the odometer. The salesman assures 

you these miles were extracted at the car's rated capacity--still you wonder. If the car is 

a "lemon," it may only last a few thousand miles; on the other hand, if the salesman is 

truthful, it may last as many as 100,000 miles. The range of possibilities, which is in 

direct relationship to the variance, is between 10,000 and 100,000 miles--a very large 

variance. 

Consider the alternative--a 1969 Buick LeSabre with 95,000 miles. How many more 

miles can be left? Possibly 5,000, not more than 10,000. The range of possibilities is 

10,000 miles--a very small range (and variance) of possible remaining lifetime capacities 

compared to the first car. 

The cost of risk associated with uncertain lifetime capacity is primarily associated 

with time depreciation and control costs (and indirect capacity costs in the multi-period 

example) because these are directly related to the lifetime capacity measure. As a 

result, the risk cost in the j-th period associated with uncertain lifetime capacity can be 

written as: 

( 4.123) 11' = R(x) [(r+d+rd) F(t) (l+dfj P] 2 er~ 

These risk costs associated with uncertain remaining lifetime capacity and user cost 

provide a possible explanation for market prices of durables that decline at decreasing 

rates rather than at increasing rates as in equation (4.5) fo r the certainty model: in the 

process of using up lifetime capacity, the variance of remaining lifetime capacity is 

simultaneously reduced. 

In both risk cost functions, increasing risk aversion and variances reduce utilization 

rates below their certainty levels, but, because the derivatives are cumbersome and not 

particularly revealing, we omit them. 

From Theory to Practice 

So far, we have introduced various ways uncertainty may enter the investment/ dis

investment problem. In all cases, uncertainty adds additional costs and alters the optimal 

service extraction rate. Adding risk costs that are related to use in essence makes more 

of the costs variable, resulting in the optimal service extraction rates being smaller than 

is the case where more of the costs are time-related. 

Having made this observation, however, we see how quickly our theoretical model 

can become complicated. As a result, a practical model of any realistic size requires the 

aid of a computer to solve. Such a computer model is introduced and solved in the 

subsequent chapters. 
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GLOSSARY OF TERMS 

Capacity Costs: Those costs occurring because of changes in the 
capacity of the asset to deliver services. 

Capacity Time Cost: A capacity cost resulting from losses in the 
durable's lifetime capacity due to the passage of 
time. 

Control Cost: An inventory cost equal to the rate of return that 
funds committed to the durable could earn (or cost) 
in their next best opportunity. 

Direct User Cost: A capacity cost resulting from the loss of the 
durable's lifetime capacity due to use. 

Durable Assets: Assets which provide services for more than one 
time period. 

Fixed Costs: Those costs that vary with time but not use. 

Indirect Capacity Costs: Those future-period costs (benefits) resulting from 
current-period use decisions. 

Indirect User Cost: An indirect capacity cost equal to the savings 
(costs) resulting from reduced control and time 
depreciation costs due to use in the current period. 

Inventory Costs: Those costs· that occur as a result of holding an 
inventory of services over time. 

Lifetime Capacity: The total amount of services available from the 
durable if services are extracted at the durable's 
rated capacity. 

Maintenance Cost: A capacity cost which modifies the direct user cost 
or time capacity costs. It can also be considered 
to be a durable investment if its services extend 
beyond a single time period. 

Non-Durable Assets: Assets used up in the production process in the 
current period. 

Operating Capacities: The potential range at which services can be 
extracted from the durable. 

Product Exhaustion 'Mleorem (PET): A theorem which provides a method for parti
tioning the total value of a function among the 
input variables--in such a way that the sum of the 
outputs attributed to the input variables just equals 
the total value of the function. 



Rated Capacity: 

Replacement Opportunity Cost: 

Time Depreciation Cost: 

Variable Costs: 
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The operating capacity which minimizes the aver
age loss in lifetime capacity. 

An indirect capacity cost equal to the average 
returns foregone by postponing replacement one 
period. 

An inventory cost (benefit) which is a result of a 
re-evaluation of the durable's remaining lifetime 
capacity by market forces--in addition to those 
changes in the durable's market value as a result of 
time. 

Those costs that vary with use but not time. 



CHAPTER V 

IMPLEMENTING CHOICE THEORY UNDER UNCERTA1NTY 

Robert P. King 

Introduction 

The expected utility hypothesis is the basis for much of the large body of theory 

concerned with decision making under uncertainty. It states that choices made under 

uncertainty are affected by a decision maker's preferences for alternative outcomes and 

by his expectations concerning the relative likelihood of alternative outcomes under each 

of the action choices being considered, and it is the source of a general decision rule 

which integrates information on these two factors. Despite its wide acceptance as a 
I 

theoretical tool, the expected utility hypothesis is often not used in the analysis of 

practical decision problems in which uncertainty has an important impact. This is due, to 

a large extent, to several important operational problems which make implementation of 

decision theory based on the expected utility hypothesis difficult in a practical context. 

One particularly serious set of problems stems from the fact that implementation of the 

expected utility hypothesis requires that some determination be made of the decision 

maker's preferences and expectations. Both have proven to be difficult to measure 

accurately enough to be a reliable basis for the evaluation of alternative choices. 

Another set of difficulties can be attributed to the fact that commonly used optimization 

techniques are not well suited for the analysis of many decisions made under uncertainty. 

As a result, rather severe restrictions are often imposed on the representation of 

decision-maker preferences and expectations and on the types of choices considered. 

This paper focuses on one of the problems identified above- -that of measuring 

decision maker preferences. Shortcomings of existing approaches to the measurement and 

representation of preferences are identified, and a new method for measuring preferences 

is introduced. This procedure was developed as part of an integrated set of techniques 

which also addresses problems related to the determination and representation of 

expectations and the identification of pref erred choices. 

The most direct approach to the measurement of decision-maker preferences is to 

derive the decision maker's utility function. A utility function is a relationship between 

the outcome of a choice and an index of its desirability. It assigns values to alternative 

situations or conditions. As such, a utility function is a highly structured re~resentation 

of a decision maker's preferences. Unfortunately, due to shortcomings in the design of 

preference elicitation interviews (Officer and Halter, 1968), problems in statistical 
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estimation (Knowles, 1980), and respondents' own lack of precise knowledge about their 

preferences (Zadeh, 1973), utility functions also tend to be unreliable representations of 

preferences. Despite such problems, utility functions, once estimated, are usually treated 

as though they were exact representations of preferences. When alternative choices are 

ordered, any absolute difference in the expected utilities associated with two choices is 

taken as a clear indication that one is preferred to the other. As a result, inaccuracies in 

an elicited utility function can cause the rejection of an action choice that is actually 

pref erred by the decision maker. 

Imprecision in the measurement of decision-maker preferences can be recognized 

explicitly in a decision analysis by using an efficiency criterion rather than a single-valued 

utility function to order alternative choices. An efficiency criterion is a preference 

relationship which provides a partial ordering of feasible action choices for decision 

makers whose preferences conform to certain rather general specifications. As such, an 

efficiency criterion can be used to eliminate some feasible choices from consideration 

without requiring detailed information about the decision maker's preferences. In many 

instances, the use of such a criterion may greatly reduce the number of alternatives to be 

considered. If enough alternatives can be eliminated, it may be possible for a final choice 

to be made on the basis of direct comparisons of the distributions of outcomes associated 

with ea.ch of the remaining alternatives. 

First and second degree stochastic dominance (Hadar and Russell, 1969; Hanoch and 

Levy, 1969) are among the simplest and most commonly used efficiency criteria. First 

degree stochastic dominance holds for all decision makers who pref er more to less--i.e., 

for all decision makers having positive marginal utility fo r the performance measure being 

considered. Second degree stochastic dominance places an additional restriction on 

preferences. It requires that the decision maker's marginal utility be both positive and 

decreasing--i.e., it requires that the decision maker's utility function be concave. Other 

efficiency criteria impose additional restrictions on the decision maker's preferences or 

on the nature of the probability distribution of the performance measure. The mean

variance efficiency criterion (Markowitz, 1959) is simply a spec ial case of second degree 

stochastic dominance in which ail probability distributions are normal. Third degree 

stochastic dominance (Whitmore, 1970) is similar to first and second degree stochast ic 

dominance, but it requires the additional assumption that the dec ision maker's utility 

function have a positive third derivative with respect to the performance measure. 

The use of an efficiency criterion to order alternative choices is, in many respects, 

preferable to the use of a single- valued utility function. No direct measurements of 

prefe rences need be made. Rather, relatively easily accepted restrictions are simply 
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imposed on the decision maker's preferences. Unfortunately, however, none of the 

efficiency criteria mentioned above is a particularly discriminating evaluative tool. In an 

application of second degree stochastic dominance by Anderson (1975), for example, 20 of 

48 randomly generated farm plans were in the efficient set. Furthermore, though the 

restrictions on preferences required by most efficiency criteria do not appear to be unduly 

strict, they often run counter to empirical evidence. Again, focusing attention on second 

degree stochastic dominance, despite the fact that strong theoretical arguments have 

been made for the near universality of concave utility functions (Arrow, 1971), the weight 

of empirical evidence indicates that decision makers do at times exhibit increasing 

marginal utility (Officer and Halter, 1968; Conklin, Baquet, and Halter, 1977). 

While the concept of an efficiency criterion is an attractive one, then, efficiency 

criteria have not always proven to be useful tools in practice. There is a need for 

efficiency criteria which are both more flexible and more discriminating than those 

described above. Furthermore, there ls a need for techniques for obtaining measures of 

decision-maker preferences which, though less precise than those used to construct a 

single-valued utility function, facilitate the empirical determination of whether or not a 

particular efficiency criterion adequately represents the preferences of a decision maker. 

In the sections which follow, a more powerful efficiency criterion, stochastic dominance 

with respect to a function (Meyer, 1977 a) ls introduced, and a method for measuring 

decision-maker preferences designed to be used in conjunction with this criterion ls 

presented. 

Stochastic Dominance with Resoect to a Function 

Stochastic dominance with respect to a function ls an evaluative criterion which 

orders uncertain action choices for classes of decision makers defined by specified lower 

and upper bounds, r1(y) and r2(y), on the absolute risk a.version function. The absolute risk 

a.version function (Arrow, 1971; Pratt, 1964), r(y), is defined by the expression: 

(S.l) r(y) = -u11 (y)/u1(y) 

where u1(y) and u11(y) are the first and second derivatives of a von Neumann- Morgenstern 

utility function u(y). In the most abstract terms, values of the absolute risk aversion 

function are simply local measures of the degree of concavity or convexity exhibited by a 

decision maker's utility function. Since u'(y) is assumed to be positive, a positive value of 

r(y) implies a negative value of u11(y) which in turn implies a concave utility function. 

Similarly, a negative value of r(y) implies a convex utility function. As such, the level of 

absolute risk aversion also serves as a local indicator of the extent to which a decision 
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maker is risk averse or risk loving. Following Arrow's definition, an individual is risk 

averse (loving) if, from a position of uncertainty, he is unwilling (willing) to take a bet 

which is actuarially fair (unfair).* Concavity of the utility function and risk aversion are 

synonymous under this definition, and both are implied by a positive value of r(y). A 

negative value of r(y) implies both local convexity of the utility function and risk loving 

behavior. Perhaps the most important property of the absolute risk aversion function, 

however, is that it is a unique measure of preferences, while a utility function is unique 

only to a positive linear transformation.** In effect, then, upper and lower bounds on a 

decision maker's absolute risk aversion function define an interval measurement in his 

preferences. Stochastic dominance with respect to a function orders choices on the basis 

of such a measurement. 

More formally stated, stochastic dominance with respect to a function is a criterion 

which establishes necessary and sufficient conditions for the distribution of outcomes 

defined by the cumulative distribution function F(y) to be pref erred to that defined by the 

cumulative distribution function G(y) by all agents whose absolute risk aversion functions 

lie everywhere between lower and upper bounds r
1
(y) and r

2
(y). As developed by Meyer 

(1977a), the solution procedure requires the identification of a utility function u
0

(y) which 

minimizes: 
1 

(5 .2) ! [G(y) - F(y)] u'(y)dy 
0 

subject to the constraint: 

*Arrow's definition of risk aversion has been the source of some confusion, since 
risk aversion and risk preference have often been equated with an aversion to and a love 
for gambling. Unless some measure of the degree of gambling associated with a 
particular choice is identified as a performance measure and included as an argument in a 
decision maker's utility function, however, his choices are, by the omission of this iactor, 
assumed to be unaffected by the degree of gambling involved. Arrow's concept of risk 
aversion refers only to the characteristics of a utility function with a single argument. As 
Friedman and Savage demonstrate, such a utility function can be used to explain why 
gambling has utility or disutility in certain situations without requiring that preferences 
for gambling per se be measured. 

**Because a utility function is unique only to a positive linear transformation, u(y) 
and 

u*(y) = a+ bu(y), b < 0 

are strategically equivalent, though perhaps highly dissimilar, utility functions. The 
absolute risk aversion functions of these two utility functions are identical, however~ 

r(y) = -u"(y)/ u'(y). 
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(5.3) Vy e: (0, l] * 

The expression in equation (5.2) is equal to the difference between the expected utilities 

of outcome distributions F(y) and G(y). If, for a given class of decision makers, the 

minimum of this difference is positive, F(y) is unanimously preferred to G(y). If the 

minimum is zero, it is possible for an agent in the relevant class of decision makers to be 

indifferent between the two alternatives and they cannot be ordered. Should the 

minimum be negative, F(y) cannot be said to be unanimously pref erred to G(y). In this 

case, the expression: 
1 

(5 .4) f (F(y) - G(y)] u'(y)dy 
0 

must then be minimized subject to equation (5.3) to determine whether G(y) is unanimous-

ly pref erred to F(y). It should be noted that a complete ordering is not ensured by the 

criterion. It is possible for the minimum of both equations (5 .2) and (5 .4) to be negative, 

which implies that neither distribution is unanimously pref erred by the class of decision 

makers being considered. 

Meyer uses optimal control techniques to derive the necessary and sufficient 

conditions for the solution of this problem. These conditions do not represent a closed 

form solution. Rather, they define a rule for determining the absolute risk aversion 

function of the utility function which minimizes equation (5.2)--a rule can be applied if 

the relatively unrestrictive assumption that [G(y) - F(y)] changes sign a finite number of 

times over the interval (0, l] is met. Details of the solution technique are given in Meyer 

(1977a) and an example showing how the solution can be implemented is given in King 

(1979). 

The major advantage of this criterion is that it imposes no restrictions on the width 

or shape of the relevant region of risk aversion space. The interval measurement can be 

as precise or imprecise as is deemed necessary for a particular decision analysis. 

Negative as well as positive levels of absolute risk aversion can lie within the risk 

aversion interval at some or all levels of the performance measure. Less flexible 

efficiency criteria, such as first and second degree stochastic dominance, can be viewed 

as special cases of this more general criterion. The requirement under fi rst degree 

stochastic dominance that the decision maker have positive marginal utility places no 

restrictions on the decision maker's absolute risk aversion function--i.e., r1(y) = - CD and 

r2(y) = 00 for all possible values of y. The requirement under second degree stochastic 

*The range of outcomes is normalized so that all values of y fall on the bounded 
interval (0 , 1). 
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dominance that marginal utility be decreasing as well as positive, on the other hand, 

implies that r1(y) = 0 and r2(y) = Q) for all values of y. 

Stochastic dominance with respect to a function is a remarkably flexible evaluative 

criterion which has considerable potential for use in the analysis of practical decision 

problems. Unlike a single-valued utility function, it does not require that an exact 

representation of the decision maker's preferences be specified. Unlike other efficiency 

criteria, it does not require that fixed restrictions be imposed on the representation of the 

decision makers' preferences. Furthermore, because the bounds on absolute risk aversion 

can be as close or as far apart as desired, stochastic dominance with respect to a function 

can be the basis for a more complete ordering than can be obtained with efficiency 

criteria such as first and second degree stochastic dominance. 

An Interval Approach ·to the Measurement 
of Decision-Maker Preferences 

Stochastic dominance with respect to a function is a powerful analytical tool. 

Before it can be used in an applied context, however, an operational procedure must be 

developed for the determination of lower and upper bounds on a decision maker's absolute 

risk aversion function. A technique for making such interval measurements of decision

maker preferences is introduced in this · section. This proce9ure uses information revealed 

by a series of choices between carefully selected distributions to establish lower and 

upper bounds on an individual's absolute risk aversion function. The degree of precision 

with which preferences are measured--i.e., the size of the interval between the lower and 

upper bound functions--can be specified directly in accordance with the characteristics of 

the problem under consideration. At one extreme, the interval can be of infinite width; at 

the other extreme, it can converge to a single line. 

The procedure for constructing interval measurements of decision-maker pref er

ences is based on the fact that under certain conditions a choice between two outcome 

distributions defined over a relatively narrow range of outcome levels divides absolute 

risk aversion space over that range into two regions: one consistent with the choice and 

one inconsistent with it. The level of absolute risk aversion at which the division is made 

depends solely on the two distributions--i.e., their properties define the two regions. The 

decision maker's preferences, as revealed by his ordering of the two distributions, 

however, determine into which of these two regions his level of absolute risk aversion is 

said to fall. By confronting the decision maker with a series of choices between carefully 

selected pairs of distributions, the region of absolute risk aversion space which is 

consistent with the decision maker's preferences can re~eatedly be divided. With each 

choice a portion of that region is shown to be inconsistent with the decision maker's 
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preferences, and the interval measurement for the level of absolute r isk aversion is 

narrowed. The procedure continues until a desired level of accuracy is attained. Upper 

and lower limits for the level of absolute risk aversion are determined at several outcome 

levels. These values are used to estimate upper and lower limits for the absolute risk 

aversion functions over the relevant range of outcome levels. 

The validity of the statement that a choice between two distributions is, under 

certain conditions, the basis for a division of absolute risk aversion space into regions 

consistent and inconsistent with a decision maker's revealed preferences can be demon

strated using concepts developed by Meyer in "Second Degree Stochastic Dominance with 

Respect to a Function." In that paper, Meyer (1977b, p. 483) proves the following 

theorem: 

Theorem: For cumulative distributions F(y) and G(y) 
y 
f [G(x) - F(x)] dk(x) 2 O ¥y e: [O, l] and 
0 
l 
f [G(x) - F(x)] dk(x) ~ 0 only if 
0 
l 
f [G(x) - F(x)] dk(x) < 0 ¥y e: [O, l]. 
y 

The theorem states that F(y) is pref erred to G(y) by all decision makers more risk averse 

than the utility function k(y) and that decision makers having utility function k(y) are 

indifferent between the two distributions only if G(y) is preferred to F(y) by decision 

makers less risk averse than k(y). * The function k(y), then, can be considered to be a 

*Using Pratt's definition of risk aversion in the large, a decision maker with ut i1i ty 
function u(y) is more risk averse than k(y) if: 

_ K" (y) < _ U" (y) 
K • (y) - U' (y) Vy 

while he is less risk averse than k(y) if: 

_ K" (y) > _ U" (y) 
k' (y) - U' (y ) 

Meyer (1977b) shows that F(y) is pref erred to G(y) by all decision makers more risk averse 
than k(y) if: 

y 
f [G(x) - F(x)] dk(x) > 0 Vy ~ (0, l] 
0 -

and if the inequality is strict for some value of y. He also shows that G(y) is preferred to 
F(y) by all decision makers less risk averse than k(y) if: 

l 
f [G(x) - F(x)] dk(x) < 0 ¥y :: (0, l] 
0 -

and if the inequality is strict for some value of y. 
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boundary function, since it separates a class of decision makers who prefer F(y) from a 

class who pref er G(y). 

If the distributions F(y) and G(y) are defined over a narrow range of outcome levels 

and if the decision maker's absolute risk aversion function can be approximated by a 

constant value A over that range, preference for F(y) implies that A is greater than or 

equal to the minimum value of the absolute risk aversion associated with k(y) . Otherwise, 

the decision maker would be less risk averse than k(y) and his choice would be inconsistent 

with expected utility maximization. Preference for G(y), on the other hand, implies that 

A is less than or equal to the maximum value of the absolute risk aversion function 

associated with k(y), since F(y) is pref erred by all decision makers more risk averse than 

k(y). It should be noted that the assumption that a decision maker's absolute risk aversion 

function can be adequately approximated by a constant value over a narrow range of 

outcome levels is critical here. The theorem stated above does not imply that decision 

makers who prefer F(y) to G(y) are more risk averse than k(y); nor does it imply that 

decision makers who pref er G(y) to F(y) are less risk averse than k(y). With the 

assumption of constant absolute risk aversion in the neighborhood of a given system 

output level, however, it can be inferred that decision makers who prefer F(y) to G(y) are 

not less risk averse than k(y) and those who pref er G(y) to F(y) are not more risk averse 

than k(y). 
• 

The properties of a utility function which serve as a boundary function between two 

distributions are dependent upon the two distributions.* By careful selection of 

distributions, a boundary function can be placed anywhere in risk aversion space. A series 

of questions can be devised, then, which allows the repeated reduction of region of risk 

aversion space con~istent with the revealed p references of a decision maker, thereby 

narrowing the interval measurement of absolute risk aversion. 

A simple example will help to illustrate how the procedure works. Consider the 

three outcome distributions given in Figure 5.1. Each contains six possible outcomes 

which are said to have equal probability of occurring. Using the criterion of second 

degree stochastic dominance with respect to a function, it can be shown that dis tribution 1 

is pref erred to distribution 2 by all dec~ion makers whose level of absolute risk aversion 

is greater than .0005 over the range of outcome levels covered by these t wo distributions. 

Distribution 2, on the other hand, can be shown to be pref erred by all decision makers 

*A boundary function does not exist fo r each pair of distributions. One would not 
exist, for example, if one distribution dominates the other by firs t degree stochastic 
dominance. Similarly, the existence of one boundary func tion does not preclude the 
existence of others. 
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1. Compare distributions 1 and 2 and indicate which one you pref er. If you 

pref er distribution 1, go to question 3; otherwise, go to 

question 2. 

2. Compare distributions 1 and 3, and indicate which one you pref er. 

3. Compare distributions 2 and 3, and indicate which one you pref er. 

Distributions 

--
1 2 3 -

2100 1000 1750 

2400 2050 1950 

2550 2650 2500 

3100 3800 2750 

3250 3900 3950 

3450 5200 4000 

Figure 5.1. A Sample Questionnaire for Interval Preference Measurement 



118 

whose level of absolute risk aversion is less than .0001. The two distributions cannot be 

ordered by unanimous preference over the interval (.0001, .0005), which can be termed a 

boundary interval in risk aversion space.* If a decision maker prefers distribution l to 

distribution 2 and if it is reasonable to assume that his absolute risk aversion function can 

be adequately approximated by a constant value over the range of outcome levels covered 

by these distributions, then it can be concluded that his level of absolute risk aversion 

over that range is not less than .0001, since there is unanimous preference for 

distribution 2 by decision makers less risk averse than .0001. Similarly, if he prefers 

distribution 2, it can be concluded that his level of absolute risk aversion is not greater 

than .0005. Preference for either one of the two distributions, then, identifies a 

particular portion of risk aversion space within which his own risk aversion function does 

not lie. 

Boundary intervals can also be identified for distributions l and 3 and distributions 2 

and 3. For distributions l and 3, the interval is (-.0001, .0001), with distribution 3 

preferred below the boundary interval and distribution l pref erred above it. For 

distributions 2 and 3, the interval is (.0005, .0010), with distribution 2 preferred below and 

distribution 3 pref erred above. 

Using this information as a guide, the series of questions at the top of Figure 5.1 was 

specified. They take a form similar to that of a programmed learning text. The decision 

maker is al ways asked to answer the first question, but which of the second two questions 

he answers will depend on the choice he makes in the first. Consider the case where the 

decision maker prefers distribution 2 to distribution 1 in responding to the first question. 

This implies that his level of absolute risk aver<::ion is less than .0005. He is then directed 

to indicate his preference between distribu tions 1 and 3. If he prefers distribution 1, his 

level of absolute risk aversion is shown to be greater than -.0001. This combined with the 

information from the first question indicates that his level of absolute risk aversion lies 

on the interval (-.0001, .0005). Had he preferred distribution 3, his level of absolute risk 

aversion would have been shown to be less than .0001, which, when combined with the 

information from the first question, indicates that it lies on the interval (- a>, .0001). Note 

that, given his response to question 1, the comparison required in quest ion 3 would not 

have provided any new information. It could serve, however, as a consistency check, since 

preference for distribution 3 in this case would not be consistent with preference for 

distribution 1 in the first question. 

*The absolute risk aversion function associated with a boundary function for these 
two distributions lies everywhere within this interval over the range of outcome levels 
being considered. 
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Upper and lower bound absolute risk aversion functions constructed using this 

procedure for two decision makers are shown in Figure 5.2. Each is based on interval 

measurements made over four income ranges. Note that the slopes of the absolute risk 

aversion functions are not restricted. For decision maker A, the bounded interval slopes 

downward as income levels increase; while for decision maker B, J t slopes upward and then 

downward. It should also be noted that the interval measurements for both decision 

makers contain negative as well as positive values at some income levels. When absolute 

risk aversion functions are derived from empirically estimated utility functions, on the 

other hand, their form is often severely limited by the functional form used to estimate 

the utility function (Lin and Chang, 1978). It should also be noted that the interval 

approach to the measurement of preferences avoids another common problem encountered 

in the estimation of single-valued utili t y functions. Because all questions posed require a 

choice between two uncertain prospects, biases due to preference for an aversion to 

gambling per se (Officer and Halter, 1968) are avoided. The greatest strength of the 

procedure, however, is its flexibility, which allows the analyst to specify the degree of 

precision with which preferences are measured and represented. 

Implementation of the Procedure 

The discussion in the preceding section outlines the procedure by which interval 

measurements of decision-maker preferences can be constructed. It does little to explain 

how appropriate sample distributions can be selected, however, or how the boundary 

interval for any pair of distributions can be identified. The implementation of the 

interval approach to the measurement of decision-maker pre fe rences ·s described in detail 

by King (1979). Briefly, however, four steps in the implementa ion process can be 

identified: the specification of a measurement scale, the generation of sample distribu

tions and the identificatio n of a boundary interval for each pair of distr ibutions, 

construction and administration of the questionnaire, and the use of interval preference 

measurements to order alternative choices. 

Implementation of the interval approach begins with the specification of a measure

ment scale--a se t of reference levels in absolute risk aversion space which serves as the 

basis for preference measurements. Because this scale determines the degree of precision 

with which preference measurements can be made, careful attention should be given to its 

specification. Two related questions which must be considered in specifying the 

measurement scale are: how many reference levels to include in the measurement scale 

and where to locate these levels on the scale. 
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Interval Preference Measurements for Two Decision Makers 
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The number of reference levels on the measurement scale depends to a large extent 
I 

on the number of choices the decision maker will be asked to make in measuring absolute 

risk aversion in the neighborhood of any particular system output level. There is a direct 

relationship between the number of questions to be asked and the minimum number of 

reference levels on the measurement scale. In general, if a series of N choices is to be 

made, the measurement scale should be comprised of at least 2N reference levels. 

Once the number of reference levels to be specified has been determined, their 

location in risk aversion space must be established. Reference levels on the measurement 

scale need not be placed at regular intervals. In many instances, it is desirable to 

concentrate reference levels in that region of absolute risk aversion space where the 

decision maker's actual level is expected to fall or in the regions where relatively small 

changes in absolute risk aversion have the greatest impact on preference orderings. 

Experience to date indicates that most of the detail on the measurement scale should be 

concentrated in the risk aversion interval between - .0001 and .0010. Actual measurements 

for a variety of decision makers have tended to fall most frequently within this interval, 

and tests on several empirical decision problems have indicated that choices are most 

strongly affected by changes in absolute risk aversion within this range. 

Once a measurement scale has been specified, sample probability distributions which 

serve as the basis for the choices used to reveal the decision maker's preferences must be 

generated, and a boundary interval must be identified for each pair of distributions. 

These tasks are accomplished by a computer program for which the measurement scale 

serves as an input. 

The sample distributions are constructed in a random manner by generating several 

hundred variates from a user-specified distribution and grouping them into sets of six 

observations each. Each set of observ~tions is considered to be a distribution of 

outcomes, and each element is said to have a one-sixth probability of occurrence. These 

distributions should be defined over a relatively narrow range of outcome levels, since the 

decision maker's level of absolute risk aversion is said to be constant over that range.* In 

past applications, six elements have been included in each distribution. More complex 

distributions would make decision makers' choices unduly difficult, while distributions 

with fewer elements may not be rich enough to make the choice interesting. The use of 

six-element distributions also facilitates· explanation of the choice situation to the 

*Experience to date indicates that a re.nge of five to ten percent of the entire range 
of system output levels over which preferences are to be measured is adequate. 
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decision maker, since the probability of any one element occurring can be equated 

directly to the probability of obtaining a specified number of dots on a single role of a die. 

There is no theoretical reason why distributions with either a larger or smaller number of 

elements cannot be employed, however. 

Given the measurement scale, the program that generates the sample distribution 

uses the criterion of second degree stochastic dominance with respect to a function to 

identify the narrowest boundary interval for each pair of distributions. Absolute risk 

aversion intervals defined by adjacent reference levels on the measurement scale are 

tested iteratively to identify (1) the highest reference level, .X 1, such that all decision 

makers less risk averse than A. 1 pref er one distribution, and (2) the lowest reference level, 

.X 2, such that all decision makers more risk averse than A. 2 pref er the other distribution. 

These two reference levels define the boundary interval ( A.l' A-2) for that pair of 

distributions. 

At least one pair of distributions for which the boundary interval lies between any 

two adjacent levels on the measurement scale should be identified by this procedure if 

enough sample distributions are considered. Once this has been done, a series of questions 

can be formulated, with each question focusing on a different interval. As was noted 

earlier, the questions take a form similar to that of a programmed learning text, directing 

the decision maker through a hierarchy of comparisons designed to continually increase 

the precision of the interval measurement. In general, each question should focus on an 

interval in the center of the region of absolute risk aversion space consistent with the 

decision maker's prior choices. The number of outcome levels at which direct measure

ments of absolute risk aversion are to be made is determined by the analyst. Experience 

to date has shown that direct measurements in the neighborhood of three to four outcome 

levels provide an adequate basis for the construction of an absolute risk aversion function 

over even a broad range of outcomes. If, for example, annual income is the performance 

measure for which preference information is to be elicited and the relevant income range 

is from 0 to $20,000, direct measurements of absolute risk aversion could be made in the 

neighborhood of $3,000; $10,000; and $17,000. 

Before the questionnaire is administered, the decision maker should have a clear 

understanding of its objective, which is t o obtain an accurate representation of his 

preferences. The outcome measure for which preferences are to be measured should 

already have been clearly defined and should be recognized by the decision maker to be 

the primary performance indicator he will consider when making a choice in the situation 

being analyzed. 
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Administration of the questionnaire and interpretation of the results are straightfor

ward. Completion of a questionnaire comprised of four three-question series takes 

approximately 20 minutes. Experience to date has shown that decision makers find this 

preference elicitation procedure more interesting and more informative than the inter

view process required to elicit a single-valued utility function. 

Finally, interval preference measurements are used in combination with the 

evaluative criterion of stochastic dominance with respect to a function to order the 

action choices being considered by a decision maker. Upper and lower bound absolute risk 

aversion levels for each of the outcome ranges over which direct preference measure

ments have been made and the outcome distributions to be ordered must be specified by 

the user of the computer program whicn accomplishes this task. 

In many decision situations, a large, if not infinite, range of choices may be open to 

the decision maker. Therefore, a systematic technique for the identification and 

evaluation of a large number of possible strategies is also needed if interval preference 

measurements and the criterion of stochastic dominance with respect to a function are to 

be of use in the solution of practical decision problems. The generalized risk efficient 

Monte Carlo programming model developed by King incorporates the criterion of stochas

tic dominance with respect to a function into an optimization framework. This procedure, 

which is described in detail elsewhere (King, 1979), is flexible enough to be applica~le in a 

wide range of decision situations and does not require that important simplifying 

assumptions be made concerning the representation of decision-maker preferences, the 

form of the outcome distributions associated with the strategies considered, or the nature 

of the decision rftoblem itself. 

An Empirical Test 

A simple experiment was designed and conducted to test the efficacy of the interval 

approach to the measurement of decision-maker preferences. Three questionnaires were 

administered to a group of graduate research assistants in the Department of Agricultural 

Economics at Michigan State University. The first questionnaire employed the procedure 

described in the preceding sections to obtain an interval measurement of each subject's 

absolute risk av.ersion function. The second questionnaire was used to elicit information 

required for the construction of a single-valued utility function for each subject. Finally, 

in the third questionnaire, the respondents were asked to make a series of six choices 

between pairs of distributions, each distribution being comprised of six elements and each 

being defined on the interval over which preferences had been measured. Information 

from the first two questionnaires was used to predict the choices made by each 
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respondent in the third questionnaire, and these predictions were compared to the actual 

responses. In this way, the accuracy of each of the two approaches to the measurement 

of preferences was tested. 

In evaluating each approach, two criteria were considered: the number of correct 

predictions and the number of choices for which a definite ordering was made. A 

prediction was said to be correct if the respondent's actual choice was not excluded from 

the efficient set of choices and incorrect if it was excluded. The preference measure 

having the highest proportion of correct predictions was said to be the more accurate 

according to this criterion. Concern with the proportion of correct predictions is 

analogous to concern with the probability of Type I error in a statistical test, the latter 

being the probability that a true statement will be judged to be false and be rejected. 

This measure of accuracy is not a good indicator of the relative discriminatory power of 

preference measurements based on these two approaches. The criterion of first degree 

stochastic dominance, which holds for all decision makers who pref er more of the 

performance measure to less, should never exclude a pref erred choice from the efficient 

set and so should be perfectly accurate according to the criterion defined above. Often, 

however, it also fails to exclude many choices from the efficient set. A single-valued 

uti!ity function, on the other hand, is the basis for a complete ordering of choices--i.e., it 

always leads to an efficient set having a single element. Therefore, the number of 

choices actually ordered was also considered. Concern with this measure of discrimina

tory power is analogous to concern with the Type II error associated with a statistical 

test, which is the probability that a false statement will be judged to be true and not 

rejected. 

Clearly there are trade-offs between the accuracy and the discriminatory power of 

a preference measurement. Unlike other measurement techniques and evaluative criteria, 

the combined use of interval preference measurements and stochastic dominance with 

respect to a function permits explicit consideration of these trade-offs. As the precision 

of the interval measurement increases, it becomes a more discriminating basis for the 

ordering of choices, but the probability of excluding pref erred choices from the efficient 

set also increases. Such trade-offs between accuracy and discriminatory power were also 

analyzed in the experimental test of the interval approach to the measurement of 

preferences. Direct interval measurements of absolute risk aversion were made at three 

levels of income--the relevant performance measure in this instance. These measure

ments were based on a sequence of four questions at each income level. By constructing 

interval measurements on the basis of information available at the end of each question, 

however, four preference measurements--each more precise than the one which preceded 

it--were made for each subject. 
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Nine of ten subjects correctly completed all three questionnaires. Since each 

subject made six choices on the third questionnaire, each preference measurement was 

used to predict a total of fifty-four choices. The results of the experiment are presented 

in Table 5.1. They show that there is a clear trade-off between accuracy and discrimina

tory power. First degree stochastic dominance and the single-valued utility function are 

at opposite extremes in this trade-off relationship, and the interval measurements are 

arrayed between the two. Several factors should be noted. With regard to -the accuracy 

of the interval measurements, it falls at a relatively constant rate as the number of 

questions posed increases, but even at the higher levels of precision it exceeds that 

realized with the single-valued utility function. The discriminatory power of the interval 

measurements, on the other hand, increases dramatically as the number of questions asked 

at each income level increases. In contrast, first and second degree stochastic dominance 

clearly do not discriminate well among the distributions which were the basis for the 

decision makers' choices. 

Concluding Remarks 

The interval approach to the measurement of decision-maker preferences and the 

criterion of stochastic dominance with respect to a function greatly facilitate the 

application of decision theory based on the expected utility hypothesis in the analysis of 

practical decisions. As was noted earlier, they can be used in conjunc tion with a general 

procedure for the identification of preferred choices to further extend the usefulness of 

this body of theory in the solution of complex decision problems. These techniques need 

further refinement, however. 

Ref erring specifically to the interval preference measurement technique, which was 

the focus of this paper, there is a need for further experiments to identify measurement 

scales that will be well suited for use in a variety of decision situations and a need for 

improvements in the mode of questioning by which information on preferences is elicited. 

Research which will be useful in making such refinements is currently underway at 

Michigan State University. Another important need is for more research on the 

representation of preference relationships which depend on more than one performance 

criterion and for the development of multivariate stochastic dominance criteria. So me 

work has been done in the latter area by Levy and Paroush (1974) and by Kihlstrom and 

Mirman (1974), but further research is needed. Particularly valuable would be an 

extension of stochastic dominance with respect to a function to the multivariate case. 



Table 5.1. Performance Indicators for Alternative Preference Measuresa 

Performance 
Indicator 

I. Percent of choices b 
predicted correctly 

2. Percent of choices 
ordered 

Interval Measurement 
Number of Questions 
1 2 3 4 

98 88 78 72 

9 50 83 91 

awe thank Garth Carmen, who helped to conduct this experiment. 

Single
Valued 
Utility 

Function 

65 

100 

First 
Degree 

Stochastic 
Dominance 

100 

0 

Second 
Degree 

Stochastic 
Dominance 

98 

7 

b A choice was said to be predicted correctly if the pref erred distribution was not excluded from the efficient set. 

N 
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CHAPTER VI 

AN EMPIRICAL MODEL FOR ENERGY SUPPLY INVESTMENT AND 
DISINVESTMENT DECISION MAKING UNDER UNCERTAINTY 

Michael H. Abkin and Gary R. Ingvaldson 

Introduction 

Investment/disinvestment theory describes the economic decisions associated with 

production processes using as inputs the services of durables as well as non-durebles. 

Specificially, it considers simultaneously questions of (1) when to acquire (invest in), or 

(2) salvage (disinvest in) durable assets, (3) what size of a durable to acquire, (4) how 

intensively to extract services from a durable, and (5) how much to maintain a durable. 

Decision theory, meanwhile, attempts to describe the process whereby decision makers 

choose among alternative courses of action (or "strategies") whose outcomes are uncertain 

because they depend on conditions in the environment (or "states of nature") which are 

themselves uncertain. Chapter II of this report presents a review of decision making in 

electric utilities with respect to investments and disinvestments under conditions of 

uncertainty, and Chapter V discusses practical app roaches to implementig the theory of 

decision making under uncertainty. These two bodies of theory are integrated and 

extended in Chapter IV, and•it is the objective of this chapter to present a model and 

computer software package which implements this integrated theory for practical 

application in decisions of investment and disinvestment in the energy supply industry. 

The terms of our EPRI contract refer to analysis of the impacts of asset fixity and 

uncertainty on energy supply in general. However, in order to have a well-defined 

problem, we found it necessary to focus on firm-level decisions involving increases and 

decreases in electric power generating capacity. Nevertheless, the theory developed is 

general to any production process involving durable factors, and it would be straight

forward to generalize the model presented here to address other classes of energy supply 

decisions, such as oil or gas drilling, coal mining, pipeline distribution, electric power 

transmission, etc. Indeed, the software package developed for this model (Abkin and 

Ingvaldson, 1980) is suitable for any such application, reserving the model specifications 

particular to that application to user-supplied sub-routines. For illustrative purposes, 

however, the remainder of this discussion and the general test case presented as an 

example refer to decisions with respect to electric power generating capacity. 

The next section casts the decision problem in an optimal control framework and 

suggests the feasibility of numerically obtaining a global solution in the deterministic 

case. Because of the uncertainty, however, this problem is decidedly not determ inistic. 

127 



128 

Therefore, succeeding sections (1) describe the generalized risk-efficient, Monte Carlo 

programming (GREMP) approach for handling the stochastic case, and (2) discuss the 

assumptions and results of a general test case designed to illustrate the application of the 

GREMP approach to this problem. Chapter VII compares this model with the minimum 

revenue requirements method of investment decision analysis in the context of the 1977 

Boardman River hydro decision problem in Grand Traverse County, Michigan. The 

concluding section of the present chapter summarizes recommendations for further 

developments and refinements of the model. 

The Optimal Control Framework 

The general investment/disinvestment problem is a dynamic one involving optimal 

decisions with respect to when durable factors of production are to be acquired and in 

what sizes, when they are to be disposed of, at what rate services are to be extracted 

from them during their lifetime, and when and how much they are to be maintained to 

extend that lifetime. An electric utility is a single firm which typically operates several 

generating plants, each contributing to meeting the firm's load demand. These plants, or 

individual generators within them, are the durables for which the utility must make the 

above decisions (as well as other durables, of course, ~uch as transmission lines, etc.). 

Since the utility generally dispatches plants according to their relative efficiency and is 

required to meet its load and maintain a reserve capacity, these investment/ disinvest

ment/utilization/ maintenance decisions cannot be made for any one plant independently 

of the others. Therefore, the general problem is stated in an optimal control framework 

in order to maintain the dynamic and simultaneous character of the decisions to be made 

in the context of the integrated system. 

Two caveats, as obvious as they are, must nevertheless be noted with respect to the 

optimal control problem stated below. First, there is no implication that a one-time 

solution to the problem will dictate the pattern and schedule of investment/ disinvest

ment/utilization/ maintenance activities over the next T years of the planning horizon. In 

practice, and even in theory, such an implication would be patently ridiculous. Rather, if 

the model were to be used in practice, it would typically be solved repeatedly at 

intervals--most likely frequent intervals--dictated by the acquisition of new information 

on exogenous variables (e.g., prices, regulations, and load forecasts) and control options 

(e.g., generation technologies). 

Secondly, in any case, this model is primarily an economic model, and practical 

decisions typically require a great deal of additional, non-economic information-

technical, political, social, legal, ecological, etc. Therefore, the model presented here 
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can never claim or be expected to "dictate" decisions; it can at best be only one, hopefully 

credible source of information for decision making. 

The general optimal control problem is stated as follows: 

given a system represented by the state equations: 

x(t) = a[x( t), u( t), z( t)] · 

where x = vector of state variables 

u = vector of control variables 

z = vector of noncontrollable exogenous variables 

and where x(t) is required to meet certain constraints at every point in time, i.e., 

x(t) e: X for all t e: [0,T], where X is the set of admissible sta tes and T is the 

planning horizon; 

find a control history u(t), also subject to constraints u(t) e: U for all t e: [O,T], 

where U is the set of admissible controls, in order to 

maximize the objective function J = h[x(T)] + f ~g[x(t), u(t), z(t)] dt 

where h is the contribution to the objective of the state of the system a t the end of 

the planning period and g is the accumulation of contributions over time. 

Variable Definitions 
• 

a) Dimensions, n and k 

For an electric utility operating a number of generating plants, assume k is the 

number of plants in existence at time zero in the analysis, and n is the maximum number 

of plants to be considered in the analysis. Therefore, n-k is the maximum number of 

additional plants to be considered as options for replacing or augmenting existing capacity 

over the planning horizon T. Each of the n plants, existing as well as potential, is given a 

set of characteristics at the beginning of the analysis, e.g., size, operating efficiency, and 

fuel type (coal, oil, nuclear, etc.). Therefore, in order to consider a number of options, 

n-k will typically be larger than the total number of plants that (or represent greater 

capacity than) is likely to be needed T years in the future. Note that each of the n 

"plants11 may be interpreted, depending on the needs of the analyst, as a plant, as a 

generator, or as an aggregation of plants of similar vintage and characteristics. 

b) State Variables: x. (t ), i = 1, 2, ... , 3n 
l 

There are 3n state variables. That is, for each plant j, j=l! 2, ... , n: 

GCAP /t) =plant capacity (megawatts) 

VALDURj(t) =unit market value of the durable ($/ megawatt) 

VALSER.(t) =value of services to date($) 
J 
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c) Control Variables: u.(t), i = 1, 2, .•• , 6n-2k+l 
l 

There ate 6n-2k+l control variables, some applicable to all n plants and others 

applicable only to the n-k plants not in existence at time zero. 

For each plant j, j = 1, 2, .•. , n: 

UTILTj (t) 

UTILCj (t) 

VMAINT.(t) 
J 

STIME. 
J 

= time utilization rate (proportion of total hours per year) 

= 
= 

= 

capacity utilization rate (proportion of megawatt capacity) 

variable maintenance rate to replace lost or used capacity 

(megawatts/year) 

time to salvage or disinvestment (year) 

For each plant j not existing initially, j = k+ 1, k+2, ... , n: 

CAPOj = initial plant capacity (megawatts) 

ACQTj = time of acquisition or investment (year) 

Finally, there is one control variable which is not plant specific: 

PINRG (t) = energy purchased or (if negative) sold (megawatt-hours/ year) 

d) Exogenous Variables: zi ( t), i = 1, 2, .•. , 8n+2 

There are 8n+2 exogenous variables which affect the performance of the system but 

which are assumed to be either beyond the control of the firm, or at least assumed given 

for purposes of this analysis. These are known functions of time. Included are prices, 

costs, discount and depreciation rates, and load forecasts. 

Specifically, for each plant j, j = 1, 2, ... , n: 

FOMC.(t) = fixed operating and maintenance costs ($/megawatt-year) 
J 

SCHEDj 

VMNTC.(t) 
] 

VICSTj(t) 

DCOSTj(t) 

D .(t-ACQT .) 
J J 

= 

= 
= 

= 

= 
= 

scheduled down time for regular maintenance (proportion of 

hours/year) 

variable maintenance cost ($/ megawatt) 

cost of variable input (fuel) ($ per unit of fuel, e.g., barrel, ton, 

etc.) 

plant acquisition cost ($/ megawatt); this is also a function of 

the size of the plant, CAPO. 
J 

relicensing cost ($/megawatt); depends on time from acquisition 

depreciation schedule (called "time cost" in Chapter IV) 

(proportion per year); depends on time from acquisition 

In addition, there are two variables common to the firm as a whole: 
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= 

= 
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consumer demand (megawatt-hours per year) 

opportunity cost of capital (called "control cost" in Chapter IV) 

(proportion/year) 

Note the simplifying assumption that load is neither price responsive nor controllable by 

the firm. This assumption could be relaxed, if desired, to include load management 

policies in the analysis and to capture the secondary impacts of the firm's investment and 

operating decisions on its load through the primary impacts on price. 

Model Equations 

This section describes the state equations representing the dynamics of the system's 

behavior, the calculation of associated performance variables, the constraints imposed on 

state and control variables, and the objective function to be optimized. First, for each 

plant j, j = 1, 2, ... , n, the power output capacity, GCAP, changes over time according to 

the following differential equation: 

(6.1) :t GCAP .(t) = { VMAINTrUSCSTj(t) for ACQTj.::_ t .::_STIMEJ 
J O else 

with boundary conditions 

{
CAPO. fort= ACQT. 

GCAP /t) = b for t < AC~T . and t > STIME · 
J J 

where for plants existing at time zero (j = 1, 2, .•• , k) we can assume ACQT. = O, and where 
J 

USCST is the rate at which power output capacity is lost, in megawatts/ year, due to 

intensity of utilization. 

In general, this capacity user cost can be defined as a function of plant capacity, of 

time utilitizat ion, and of capacity utilization: 

(6.2) USCST.(t) = c. [GCAP.(t), UTILT .(t), UTILC.(t)] 
J J J J J 

Such loss in capacity is an important concept in this model, for i t influences forced 

outages and the associated variable maintenance necessary to replace it. 

Variable maintenance VMAINT, remember, is a control variable determined in the 

optimum solution. The analyst may want to specify VMAINT in a control law, such as: 

(6.3a) V:vIAINT.(t) = m
1
. [CAPO.-GCAP .(t )] 

J J J J 

or 

(6.3b) V:vIAINT. (t ) = m
2

.(USCST .) 
J J J 

or perhaps some combinat ion of these. In such a case, optim iza tion 1.vould be over the 

parameters of the control law or over alternative control laws. 
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The unit market v·alue of the durable (the generating plant) changes over time due to 

such market conditions as the introduction of improved technologies, changes in the 

relative prices of fuels, labor and other inputs, and changes in market institutions--the 

pure time cost discussed in Chapter IV. This is captured in the model by an exogenously 

specified depreciation schedule, as follows: 
d {-D.(t-ACQT .) VALDUR.(t) for ACQT. < t < STIME . 

(6.4) -VALDUR .(t) = J J J J- - J 
dt J 0 else 

with boundary conditions: ACCST .(t) 

VALDUR/t) = { O J 
fort= ACQT. 

J 
fort <ACQT. and t > STIME. 

J J 
where Dj depends, in general, on the time from acquisition of plant j. 

Salvage value, in dollars, then is the market value of the plant less a "decommis-

sioning" cost representing disposal costs in general: 

(6.5) SALVAL.(t) = VALDUR .(t) GCAP .(t) - DCOST.(t) CAPO. 
J J J J J 

Notice that the disposal costs are based on the initial size of the plant rather than its 

current effective capacity. Thus, salvage value is reduced by time cost through VALDUR 

[equation (6. 4)) , and increased by maintenance and reduced by user cost through GCAP 

[equation (6.1)]. 

The value of services, VALSER, generated by each plant is an important state 

variable, because it determines the economic life of the plant and whether the plant 

should be acquired in the first place, as discussed in Chapter IV. Since VALSER is derived 

from the objective function J of the optimal control problem, we turn our attention now 

to the latter before looking at the former. 

For investment/ disinvestment decisions, the appropriate objective is to maximize 

the discounted present value of economic gains (in $) accumulated over a suitable planning 

horizon [O, T] . Therefore, for the objective function J given above, we define h = O and g 

as the discounted gain function (in $/ year). A gain function is used rather than a profit 

function in order to account for the additional time, control, and user costs (Chapter IV) 

associated with durable factors of production. 

Therefore, for discount rate p : 

(6.6) g(x,u,z) = e- ptg(t) = e- pt {[CPR(t) - PPR(t)] PINRG(t ) 

n 
+ I: [HPY· CPR(t ) U .(t) GCAP/ t) - VICSTj(t ) VIUSE/ t) 

. 1 J J= 

+ [VALDUR .(t) - VMNTC .(t )] VMAINT .(t) - R(t) SALVALJ.( t ) 
J J J 

- D/ t ) VALDURj(t) GCAP / t) - VALDURj(t) USCSTj(t ) 

- FOMC.(t ) CAPO . - RCOST .(t ) -TAXJ.(t )]} 
J J J 
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where HPY = 8760 hours/ year, VIUSE = variable input (e.g., fuel) used by the plant (units 

of fuel/year), CPR and PPR are the consumer price of energy and the price to the firm of 

purchased energy, respectively (both in $/ megawatt-hour), and where the total plant 

utilization, U ., is: 
J 

(6.7) U}t) = UTILClt) UTILT/t) 

Note that the control cost, i.e., the capital cost of the plant, R(t) SALVAL/t), is included 

in the objective func tion. 

The value of services for each plant, then, is defined as that part of the gain which 

is attributable to the services extracted from that plant. Following the theorem 

presented in Chapter IV, it is determined by the following differential equation, discount-

ing to the plant's acquisition time: 

(6.8) d dt VALSER/t) = 

with the boundary condition: 

-o(t-ACQT. ) e . J 

0 

duj for ACQTj ~ t ~ STIMEj 

else 

VALSER.(t) = 0 for t < ACQT . 
J J 

This must be done holding the use of other fixed and variable inputs in a fixed relationship 

to the durable's use. In the case of one durable j, such as an electric power plant, and one 

variable input, such as fuel, such a relationship could be, for example: 

(6 .9) HEATR. 
VIUSE/t) = HPY FUELC . Uj (t) GCAP/t) 

J 

where HEATR = the heat rate of the plant (BTU/ megawatt-hour) 

FUELC = the heat content of the plant's fuel (BTU/ unit of fuel) 

Defining the net price: 

NP(t) = CPR(t) - VICST.(t) HEATR . 
J FUELC. 

J 

and ref erring to equations (6.2) and (6.3), we can derive: 

(6.10) a a ( t) 
au.

J 

am 

= HPY·NP.{t)GCAP .(t) - VMNTC.(t ) a uj 
J J J j 

t am. t ac. 
+ [HPY · NP. (t )U. ( t )- (0.( t )+R( t ))VALOUR . (t) J· [lo ~u dT- / --1. dT] 

J J J J c j o auj 
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which, given explicit functions for user cost p.nd maintenance (cj and mj' respectively), 

enables us to find VALSERj by equation (6.8). If a control law is not specified for 

maintenance, then am./ a U. = 0. 
. J J 

As discussed below, further theoretical development is necessary to handle the case 

of multiple, mutually dependent durables. Therefore, the empirical model implemented 

does not attempt to isolate the portion of gain attributable to each durable itself from 

that of other durable and variable inputs. Thus, for the time being, the total gain 

generated by the operation of a durable [i.e., for each plant j under the summation sign of 

equation (6.6)] is used in place of the integral in equation (6.8) in computing V ALSER .. 
J 

Knowing the value of services for each plant enables us to use the control law for 

salvage (or replacement) time derived in Chapter IV. Assuming upon salvage a plant is 

replaced with one identical to it, STIME is determined by comparing the current (not 

discounted) rate of change of VALSER with the annuity value (annualized average) of 

VALSER. The annuity value of the existing plant is used as a surrogate for that of the 

identical replacement, implicitly assuming the replacement experiences the same history 

as the original plant. Thus: 

_ . p(t - ACQT .) d p 
(6.ll) STIMEj - t. e J dt VALSER/t) .::_ - p (t-ACQT .) V ALSER/t). 

1-e J 
Other optimal life criteria could be derived based on other assumptions made regarding 

the nature of the replacement, e.g., salvage without replacement, technological change, 

etc. In any case, as in the identification of value of services, the theory upon which 

equation (6.ll) and any such alternative derivations are based (Chapter IV) does not yet 

satisfactorily capture the situation of multiple, mutually dependent durables. 

The consumer price, CPR, of the firm 's product (e.g., electric power) may be 

specified as a function of other variables in the model, or it may be projected 

independently and input to the model. In the latter case, CPR would be included in the 

list of exogenous variables, z., given above. 
l 

In the case of a regulated electric utility, the price to the customer includes a pass-

through of costs (fuel, maintenance, purchased power, depreciation, etc. ) plus an allowed 

rate of return on the capital investment. Ref erring to the objective function [equation 

(6.6)], since costs are offset on the revenue side by CPR, and insofar as the allowed rate 

of return included in CPR compensates for the control costs (ignoring time lags in 

regulatory adjustments), we can see that the objective function will tend to be 

approximately zero for whatever control strategies are implemented. That is, the 

regulated price will automatically adjust to maintain a zero economic gain. 

In such a situation, the objective function specified in equation (6.6) is unable to 

distinguish among control strategies. Therefore, the empirical model implemented here 
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uses, for electric utilities regulated in this way, an objective function which omits the 

revenue side and accounts only for the costs--essentially a cost minimization problem. 

That is, the implied objective is to minimize the discounted costs to the consumer. 

Another implication of this type of price regulation is that the value of services 

generated over the lives of the firm's plants will average out to zero. Plants of above 

average efficiency will have positive value, and those of below average efficiency will 

have a negative value of services. 

An important constraint on the system (for an electric utility) requires that the load 

must be met at every point in time, i.e., 
n 

(6.12) PrNRG(t) + E HPY·U .(t) GCAP .(t) = XLOAD(t). 
j=l ] J 

Other constraints on state and control variables are: 

(6 .13) 

(6.14) 

(6.15) 

(6.16) 

(6 .17) 

(6.18) 

0 < GCAP .(t) < CAPO. 
- ] - J 

CAPO.£ F. 
J J 

0 < ACQT. 
- J 

ACQT. <STIME. 
J - J 

UTILC/t) €:{ O, [UCMINj, l] } 

0 < UTILT .(t) < 1-SCHED .-FORC .(t) 
- J - J J 

for j = 1, 2, ... , n 

for j = k+l, k+2, ... , n 

for j = k+l, k+2, ... , n 

for j = 1, 2, .. • , n 

for j = 1, 2, ... , n 

for j = 1, 2, ... , n 

Note that equation (6.14) says the initial plant capacity may be constrained to selected 

sizes or a certain range of sizes F; and equation (6.17) says, if a plant is going to be 

operated at all at time t, it must be utilized at least UCMIN percent of capacity. 

Equation (6.18) is necessary to allow for scheduled and forced down time. 

Approaches to Finding the Optimal Solution 

The size and degree of non-linearity of this problem make an analytic solution 

virtually impossible. However, there are a number of techniques available, some in 

"canned" software packages, for finding numerical solutions (e .g., see Kirk, 1970, and 

Luenberger, 1973). The gradient projection method and adaptations of it appear 

particularly suitable for our constrained problem; indeed, this method reauires the control 

var iables to be in a bounded region. 

We have not gone this route, because of the part of the problem we haven't 

discussed yet--the uncertainty part. Uncertainty is introduced by specifying probability 

density functions for a subset, if not all, of the above exogenous variables, as we have 

done for the illustrative test case described below. While a numerical solution appears to 
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be feasible (although probably costly) for the deterministic case, a different approach 

must be found for the stochastic case. This is not to say that finding a numerical, 

deterministic solution to the problem described above wouldn't be instructive and 

useful--indeed, it certainly would be--but we have not done so in this project. For the 

stochastic case, King (Chapter V) suggests an approach which is used here as described in 

the next section. 

GREMP for the Stochastic Case 

We have elected to solve for the stochastic case with the GREMP package as 

presented in King (1979). GREMP is an acronym for "generalized risk efficient Monte 

Carlo programming." The technique is particularly well suited for problems in which it is 

difficult or impossible to determine a solution analytically. It does not necessarily 

identify the optimal strategy but rather a nearly optimal strategy. This is accomplished 

by examining a large number of alternatives under a variety of states of nature and 

selecting those strategies which perform "best" according to a given criterion. 

Three major processes are included in the model-- strategy generation, simulation 

and distribution of outputs, and evaluation. These are illustrated by the flow chart in 

Figure 6.1. Strategy generation may be accomplished through (1) a process of random 

selection, (2) specification of a set of strategy choices deemed apt by the decision maker, 

(3) an experimental design, or some combination of these. Each strategy is simulated 

repeatedly for a number of states of nature, and a distribution of outputs likely for that 

strategy is generated. The distributions of outputs for the various strategies are then 

evaluated by applying the criterion of stochastic dominance with respect to a function. 

Those strategies which are not dominated by any other comprise the efficient set of 

strategies. 

Designation of Strategies 

King, in his application of the GREMP model, constructed strategies at random. We 

have chosen instead to furnish a pre-selected set of strategies to the model. Random 

selection would have involved choices of plant size, plant type, acquisition time, 

utilization rate, and other variables for a number of plants. The combination of all these 

factors would have yielded a vast magnitude of strategies, many of which would obviously 

be inappropriate. Computational constraints would limit random evaluation to a very 

small fraction of the total, resulting in possible omission of favorable strategies. 
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For the electricity generating capacity decision problem, an experimental design has 

been constructed, for the illustrative test case described below, for plant capacities and 

acquisition times, while decision rules have been implemented for utilization rates and 

maintenance and replacement policies. The a priori selection of the experimental design 

enables the analyst to tap the expertise of the decision maker and leads to a more 

efficient use of computing resources. Similarly, standard decision rules are useful for 

such variables as the utilization rate of a plant. It is dependent on the load and the 

relative efficiencies, capacities, and utilization rates of itself and other plants and, thus, 

is better- specified in the form of a decision rule (i.e., a dispatch rule) also drawn from 

knowledgeable expertise, as opposed to a pre-specified rate. 

Simulation and Distribution of Outputs 

We have constructed a computer model of the investment/disinvestment problem 

presented in the previous section. It simulates each strategy under the same set of 

random states of nature. 

The exogenous variables represented within the states of nature include consumer 

demand and prices of variable inputs. Probability density functions are furnished for each 

of these variables and a random numper generator is used to construct the states of 

nature. The seed of the random number generator is reset for each strategy to ensure 

that all strategies are simulated under the same set of conditions. 

Given a strategy, the model generates the gain (actually, cost) function for that 

strategy for each state of nature. These results are then ordered from smallest to largest 

gain in order to obtain the cumulative distribution of gains for that strategy. 

Stochastic Dominance with Respect to a Function 

The GREMP model evaluates alternative strategies under the criterion of stochastic 

dominance with respect to a function (Chapter V). Each strategy is evaluated after its 

cumulative distribution of gains has been generated. It is compared with other 

alternatives and if dominated by any, it is removed from further consideration. If not 

dominated by any other strategy, it is retained for further consideration. Any previously 

retained strategy which is dominated by a new strategy is dropped at this time. Those 

strategies remaining after all have been evaluated are ref erred to as the efficient set of 

strategies. Within the criterion specified, it is not possible to proclaim any one to be 

superior to the others. 

Stochastic dominance with respect to a function does not necessarily yield a unique 

strategy. Rather, it provides the decision maker with a set of strategies favorable to 
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maximizing the gain func tion under uncertain conditions. The efficient set may not 

include a global optimum but a large sample of wisely selected alt ernative strategies 

assures that nearly optimal stra tegies will be identified and gives a high probability that 

the global optimum is included. 

A General Test Case 

In order to fully test and illustrate the decision features of the model, as a n 

operationalization of the investment/disinvestment/ utilization/ maintenance decision 

theory, we have developed a general test case of an electric utility with a number of 

existing genera t ing plants, a number of options for future plants, and a load forecast. A 

specific application to the Boardm an River hydroelectric sites in Grand Traverse County 

is discussed in Chapter VII. There is much that could be done to make this general test 

case more realistic; therefore, the assumptions and results presented in this chapter mus t 

be considered tentative and for illustrative purposes only. 

Assumotions 

The assum ptions defining the general test case (itemized below) include explicit 

functions and parameter values for the model presented above and in some cases 

var iances from that model. 

1. Planning Horizon and Discount Rate 

T = 40 years, p = 11. 75% 

2. Plants To Be Considered 

Four plants are assumed to exist a t time zero. The number of plants to be analyzed 

for expansion of capacity will vary with the strategy, but four different sizes and types of 

such additional plants are assumed to be available. Table 6.1 summarizes the characteris

tics of the initial and addit ional plants. 

3. User Cost, Forced Outage, and Variable Maintenance 

The explicit functions fo r user cost [c. in equation (6.2)], variable maintenance [m. 
J J 

in equation (6 .3)] , and fo rced outage for a plant j are assumed to derive from the degree 

to which the plant's capacity utilization exceeds a threshold level and the duration of that 

excess. 



C harac teristi c s 

Fue l Type 

Capacity (megawatts) 

Hea t ra te (B TU/kwh) 

Cost ( $/kw)* 

Estimated life (years) 

Sc heduled down time 
(proportion of time) 

Construc tion lead time (years) 

Fixed operating a nd maintenance 
cost ($/kw-yr) 11-

*In do lla rs of time zero. 

Table 6.1 

Characteristics of the General Test Case 
Electric Power Generating Plants 

Initial Plants 

2 3 4 

Oil Coal Oil Coal 

200 200 400 600 

8,600 10,500 8,400 10,000 

700 1 , 200 500 950 

30 34 30 34 

. 10 . 13 . l 0 .14 

7 7 7 8 

15.0 16.0 15.0 12.6 

Additional Plants 

A B c D 

Coal Coal Coal Coal 

200 400 600 800 

10,000 9,800 9,600 9,500 
""" 0 

1, l 50 l ,050 950 850 

34 34 34 34 

.13 .13 . 14 . l 5 

7 7 8 9 

16.0 14.7 12.6 10.4 
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If UTHj is a measure of the amount and duration of capacity utilization exceeding a 

threshold, then user cost, in megawatts/year , is defined as: 

(6 .19) USCST .(t) = UCMAX. · UTH .(t)UCEXPj ·GCAP.(t) 
J J J J 

where UTH. is defined in such a way that, for threshold capacity CAPTH., 0 < UTH. < (1-
J J - 3-

CAPTH.)/CAPTH. < 1. This function behaves as shown in Figure 6.2, where we have 
J ]-

assumed the parameter values shown in Table 6.2. 

Forced outage and variable maintenance are assumed related to one another in that 

it is during periods of forced outage that variable maintenance is req uired and takes 

place. Both are related to user cost in the previous time period. Thus: 

(6.20)FORC.(t) =FOR .+ UTH.(t-DT)UCEXPj 
J J J 

(6 . 21) VMAINT .(t) = VMNT . ·USCST .(t- DT) 
J J J 

where FOR = forced outage due to factors other than utilization rate 

(proportion of hours per year) 

VMNT = maintenance policy (proportion of user cost) 

The maintenance policy is, in principle, considered a strategy to be searched over, but for 

purposes of this test it is constant . The values assumed for VMNT and other parameters 

of these functions are shown in Table 6.2. 

4. Plant Dispatching 

Within each simulation period (DT = .25 year), a load duration curve is assumed and 

plants a re dispatched in order of decreasing efficiency (as determined by cost of fuel 

needed to generate one kilowatt hour of electricity), assuming utilizat ion does not exceed 

the user-specified parameter UCOPT. Any remaining load will be satisfied by further 

utilizing plants in increasing order of efficiency until the load is met or all plants are fully 

utilized. Then, any remaining load is met with purchased power. By setting UC OPT equal 

to or less than the capacity threshold, CAPTH, user cost on the more efficient plants is 

avoided. That is, the risk of forced outage on these base plants is minimized. If UCOPT 

is set to 1.0, the more efficient plants will be used to capacity before less efficient ones 

are dispatched. 

5. Exogenous Variables 

Some of the exogenous variables are assumed to be random variables reflecting the 

uncertainty in the problem, while others are deterministic. The deterministic random 

variables include the cost of capital, R, which is assumed to be a constant ll .75%/ year for 
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UC MA X (proportion/ year) 

UC EXP {no units ) 

C APTll (pro portion of capac ity) 

FOR ( proportion of time) 

VMNT ( pro portion of mw/year) 

Table 6.2 

Parameters of the User Cost, Forced Outage and 
Variable Maintenance Func tions 

Initial Plants 

2 3 4 

2 2 2 2 

.80 .80 . 80 .80 

.05 .10 .05 . 11 

.99 .99 .99 . 99 

Additional Plants 

A B c D 

2 2 2 2 

. 80 . 80 .80 .80 

. 10 .10 . 11 • 12 
.£:> 
w 

.99 .99 . 99 .99 

J 
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all plants, and the time cost or depreciation rate, D, which is assumed to be a constant 

2.5%/year for all plants after the first year of acquisition and 75% during the first year. 

In addition, acquisition cost, ACCST, and fixed operating and maintenance cost, FOMC, 

are assumed to grow exponentially at 6.5 and 5.0%/year, respectively. Variable 

maintenance cost and disposal cost are each assumed to be 10% of acquisition cost, 

ACCST. Purchased power is assumed to cost 110% of the endogenous consumer price, 

CPR. 

The random variables also are assumed to grow exponentially, with the growth rates 

(except in one instance) being drawn each year from given frequency distributions. The 

one exception is the relicensing cost, where it is the deviation from a baseline projection 

rather than the growth rate which is random. Data assumed for these distributions are 

given in Table 6.3. 

6. Salvage Time and Replacement 

The salvage time criterion used for coal plants [equation (6.ll)] is one which assumes 

a plant is replaced with one identical to it (as derived in Chapter IV). It is further 

assumed that, when it is decided to salvage a plant, it is maintained in operation during 

the construction period of its replacement before actually being taken off line. Oil plants 

are assumed not to be replaced after retirement, except by pre-planned plants as 

identified by the strategy (see below). 

For this version of the model, a plant's value of services, VALSER, which is key to 

the salvage time criterion, is not computed according to equation (6.8). Instead, as 

discussed above, the total gain from the operation of each plant [as given under the 

summation sign in the objective function shown in equation (6.6)) is allocated to the 

services of the durable. Further theoretical development is necessary in order to isolate 

the portion of the gain attributable to the plant's services from that attributable to other 

inputs. 

A moving average of the rate of change of value of services is computed and 

compared to the annualized average of the value of services (or, in the case of no 

replacement, the control cost) to indicate the salvage time. If the moving average falls 

below the annualized average (or control cost), the plant is salvaged. In addition, no 

durable being used at more than 5 percent of its capacity is retired unless it is to be 

replaced. 
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Table 6.3 

Frequency Distributions for Random Exogenous Variables 

Variable Base Growth Rate (proportion/year) 
x/P(x) 

1. Oil price ($/barrel), PROIL 25 .03 . 09 .12 .15 • 18 
10% 20% 40% 10% 20% 

2. Coal price ($/ton), PRCOAL 30 .08 .10 .12 
30% 40% 30% 

3. Load (mwh/yr), XLOAD 6.5 .0 1 .02 .03 .04 .05 
million 25% 30% 25% 10% 10% 

4. Deviation from baseline relicensing - .30 - . 10 o.o . 10 .30 
cost (proportion of baseline), ALPHA 10% 20% 40% 20% 10% 
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7. Control Strategies and Optimal Search 

For this test case, and since control laws are assumed for utilization rates, 

maintenance rates, and salvage times, the control strategies subject to the optimizing 

search are the sizes and acquisition times of the alternative future plants under 

consideration. In addition, alternative control laws for utilization (i.e., dispatch rules) are 

tested. In total, ten strategies are tested, combining five sets of plant acquisition 

schedules and two dispatch rules. 

Either four or five additional plants are included in each strategy, in order to add a 

total of 2,400 megawatts of capacity to the system over the 40-year planning horizon. 

Table 6.4 summarizes the combinations of plants tested. 

One dispatch rule tested assumes that plants will be operated at full capacity in 

decreasing order of efficiency (UCOPT = LO). The second rule (UCOPT = CAPTH) 

attempts to minimize user cost by operating the more efficient plants at or below the 

capacity threshold wtless the less efficient plants are not capable of meeting load when 

operating at full capacity. 

For each of the 10 strategies, 20 states of nature are run, generating a cumulative 

~istribution function of the objective function value J . The GREMP package reduces the 

10 distributions to an efficient set using the criterion of stochastic dominance with 

respect to a function. The results are presented in the next section. 

Results 

This section discusses the results of the general test case with respect to (1) the 

selection of preferred strategies, and (2) the dynamic behavior of the simulation model. · 

Preferred Strategies 

Each of the 10 strategies was simulated for 20 states of nature, and means and 

standard deviations of the objective function values were computed. Remember that , 

because the consumer price is endogenous as discused above, the objective is to minimize 

the discounted present value of costs paid by the consumer. Costs include time, user, and 

control costs as well as operating, maintenance, and variable input (fuel) costs. Table 6.5 

summarizes the strategies and the outcome statistics. 

Strategy ltl has the minimum expected (mean) cost and the second smallest standard 

deviation. If minimizing the expected value of the objective function were the decision 

criterion, Strategy #1 would be selected. The criterion used in GREMP, however- 

stochastic dominance with respect to a function--considers other statistical properties 



Table 6.4 

Plant Combinations in General Test Case Experimental Design 

Combina tion Plant Capacity Acquisition Combination Plant Capacity Acquisition 
No. No. (mw) Time No. No. (mw) Time 

5 400 0 4 5 600 0 
6 600 2 6 600 6 
7 600 12 7 400 12 
8 800 20 8 800 20 

2 5 400 0 5 5 600 0 
6 400 2 6 600 6 
7 400 6 7 600 12 
8 400 10 8 600 20 ~ 

9 800 20 ........ 

3 5 200 0 
6 200 2 
7 600 4 
8 600 12 
9 800 20 

/ 
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Table 6.5 

General Test Case Results 

Dispatch Plant Statistics on Outcomes 
Strate gy Threshold Combination Mean++ Std. Dev. Rank 

No. UCO PT* No.+ (bill.$) (bill.$) 

1 1.00 l 6.090 .220 l 
2 1.00 2 6. 382 .233 9 
3 1.00 3 6. 161 .259 2 
4 1.00 4 6.167 .206 3 
5 1.00 5 6.231 .242 5 

6 .80 1 6.352 .4 18 8 
7 .80 2 6.276 .243 7 
8 .80 3 6.450 .420 10 
9 .80 4 6.230 .299 4 
10 .80 5 6.271 .295 6 

* UCOPT = 1.0 means more efficient plants are used to full capacity before less 
efficient plants are dispatched. 

UCOPT = 0.8 means more efficient plants are used at 8096 capacity, in order to 
minimize user cost and forced outage, unless less efficient plants aren't 
sufficient to meet load. 

+ See Table 6.4 for definitions of the plant combinations tested. 

++ Discounted present value of costs, including input, maintenance, time, user and control 
costs. 
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of the outcomes as well in relation to assumed bounds on the decision maker's absolute 

risk aversion function (see Chapter V), and it generally results in an efficient set of 

strategies rather than a unique optimum. In this general test case, the efficient set 

contains only one strategy--Strategy #1. 

It is interesting to note, however, that the most costly strategy, Strategy #S, has an 

expected value of its outcome only about 6 percent greater than that of Strategy #1, yet 

exhibits a standard deviation almost twice as large. This suggests that, for normally 

distributed outcomes, the odds are about one in five (about a 19.5% probability) that 

Strategy #S, the "worst" in expected value, would have a better outcome than the mean of 

Strategy #1, a better than one in twenty chance (about a 5. 7% probability) of costing less 

than the least cost (5. 7SS billion dollars) experienced in the 20 samples of Strategy #1, and 

an even chance of bettering the worst of Strategy #l's 20 outcomes (6.451 billion dollars). 

The smaller standard deviation of Strategy #1, on the other hand, gives it only about a 5 

percent probability of doing worse than Strategy #S's mean, about a 7S percent chance of 

costing more than Strategy #S's least cost outcome (5.924 billion dollars), and virtually no 

chance of doing worse than Strategy #S's worst outcome (7.531 billion dollars). Pictorial

ly, the two distributions are roughly compared in Figure 6.3, which constructs triangle 

distributions from the sample statistics. 

It is also noteworthy that the five plant combinations tested rank differently 

depending on the dispatch threshold. That is, Combination #1 is best and Combination #2 

is worst when UCOPT = 1.0, while UCOPT = O.S results in Combination #4 being best and 

Combination #3 being worst. On the whole, however, except for Plant Combination #2, 

full utilization of the most efficient plants (UCOPT = 1.0) gives lower cost results than 

trying to reduce user cost (and hence forced outages) for those plants (UC OPT = 0.8). As 

indicated above, the differences are small. Nevertheless, such differences as these are 

due to the dynamic impacts of the dispatch rule on utilization rates and, thence, values of 

services and salvage times. Furthermore, these results depend on the particular user cost 

functions assumed. Other, possibly more realistic, functions could have different impacts. 

Model Dynamics 

The dispatch rule determines plant capacity utilization by dispatching plants to full 

capacity from the most efficient to the least efficient until the load is met. Efficiency is 

calculated according to the cost of fuel, the heat content of the fuel, and the heat rate of 

the plant. Furthermore, plant time utilization depends on an assumed down-time for 

scheduled maintenance and forced outage, which is a function of user cost and mainte

nance regimes. Therefore, the plant utilization rates (the product of time and capacity 
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utilization) provide a composite picture of the dynamic interations among the various 

plants of fuel costs, plant efficiencies, user costs, maintenance, and load forecasts. 

Figure 6.4 shows the time paths of utilization rates for the eight plants of Strategy #1 

over the 40-year planning horizon. 

As new plants come on line following their construction lead times (i.e., at times 7, 

10, 20, and 29 for plants 5, 6, 7, and 8, respectively), existing plants experience a drop in 

utilization to the extent they are less efficient than the new capacity. The more 

efficient, new plants are then utilized to full capacity, allowing for scheduled and forced 

down-time, while the remaining plants steadily increase in utilization to meet the 

increasing load. 

Plants l and 3 are oil plants and are assumed to be retired without replacement when 

the current increment to value of services, averaged over a year, does not cover control 

cost. Under this rule, plant 3 is retired at time 15.75. Plant 1 also meets this criteria at 

about the same time. However, since it is being used at a utilization rate greater than 5 

percent and therefore presumably needed to meet load, it is retained. Conditions do not 

dictate retirement again until after plant 7 comes on line at time 20.00, and plant 1 is 

retired at time 24.25. 

The remaining plants are coal-fired and assumed to be replaced with identical units 

when the current increment to value of services, averaged over a year, is less than the 

annualized average of value services to date, the latter representing the value of the 

replacement. Under this criterion, plants 2 and 4 are replaced, following lead times for 

construction of the replacements, at times 17 .50 and 37. 75, respectively. 

Summary and Conclusions 

We have presented a preliminary model to operationalize theoretical developments 

integrating the economic theory of investment and disinvestment decision making with 

the decision analysis theory of decision making under uncertainty. The operational model 

presented is oriented to decisions regarding electric power generating capacity, although 

it is generalizable to other durable factors of energy production and distribution. 

The decision problem is conceptually cast in an optimal control framework in order 

to reflect the dynamic and simultaneous features of decisions, over some planning 

horizon, concerning~ (1) when to acquire and dispose of durable productive assets (i .e., 

generating capacity), (2) what sizes to acquire, (3) what rate services are to be extracted 

from them, and (4) when and how much they are to be maintained. While it would be 

virtually impossible to solve such a complex, non-linear problem analytically, techniques 

are available for finding numerical solutions in the deterministic case. Our situation is 
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decidedly not deterministic, however, because of the uncertainty part of our problem. 

Therefore, we have embedded the model in a software package (GREMP) that (1) syste

matically selects pre-specified control strategies, (2) generates a distribution of the 

objective function value for each such strategy through Monte Carlo simulation, and 

(3) identifies the efficient set of distributions (i.e., strategies), based on the criterion of 

stochastic dominance with respect to a function. 

Finally, a general test case is constructed to test and demonstrate the range of 

decision features of the model. The results of this test are discussed with respect to 

(1) the dynamics of the problem for a single strategy and state of nature, and (2) the 

overall "optimal" solution, which is an efficient set of one strategy. 

Experience developing the model and specifying and evaluating the test case has 

suggested a number of avenues for further theoretical and model development and 

experimentation. These are briefly enumerated below, grouped into those relating to the 

specifics of the test case and those concerning the basic model itself. 

The General Test Case 

l. Investigation of and experimentation with the parameters and functional form 

assumed for the stochastic dominance criterion. The one used here resulted in an 

efficient set of only one strategy. Was this due to the criterion function or to the 

peculiarities of the test problem as specified? 

2. Reconsideration and, where neceS5ary, revision of particular as.5umptions in the test 

case to increase its real.ism and relevance. This would include, for example: 

a. data on plant characteristics and costs; 

b. the dispatch rule (e.g., see Booth, 1971); 

c. the functional forms relating user cost, forced outage, and variable maintenance 

to one another and to the rate of plant utilization; and 

d. whether a control law could or should be specified relating plant acquisition time 

to load. 

The Basic Model 

3. Revision of the equation computing the value of services accrued to each plant. 

Currently, the total economic gain generated by a plant is attributed to the services 

of the plant itself. Further theoretical development is necessary for the multiple 

durable case, however, in order to exclude the gain attributable to other inputs used 

in conjunction with the plant's services. 
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4. Reconsideration of the criteria determining the optimal salvage time for a plant, i.e., 

STIME in equation (6.11). 

a. The derivation of the criterion for replacement with an identical unit assumes 

the value of services is well-behaved over time; specifically, that the second

order conditions for maximization are met. This is not the case in general, 

primarily due to the interdependency of plants through the dispatch rule and 

other constraints imposed on a plant's operation. That is, the criterion was 

developed for a single durable. Further theoretical development is necessary to 

derive a criterion which considers the interactions among the multiple durables 

of a single firm which is constrained to produce a given level of output over 

time. 

b. The criteria implemented here were derived assuming either no replacement or 

that the durable would be replaced with an identical unit which faces identical 

price, cost, and use patterns over time. Alternative criteria need to be derived 

for other cases, such as replacement with altogether different types of units. 

5. Implementation of an algorithm to find a numerical solution to the deterministic 

optimal control problem. A software package to do so could be appended to the 

GREMP system. Such a solution would be instructive and useful to check the logic 

and realism of the problem specification and to compare with the set of efficient 

strategies resulting from the GREMP algorithm. 



CHAPTER VIl 

A COMPARATIVE TEST OF THE EMPIRICAL MODEL 

Michael H. Abkin and Gary R. Ingvaldson 

Introduction 

One way to evaluate a new approach or model, particularly one intended to be useful 

in practical, decision-making settings, is to compare its content and performance with 

those of an existing model currently used for similar purposes. This chapter reports on 

the results of such a test, wherein the empirical model presented in Chapter VI was 

compared with the minimum revenue requirements method* in the context of an actual 

decision faced by the Cosumers Power Company of Jackson, Michigan.+ 

In 1969, Consumers Power Company decommissioned and divested itself of two 

hydroelectric stations, the Boardman and Sabin dams, on the Boardman River in Grand 

Traverse County, Michigan. The energy economics of that time did not justify the labor 

expense of operating and maintaining those plants, which produced only a tiny part 

(2.2 mw and 0.9 mw, respectively) of Consumers' power output. Then, in 1977, under 

radically different and changing relative prices for energy and labor, Grand Traverse . 
County and Traverse City asked Consumers Power to consider reacquiring the dam sites 

and reactivating the hydro stations to generate power which the City and County could 

purchase to help meet their projected load growth. Consumers Power studied the proposal 

and decided against pursuing it. 

In order to make a real-world application of the theoretical and practical invest

ment/ disinvestment models presented in Chapters IV and VI, Consumers Power Company 

supplied us with the background data used in the above study. The objective was to have a 

problem simple enough for this first, experimental test of the model and for which the 

model's application and results could be compared with those of an existing model, 

namely, the revenue requirements method commonly used in the electric power industry. 

An additional, invaluable source of data and information for this test was the final 

report (Joint Venture, 1979)++ of a feasibility assessment for renovating five dams on the 

Boardman River, of which the Boardman and Sabin are two. 

*See Chapter II for a description and evaluation of the minimum revenue require
ments method. Also, see Boris (1978). 

+We are indebted to J im Parker, Angelo Muzzin, Ron Calcaterra, and others at 
Consumers Power Company for their active interest, cooperation, and patience in the 
course of this study. 

++We are grateful to Bill Strom of Traverse City Light and Power for making this 
study available to us . 
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The next section of this chapter summarizes the data and other assumptions used in 

this test application as derived from the above two sources. The third section, then, 

discusses the results of the analysis, and, finally, concluding remarks are presented. 

Assumptions 

The presentation of assumptions here parallels that given in Chapter VI for the 

general test case of the investment/disinvestment/ utilization/ maintenance decision 

model. Variable names are also those used in Chapter VI. 

1. Planning Horizon and Discount Rate 

T = 50 years; p = 11. 75% 

2. Plants To Be Considered 

Only two plants are defined in the analysis: the Boardman and Sabin hydroelectric 

plants, neither of which is assumed to exist initially. Therefore, k = 0 and n = 2. At 

2.2 m w and 0.9 m w, respectively, these plants would represent an increase of only about 

one-twentieth of one percent of Consumers Power's 6000 mw capacity. Incorporating the 

existing Consumers Power system into a simultaneous analysis of these two sites would be 

impractical, and any differences in the objective function arising from various strategies 

with respect to them would be negligible. Therefore, the analysis implicitly treats the 

existing system as a zero reference point. Further, in keeping with this approach, no load 

forecast or load constraint is assumed, and the energy output of the plants is priced at the 

replacement power cost. 

3. User Cost, Forced Outage, and Variable '.Vlaintenance 

The same functional forms and relationships are assumed here for these variables as 

in the general test case [equations (6.19)-(6.21)]. However, given the nature of hydroelec

tric power generation, wherein less regular maintenance is required and intensive 

utilization requires less variable maintenance than in steam plants, the parameter values 

for these functions are chosen to reduce their magnitude. Specifically, only two percent 

down-time each is assumed for both scheduled maintenance, SCHED, and basic forced 

outage, FOR, i.e., forced outage due to factors other than the utilization rate. 

Furthermore, the capacity utilization threshold below which no user cost is incurred, 

CAPTH, is assumed to be a high 90 percent. Thus, the maximum capacity loss rate, i.e., 

if the plants are run at full capacity for the maximum available time, will be only 
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(0.1/0.9)2 = 1.25 percent per year. It is unlikely to actually approach anything like this, 
' 

however, because of the dispatch rule employed, as discussed below. 

4. Plant Dispatching 

Ideally, with zero fuel (water) cost, one would run these plants all the time as base 

plants. However, with virtually no pond storage capacity behind either the Boardman or 

Sabin dams, the power output is essentially limited to the run of the river. Figure 7 .1 is a 

flow duration curve for the Boardman River, as derived in Joint Venture (1979). The 

vertical axis is in cfs (cubic feet per second) per square mile. This curve is used in the 
' 

present analysis to determine water flow, WFLOW, in cfs by assuming the mean of 1.064 

cfs/sq. mi. corresponds to 285 cfs, given elsewhere in that study for the Boardman and 

Sabin dams, and the maximum flow of 3 cfs/sq. mi. corresponds to 683 cfs. Furtnermore, 

as also specified in that study, it is assumed the plants cannot operate below 180 cfs. 

Given the water flow rate, then, the power output in kilowatts is computed by PROD = 
WFLOW · HEAD/14. 75, where the Boardman and Sabin dams have heads of 41 and 21 feet, 

respectively. 

5. Exogenous Variables 

In the general test case in Chapter VI, plant acquisition costs and fixed operating 

and maintenance co.5ts are specified in $/mw. Here, however, these costs are given for 

the plants as a whole and are considered random variables. Fixed O&M costs, FOMC, are 

given by: 

FOMC(t) = BETA(t) FOMB(t) 

where the basic cost FOMB, is given in current dollars. FOMB for the fi rst ten years of 

operation (from t = ACQT + TLEAD to t = ACQT + TLEAD + 9) is given as, in dollars: 

128,244; 59,493; 44,705; 55,655; 58,477; 61,300; 66,380; 78,007; 69, 766; and 72,363; 

respectively. After that, it grows at a rate of 6.25 percent per year. These costs are 

assumed to be the same for both plants. Two-year construction lead times are assumed 

for both plants. 

Plant acquisition costs and the deviation factor BETA in the O&M cost equation 

above follow the cumulative distribution functions shown in Table 7 .1. Similarly, replace

ment power cost follows the frequency distribution given in Table 7 .2. After 1991, the 

whole distribution is assumed to increase at a 6 percent annual rate. 
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FIGURE 7.1 DURATION OF FLOW 

BOARDMAN RIVER 

AT 

MAYFIELD, GRAND TRAVERSE COUNTY 

MICHIGAN 

FROM FLOW RECORDS /953- /973 

~r-:--. 1 f20YR.MEAN- 1~064 CFS /SQ.MILE ---- ___ .....,. ---
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Source: Figure taken from Joint Venture (1979). 
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Table 7.1 

Cumulative Distribution Functions for 
Plant Acquisition Costs and O&:M Costs 

XRAN = RANF(-1) 

ACCST (Boardman) (mill. $) 

ACCST (Sabin) (mill. $) 
I 

BETA (proportion) 

o.oo 

1.43 

1.33 

0.95 

0.25 

1.47 

1.37 

0.98 

Table 7.2 

0.50 

1.50 

1.40 

LOO 

0.75 

1.53 

1.43 

1.02 

Frequency Distribution of Replacement Power Cost 
($/mwh) 

Year P= .1 P=.2 p :.4 p :.2 

1980 35 . 1 38.9 45.9 52.2 

1981 34.9 40.4 45.8 55.6 

1982 40.7 49.4 58.0 77.7 

1983 31.0 40. l 51.0 67.3 

1984 31. 7 42.5 57.4 76.6 

1985 36.0 51. l 73 .8 99.3 

1986 39 .5 56.3 80 .1 108 .8 
1987 42 .0 55.& 78 .8 109.2 

1988 46.5 67.2 93.l 130.4 

1989 22 .9 31. 7 44 . 3 62.0 

1990 54.7 74 .0 103 .4 146.0 

1991 67 . 1 87 .2 120 . 8 176.8 

1.00 

1.65 

1.54 

1.10 

p =. l 

58.6 

81.8 

95.6 

87.3 

105.5 

146.7 

159.3 

158.0 

19 l. 5 

99.7 

254.4 

326.8 
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6. Control Strategy 

With plant utilization and maintenance determined by the decision rules discussed . 
above, and in order to compare the methodology and results with the Consumers Power 

study, only one strategy is evaluated for 20 states of nature. That strategy is to acquire 

both dam sites--2.2 m for the Boardman and 0.9 mw for the Sabin--at time zero (1978). 

The results are presented in the next section. 

Results and Comparative Discussion 

Since the plants' production is valued at the replacement power cost, which was 

projected independently by Consumers Power Company to represent the marginal cost of 

power, the objective in this analysis is to maximize the discounted present value of 

economic gain (equation (6.6)] . This is in contrast to the cost minimization objective of 

the general test case in Chapter V1. 

For the unique strategy tested, the expected value of the economic gain is $709,000 

over the 50-year planning horizon, with high and low values of $1,088,000 and $476,000, 

respectively, and a large standard devitation of $141,000. The mean is rather small 

relative to the $3.1 million initial investment, representing only about a 2. 7 percent 

levelized annual return over the 50-year horizon. The standard deviation, at 20 percent of 

the mean, is large, indicating a risky venture. The riskiness is further augmented by the 

long payback period. For one of the states of nature, the one giving the third highest gain 

($814,000), the objective function did not become positive until year 28.25. A more 

average (i.e., lower gain) result presumably would have an even later break-even point. 

Consumers Power's original analysis, with the minimum revenue requirements 

method and using the same data, had similar results--a marginally positive gain with a 

long payback period. The implied riskiness plus other considerations not included in this 

analysis (such as the costly legal requirement to install fish ladders) dictated the decision 

not to reactivate the dams. 

Computationally, the two approaches are very similar to one another. In the 

Boardman study, both looked at the discounted present value of economic gain and came 

to similar conclusions. In the general test case of Chapter VI, the investment/disinvest

ment/utilization/maintenance model was led to consider a cost minimization objective. 

This is justified because consumer prices are regulated in such a way as to automatically 

pass costs through to the customer, including an allowed rate of return on capital which 

compensates for the opportunity cost of capital. This is identical to the minimum revenue 

requirement's objective of selecting among alternative projects so as to minimize the 

revenues from customers required to pay for the initial and recurring costs of the project 

(see Chapter II). 
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With respect to dealing with uncertainty, again there is little or no difference. The 

minimum revenue requirements method can and often does use Monte Carlo analysis to 

capture uncertainties in cost and other projections. Moreover, the GREMP approach of 

finding a risk-efficient set of decision options by using the criterion of stochastic 

dominance with respect to a function can certainly be used with a minimum revenue 

requirements model if desired. 

The major di.fferences between the two approaches are in the definition and 

computation of costs and revenues and the determination of salvage time. In the 

minimum revenue requirements method, a useful life is assumed and a "fixed charge rate" 

computed accordingly, encompassing a minimum rate of return, a standard book deprecia

tion annuity, and allowances for insurance and federal, state, and local taxes (Boris, 1978). 

The fixed charge rate is based on the initial cost of the project (or durable asset). To this 

are added projections of future operating expenses. Typically, revenues are ignored. 

In the model presented here, on the other hand, both costs and revenues are 

considered over the life of the durable, and that life itself is not assumed but rather 

determined endogenously as an economic decision. Revenues are necessary not only for 

the economic gain objective function (except for regulated utilities, as discussed in 

Chapter VI) but also to compute the value of services attributable to the durable, an 

important criterion in deciding whether to acquire the durable and when to disinvest in (or 

salvage) it. On the cost side, rather than considering the cost of capital and depreciation 

in a levelized fixed charge rate, these are explicitly accounted over the life of the durable 

by separately identifying time costs, user costs, and control costs, as defined in 

Chapter IY. Furthermore, these costs are based on the replacement rather than the initial 

cost of the durable.• 

Conclusion 

Despite the differences cited above between minimum revenue requirements and the 

approach presented here, application of the two models to the Boardman analysis yielded 

similar results; This will not necessarily be the case in general, however. 

As we developed our model and its Boardman application, and as our Consumers 

Power Company advisors became more familiar with the model through critical evalua

tion, we came to realize that the Boardman study, while providing a simple case history 

which had been completed and for which the data were readily available, could not fully 

*We recognize, however, that tax and regulatory policies generally dictate the use 
of initial cost in computing depreciation and rates of return. 
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test the comprehensive decision features (investment, disinvestment, utilization, and 

maintenance) of the model. Essentially, the Boardman represents a small hydroelectric 

power plant with no pond storage and generating less than one percent of the system's 

power output. Its utilization rate is determined solely by the run of the river, and it 

requires little maintenance. 

The conclusion is that the proposed model, while suitable for partial or project 

analysis, has the capability for applications to strategic capacity planning on a system

wide basis. A test case at this level, perhaps as a component of a corporate planning 

model (e.g., Selby, 1979), might better explore the limits of the model. The minimum 

revenue requirements method, however, is not well-suited to this strategic level of 

analysis. Therefore, it is suggested that an alternative approach, such as the over/ under 

model (EPRI, 1979), be identified for fu rther comparison purposes . 



CHAPTER VIlI 

RECOMMENDATIONS FOR FUTURE WORK 

Lindon J. Robison and Michael H. Abkin 

Introduction 

In the process of building a theory, researchers must often begin with analytic 

models that are simplifications of the world they model. They ignore, in the process, 

many elements of the real world that may be important. Such has been the case in this 

study--many important elements in the theory of investment/ disinvestment were not 

modeled. So, in any future work on investment/disinvestment theory and the analysis of 

potential supply responses under uncertainty of a regulated industry, it is important to 

state (1) what was done; (2) what was not done; and (3) what needs to be done. The 

executive summary at the beginning of this report summarized what was done in this 

study. We now discuss the areas this study did not analyze and where additional research 

is needed. 

"Conglomerate" Durable Analysis 

The weakness of our model is that investment/ disinvestment problems are seldom of 

the single-durable type analyzed in this report. Instead, we find "conglomerate" durables, 

each producing interrelated and interdependent services. The durable used throughout 

Chapter IV as an example--a passenger car--illustrates this point. The service delivered 

by the car is transportation, but its ability to deliver this service depends on services 

provided by its component parts, including the battery, the alternator, the radiator, the 

tires, the starter motor, the lubricants, etc., each of which is itself a durable. The 

durable we defined as a car is, in fact, a collection of durables--a conglomerate. 

Moreover, the life of the car cannot be determined without recognizing this interdepen

dent nature of services obtained from all dUl'ables. At some point, the failure, or 

imminent failure, of the dUl'ables included in the conglomerate durable may give rise to 

the decision to disinvest in the car. What this paper has not done is to provide the 

analytic framework for making such a decision. This is an area that demands attention. 

Durables in Parallel and Durables in Series 

The investment/ disinvestment analysis of conglomerate durables is closely related 

to still another class of investment/disinvestment problem--durables in parallel or in 

series. "Durables in parallel" is the investment/ disinvestment problem that occurs when 
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more than one durable provides the same service. Base and peaking units are examples. 

They are durables that may simultaneously produce the same service, but, because of 

differences between the two in time and user costs, they are not perfect substitutes in the 

production process. 

This report did not build a theory to analyze durables in parallel. Introducing a 

second durable in parallel with the first adds an opportunity cost of producing from the 

first durable--the returns given up by not using the idle durable in production. The model 

presented in this study, which approxim~ted this cost by control costs, needs to be 

improved to analyze such a result. Obtaining such a theory would allow us to perform still 

another task--deriving optimal dispatch rules for using durables in parallel. 

"Durables in series" poses another challenging problem. When the output of one 

durable provides services to still another, how are their respective contributions mea

sured? Or, how is the investment/disinvestment in one related to the other? A familiar 

example in agriculture is the decision farmers make to replace a tractor, realizing that, 

by so doing, the services from an entire line of machinery complements may be affected. 

Electric utilities experience this problem in the series of generating plants, transformers, 

and transmission lines. 

Baquet did analyze such a problem and proposed an iterative approach fo r resolving 

it. However, it*is not clear that the measurement of contributions from the durable was 

appropriate. Moreover, in place of replacement opportunity costs, he used a very long 

planning horizon. Still, any extensions in this work could benefit from his pioneering 

study. The result to be hoped for would be an analytic framework that could be 

implemented with computer programs that would per mit analysis of much more compli

cated environments than the one of this study. 

Regulations, Taxes, and Inflation 

As the disciplinary model developed in this paper is adapted to include more 

relevant features of the decision environment--i.e., becomes more subject-matter orient

ed- - three areas come to mind: regulations, taxes, and inflation. All three a re relevant 

for public utilities. Regulations are a fact of life. Rates of return are tied to the 

industry's rate base valued at book value, but which, because of inflation, is no longer an 

appropriate measure. This issue has only been touched on in this report (Chapter IV). 

Linking rates of return to the utility's rate base, valued in terms of book rather than 

market value, may lead to cash flow problems for the firm . On the other hand, 

accounting for capital gains, a non-cash return, becomes a related problem. 
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Many articles have been written about how linking returns to the firm's capital base 

leads to over-capitalization (Averch and Johnson, 1962). Although several variants on this 

theme have been proposed, one that deserves attention is an analysis that links inversely 

the probability that a capital investment will be included in the utility's rate base with the 

difference to the customer of operating with the new investment versus some lea.st cost 

alternative. The result may very well be a model that produces least-cost-to-the

customer capitalization rates. 

Uncertainty 

In every phase of the analysis of durable investments, disinvestments, and use is the 

presence of uncertainty. As if the uncertainty of demand associated with weather and 

other factors, the uncertainty associated with the availability and costs of inputs, and the 

uncertainty of changing regulations--as if these were not sufficient cause for decision

making headaches, utilities face still another potential source of uncertainty, namely, 

intermittent supply sources. 

Supporting the adoption or at least the exploration of alternative energy sources is 

the Public Utilities Regulation and Policy Act (PURP A), one provision of which requires 

utilities to buy back excess energy from customers. One potential source of energy that 

customers could use, as well as sell back to utilities, is excess energy produced from wind

powered generators. This would create an uncertain supply source for utilities. The 

ramifications of PURPA on an industry required to purchase energy from an intermittent 

and uncertain source, as well as meet an uncertain time varying demand, needs 

examination. Such a study should also research the impact of energy-conserving 

technologies on utilities' capacity requirements needed to meet uncertain demands, given 

reliability constraints. 

Extend Existing Economic Theory 

Analytic models developed in economics can be variously classified by the market in 

which prices are determined and by the presence or absence of uncertainty. In almost all 

analytic results, however, the theories for non-durable inputs are divisible in use and in 

acquisition. This is convenient because it allows the models to ignore the problem of 

disinvestment (the asset is purchased in exactly the quantity that will be used), and it 

simplifies the acquisition question to the standard marginal rule: acquire input until the 

value of its services equals its cost. 

These economic models, while helpful, ignore a much broader class of problems: in

put investment decisions of non-durable inputs not available for acquisition in infinitely 
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divisible quantities and, in some cases, whose services are not available in divisible 

quantities. For those durables which provide divisible services, the question of what level 

of services to extract can be answered using marginal analysis tools--but only if inter

temporal dependencies are recognized. Then, the larger question--should the durable be 

acquired, and, if so, when should it be replaced--must still be answered. 

This study has provided only the introduction of a framework for such an analysis. It 

establishes a link between divisible disciplinary models of economics and lumpy invest

ment/disinvestment models of the financial analysts. Still, there remains a wealth of 

models and results to be examined. Such everyday problems as how changing prices of 

variable inputs used by a durable affect the durable's value to the firm are questions of 

interest which could provide major advancements in our understanding of durable 

investment/disinvestment decisions. 

The Simulation Model 

This study has examined the simplest of all durable investment/ disinvestment 

problems: the replacement of a single durable. Yet, even the simplest investment/disin

vestment model led to what most would agree were complicated analytics, particularly 

with the introduction of uncertainty. Still, the effort was helpful in that a standard 

format for analyzing investment/ disinvestment problems was identified (Chapter IV). For 

implementation in practical decision making, this format was cast into an optimal control 

framework in conceptualizing the structure of a simulation model (Chapter YI). As 

simplifying assumptions--which were made to render tractable the analytical models of 

the theory--are relaxed to make the analysis more relevant in practice, simulation models 

and computers become essential additions to the analyst's tool kit. 

Therefore, developments of the simulation model are needed to parallel the 

theoretical developments recommended above. The resulting model, then, would be of 

increasing usefulness to utility planners as it incorporates more realistic features of the 

world they face. At the same time, the model would remain of intermediate complexity 

with respect to the manpower and computer resources required to use it. That is, it would 

not replace the system or corporate planning models used by utilities but instead would 

provide a lesser cost means of evaluating and screening options during the initial stages of 

planning. 

Finally, although the simulation model has been conceptualized in an op timal control 

framework, no optimal solution is actually found. Rather, the results of assuming 

alternative decision rules and decision actions are compared and, in the stochastic, 

uncertainty case, an efficient set of options is identified. From a utility theory point of 
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view, as well as a practical one, this is preferable to a single "optimal" solution 

(Chapter V). Nevertheless, such a solution would be instructive and useful--in the 

deterministic, or even the stochastic, case--to check the logic and realism of both the 

problem specification and the efficient set of strategies. Therefore, a further worthwhile 

development would be implementation of an algorithm, as part of the software package, 

to find a numerical solution to the optimal control problem. 
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