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established various prizes, including the Savage Thesis Award, the Mitchell Award, etc. and
published important Bayesian volumes that have had a great impact. Further, the number of
published Bayesian research papers has increased amazingly over the years and some current and
past editors of leading journals are Bayesians. Given these developments, it appears that we are
witnessing the beginning of a Bayesian Era in statistics and econometrics, a major event in the
history of science; see, e.g. Zenner (1988a).

I suggest that this upsurge in Bayesian research, applications and publications has occurred
because there is a growing awareness of the impressive foundations of Bayesian analysis and,
most importantly, that Bayesian analysis has produced many solutions to theoretical and
practical problems that are as good as or better than those produced by other approaches. While a
review of all areas of application is impractical, attention is focussed below on some recent
developments in one important area of application, namely Bayesian forecasting. Then some
uses of information theory in relation to Bayesian analysis will be presented. See, e.g the review
articles on information theory and Bayesian analysis by Soofi (1996,1997), a collection of 48
papers on recent Bayesian research in Berry, Chaloner and Geweke (1996), the information
theory text by Cover and Thomas (1991), applications of maxent to econometric problems in
Fomby and Hill (1997) and Golan, Judge and Miller (1996) and articles on Bayesian analysis
and information theory in Zellner (1997). In these works, there are many references to the
pioneering research of Edwin T. Jaynes who has made many fundamental contributions to
Bayesian and maximum entropy methodology and applications; see Jaynes (1974,1983,1984). A
final section provides a brief summary and comments on prospects for the future.

H. Bayesian Modeling and Forecasting

The problem of model formulation is present in all fields of science. How to obtain models
that explain the past well and predict accurately is a major issue. Prior views play an important
role in model formulation in both Bayesian and non-Bayesian approaches. Generally, some,
including Jeffreys, Jaynes, and many others, start with a sophisticatedly simple model and
complicate it if necessary. However others, recommend starting with a complicated, general
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predictive densities to make point and turning point forecasts.
Hong (1989) made draws from the posterior density of the parameters of (1) to investigate

dynamic properties of the models for each of the 18 countries in our sample. That is, he made
draws from the marginal trivariate Student-t posterior density for the three autoregressive
parameters and for each draw computed the roots of the third order process. He found that about
85% of the draws led to two complex conjugate roots and one real root; that is, the probability is
about 0.85 that the process has an oscillatory component. From the drawn values, he computed
posterior densities for the periods and amplitudes of the oscillatory components for each
country's model and found amplitudes less than one and periods of about 4 to 5 years. . In
addition, the implications of a uniform prior density for the three AR parameters for the
properties of the roots of the process were investigated and found to be reasonable for the
problem at hand. These results and the exact finite sample posterior densities for coefficients of
our models and their predictive densities are very useful. In particular, means of one year ahead
predictive densities that are optimal point forecasts relative to quadratic loss were employed and
yielded forecasts that are better in terms of root mean squared error than those of random walk,
AR(3), Nelson-Plosser and other benchmark models. The simple addition of leading indicator
variables to our AR (3) model led to improved point forecasts and turning point forecasts.
Another important improvement in forecasting performance was provided by use of various

forms of Bayes-Stein shrinkage. That is, the country coefficient vectors were assumed drawn
from a normal density with a fixed, unknown mean vector. Using this assumption, and
generalizations of it, Bayesian shrinkage forecasts were computed and generally were much
better than non-shrinkage point and turning point forecasts as reported in papers in Zenner
(1997) and also by Putnam and Quintana (1995), Quintana et al (1995), LeSage (1996) and
others. In addition to shrinkage, we also introduced various time series processes for the random
ccificient .vectors in each of our country models, as have Putnam and Quintana (1995), Quintana
et al (1995) and others. In the simplest case, we allowed each country's coefficient vector to
follow a vector random walk, that is, g=_-_fi,,_,+e„ . Another model involved the assumption
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Using these procedures, about 70 percent of 158 turning points were forecasted correctly in early

work and in more recent work, about 70 percent of 211 were correctly forecasted.Here too,

Bayesian shrinkage or pooling of information across equations for different counties produced

improved turning point forecasts which are quite a bit better than those of naive models, e.g. a

coin flipper or an eternal optimist who always forecasts NDT at the top and UT at the bottom,

etc.; see papers in Zenner (1997) and Zellner and Min (1998). In Zeliner, Tobias and Ryu (1997)

forecasts were defined to be of three types, namely minor DT, major DT and NM' at the top and

minor UT, major UT and NUT at the bottom. Computing predictive probabilities for these

events from predictive densities and using a 3x3 loss structure, it was possible to derive the

minimum expected loss optimal turning point forecast, say minor DT.

That new Bayesian methods have proven fruitful in our and others' forecasting work is a

major new development. Further, after having found an equation such as (1), or variants of it,

that have been shown to work fairly well in forecasting, there is a challenge to subject matter

theorists to explain this result. In this connection, Hong (1989) and Min. (1992) have shown how

equation (1) can be derived from forms of some macroeconomic theoretical models. In Zellner

and Palm (1974,1976), Palm (1983) and Zellner (1994), the algebraic derivations of transfer

function models, like that in (1), from general multivariate time series models are described and

illustrated. In our work, we use information in specific simple relations like (1) that have been

shown to work reasonably well in practice to formulate theoretical models that imply relations

like (1) for these variables. Thus in line with the a priori advice of Jeffreys (1957, 1967), Jaynes

(1980) and many others, we start simply and complicate if we have to do so in contrast to others

who start with a general model and try to simplify it by testing downward. The latter approach

involves a prior view that contrasts sharply with that of Jeffreys, Jaynes and many others and has

yet to produce macroeconomic models that explain the past and forecast well. For further

discussion of these simplicity/complexity issues and Jeffreys' measure of complexity, see

Zellner (1998b). The role of prior information in model construction, e.g. the Jeffreys-Wrinch

simplicity postulate that involves associating higher prior probabilities with sophisticatedly
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maximization.. .is thoroughly established...This makes it seem scandalous that the exact relation

of entropy to the other principles of probability theory is still rather obscure and confused. But

now we see that there is, after all, a close connection between entropy and Bayes's theorem.

Having seen this start, other such connections may be found, leading to a more unified theory of

inference in general. Thus in my opinion, Zellnee's work is probably not the end of an old story,

but the beginning of a new one."

As part of the "new story," Zenner (1991) has considered the prior and sample information

inputs to be of differing quality in deriving an optimal information processing rule.

Also, one can weight the prior information and the sample information differently in deriving an

optimal IPR which results in having the optimal output density function for the parameters being

proportional to the prior raised to the power w times the likelihood function raised to the power

1-w, with 0<w<1. Then there are dynamic information processing problems to solve that involve

generation and processing of sequential information given various costs of acquiring new

information and of adjusting to it. As Jaynes rightly pointed out, there are indeed many new

stories to be developed. See also, Hill (1988), Cover and Thomas (1991), Bernardo and Smith

(1994), Soofi (1996, 1997) and Zellner (1997) for recent considerations of information

processing and new and old measures of the information provided by an experiment. The new

definition in Zellner (1997, p.149), the information in the joint density of the observations and

parameters minus the information in the prior is operational and more comprehensive than the

old definition.

Another area of great activity has been research on what to do when the form of the likelihood

is unknown. Of course, maxent has been and is being employed to produce models for

observations in many areas, as Jaynes (1988) and Zellner (1991) have pointed out. Recently,

Stutzer (1996) has shown how maxent can be used to produce "risk neutral" densities in financial

economics while Golan, Judge and Miller (1996), Soofi (1996) and Zellner (1997, p. 100ff.)

have shown how to produce many statistical and econometric models by maxent. These maxent
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if the measurements have been made properly with no left out variables, outliers, etc., the

assumption that all) =0 can be made which implies EOID . y and the maxent proper post data

density for the parameter, subject to this mean constraint is the exponential density,

f(01D) = (1 / 9) exp { ---0 / 9) . This is a Bayesian method of moments (BMOM) post data density

based on one moment condition. See, e.g., Zellner (1994a, 1997, 1997a), Green and

Strawderman (1996), Tobias and Zenner (1997) for applications of the approach, using

additional moment restrictions on the realized errors, to a broad range of univariate and

multivariate regression and other models. With additional restrictions on future error

terms'moments, maxent predictive densities have been derived and used in Bayes' factors to

compare alternative models in Tobias and Zellner (1997). In Golan, Judge and Miller (1996,

1997), the parameter and realized error term spaces are discretized and moments of realized

errors and parameters are obtained and used in a maxent framework to get proper post data

densities for parameters and for future observations. A number of applications are presented.

Whether it is better to proceed in terms of a few parameters' moments as in the BMOM approach

or many parameters associated with the discretization of the parameter space in empirical

likelihood, nonpararnetric, and the Golan, Judge, Miller (1996) generalized entropy approaches

is an issue that deserves attention. As Jeffreys and many others have recognized, introducing

many parameters may lead to a good fit but will not generally lead to good predictions. It is

possible to use Bayes' factors, see, e.g. Kass and Raftery (1995) and Tobias and Zellner (1997),

and other model selection procedures and actual performance in prediction and forecasting to

attempt to resolve this important range of issues.

IV Summary and Conclusions

As is evident from what has been presented above, information theory has and is playing an

important role in Bayesian analysis in statistics and econometrics in producing prior densities,

models for observations, information processing rules and post data densities for parameters and

future observations when the form of the likelihood function is not known, etc.. As pointed out
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