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PRODUCTIVITY GROWTH IN APEC COUNTRIES

by

Robert G. Chambers, Rolf Fare and Shawna Grosskopf

ABSTRACT

In this paper, we introduce a new technique for measuring productivity growth, and

apply it to a sample of APEC countries. The new technique is based on a version of

Luenberger's shortage function which generalizes Shephard's input and output distance

functions.

This paper introduces a new technique for measuring productivity growth and applies

it to a sample of APEC countries. The new technique is based on the directional technology

distance function, a version of Luenberger's shortage function (Luenberger (1992, 1995)),

which generalizes Shephard's input and output distance functions (Chambers, Chung and

Fare (1996)). The directional technology distance function encompasses all known distance

functions.

Recently, Fare, Grosskopf, Norris and Zhang (1994), used ratios of output distance

functions to define and calculate productivity growth among OECD countries. They

followed the nonparametric Malmquist productivity approach initiated by Fare, Grosskopf,

Lindgren and Roos (1989). Here we also employ a nonparametric model of technology, but

we develop new linear programming models suitable for calculating directional distance



functions while basing our productivity measure upon Luenberger productivity indicators

introduced by Chambers (1996).

The Productivity Model

This section introduces the directional technology distance function and the

productivity indicator based on it. We follow Chambers (1996) and Diewert (1993) and use

the term "indicator" for measures defined in terms of differences.

Let the technology be described by a set, T +xle+, defined by

T = {(x,y) : x can produce y},

where xEle+ is a vector of inputs and y is a vector of outputs. The directional

technology distance function denoted by DT(*), is defined as

BT(x,Y;gx,gy) = sup{0 (x-j3g„,y+13gy)a}

where (g„,gy) is a nonzero directional vector.

Figure 1. The Directional Technology and Ou ut Distance Functions

•

(1)

(2)
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Figure 1 illustrates the directional distance function. We assume constant returns to

scale so that T can be visualized as all input-output vectors below the ray from the origin and

the input-output vector under consideration is the point (x,y). The direction in which this

vector is "expanded" is given by (gx,gy). The minus sign in (2) follows from the subtraction

from inputs in (2). The (x,y) vector is expanded in the (gx,gy) direction as much as is

feasible. The maximal expansion is the value of DT(x,y;gx,gy).

Under free disposability of inputs and outputs,' the directional distance function

completely characterizes the technology. (Chambers, Chung, and Fare, 1996). In particular

DT(x,Y;gx,gy) -?-0 if and only if (x,y)ET.2 (3)

To show how the directional distance function (2) is related to Shephard's output distance

function, recall that the latter is defined as

Do(x,y) = sup{0 : (x,y/0)€T}

and that

(4)

Do(x,y) lc. -1 if and only if (x,y)ET. (5)

Now if we choose gx = 0 and gy = y, then we find

DT(x,y;0,y) = (1/130(x,y)) - 1.

Thus Shephard's output distance function is a special case of the directional technology

distance function.3

(6)

'Inputs and outputs are freely disposable if (x,y)ET and (x',-y') (x,-y) imply (x',y')ET.

2

For additional properties of -151(x,Y;gx,gy) see Chambers, Chung and Fare (1996).

3

One can also easily derive the relationship between DT(*) and the Shephard input
distance function.

4
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In Figure 19 we expand (x,y) due "North" (in the direction of y) to illustrate

.-)
Do(x,y) or DT(x,y;0,y). Moreover, if T exhibits constant returns to sc

X > 0, then it follows for X > 0 that

4 e, Le., XT = T,

DT(Xx,Xy;gx,gy) = XDT(x,y;g„,gy).

Next we introduce our productivity indicator based on the directional distance function.

Following Chambers (1996), we define the Luenberger productivity indicator for periods t

and t+1 as

÷ .4
1..(x ̀ ,y t,Xt+1,yt+1) = 1/2(13,r+1(x ',y %gegy)

4
1. DT i(x t,y to,g.,gy) - 5T e(x t+1,y t+1,g.,gy))

(7)

(8)

Productivity improvements are indicated by positive values and declines by negative values.

The Luenberger productivity indicator can be decomposed into two component

measures, namely an efficiency change component.'

4 4
EFFCH = DT t(x t,y t,g.,gy) - Dvi(x t+1,yt+1.,g.9g) (9)

and a technical change component

4 -+
TECH = 1/2(D.p.1(xt+1,yt+1;gegy) - a/4x "1,y "1-,gegy) (10)

-,). 4.
+ art.i(x t,y t. ,g.,gy) - a/4x t,y ';g.,gy))

The sum of EFFCH and TECH is of course equal to the Luenberger indicator. Next, we

illustrate the productivity indicator and its component measures.

'As in Fare, Grosskopf, Norris and Zhang (1994), we can decompose EFFCH into a
scale change component and an efficiency change component, where the latter is computed
relative to technologies satisfying variable returns to scale.
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Figure 2. The Luenberger Productivity Indicator

The following notation is adopted in connection with Figure 2. The direction of

expansion (g.,gy) is denoted by g. The t input-output vector (xt,yt) is denoted by a, and the

(t+1) vector (xt+1,yi+1) is denoted by d. The two technologies are Tt and D+1. In this

notation we get

and

-)
b = a + Dv(a;g)g

-4
C = a + art.i(a;g)g

-o
e = d + Dv(d;g)g

-.)
f = d + D.rt.i(d;g)g

..

EFFCH = (b-a) - (f-d) = alv(a;g) - art.i(d;g))g

TECH . 1/2((f-e) + (c-b)) = 1/203.0.1(d;g) - 5v(d;g) + 5.p.1(a;g)

4
- DT t(a;g))g

a
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Thus efficiency change measures how close the observations a and d are to the technologies

Tt and T. Technical change is the average distance between he two technologies.

To formalize the linear programming problem need _ A for he c, culati n of

Luenberger productivity indicator and its component measures, we assume that at each t

there are K observations of inputs and outputs (xktt,yk3), k=1,...,K. Following Fare,

Grosskopf and Lovell (1994) the constant returns to scale technology associated with the

observations may be written as

K

t -T t = {(x t,y t) : E zky t km yrn, nr 1 --,M ,
k.31

k

E zicximt x:, n=1,...,N,
km 1

zi, ..?: 0, k=1,...,k}.

The inequalities in (11) indicate that both inputs and outputs are freely disposable, thus here

we have imposed constant returns to scale and free disposability of inputs and outputs.

The linear programming problems required, for computing the Luenberger productivity

indicator are as follows,

DT tqc.',.,y 12 i. 0, gvgy) , max '13 (12)

S. t.
K

tE Zkykmt yvin
lic 1

+ Pgy., m=1,...,M,

•.......

K
t

E ziJ tki, 13 Xrn — In=1 s .... ,... ,
tv=i1.

Zk .??.. 0, k= 1,000,K.
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This programming problem evaluates observation k' at t relative to the reference technology

V, in the direction of (gx,gy). Similar programs can be formed for j3Toi(x
de,t,yk't ;giogy) and

ki,t+1 t +1 .
DT t(X ,y ,g.,gy)•

The linear program evaluating k' at t relative to Tt in the direction of gx = xk,3 and

gy = yk',it is

4
DT t(X

,t ,It,y VA) = max

S. t. E zkyitc. (1+P)Ykt,m,
1

E zkx,,„„t (1-13)xien,
kig 1

(13)

zk 0, k=1,...,K.

If we choose gx = 0 and gy = y", we will compute the reciprocal of the Shephard output

distance function minus one, i.e.,

DT t(xl"yk
• 
iA •Oykitt) = max 13

s.t. E zkyki% (1+)ykt'm,
k= I

E x, n=1,...,N,

zk 0, k=1,...,K.

The final direction we choose is gx = 1 and gy = 1, i.e., .we treat inputs and outputs

symmetrically. Under this assumption, the directional distance function is equivalent to



Blackorby and Dongdson's (1980) translation function. This may be comput

technology r as5

- for k for the

kipt ;1,1) max p (14)

s.t.

t tE zorian Yiem +
k=1

zkx Xien 159
k=1

zk 0, k=1,...,K.

We also show how the directional distance for le relative to T`+' is computed, i.e.,

Dv. a (X ,y 
k',t 1, 1) = max p

s.t.

E 1zoritL Y:gin + ni= 1,---,M9

Iv. I

E t+ 1
".1E-Aka Xlen — 13, n=1,...,N,

iv-1

zk 0, k=1,...,K.

Some more economic insight into the nonparametric method is provided by

considering the dual formulation of (14). We have for observation k,

toc k,t,y k,t ;1,1) = min { E \vim, romy t
(W,P) 11'1

51n practice, we mean-deflate the data, and therefore

anive at the specification in (14), we set = Ex
m=1,...,me k-1

1

(15)

so the direction, g. In order to

n = 1 , .0. and gy = Ey
zm
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N M
t tE wnxim — E pmyk, 0, k=1,...,K

n=1 m=1

M N

E pm + Ewn 1).

m=1 n=1

The nonparametric method for calculating the directional technology distance function can

also be viewed as choosing vectors of normalized input and output prices which allow no

firm to more than break even (this reflects constant returns), but which minimizes the loss

for individual firms. If firm k is efficient, then its loss is equal to zero.

Figure 3 illustrates. For graphical clarity, we have only depicted observations from

period t. For these observations, the range of feasible input-output price ratios are those

having higher input-output price ratios than that given by the ray through (x33,y33), which

under the assumption of constant returns is the only efficient point. The price ratio which is

ultimately picked for each observation will be the one which has the smallest economic loss
M N

associated with the observation subject to the normalization that E pm + E wn 1 . A
m-1 n=1

similar depiction exists for the period t+1 technology.

With these points in mind, it is then apparent that our productivity indicators can

always be decomposed directly into profit-based measures of efficiency change and technical

change using the reference shadow prices derived from the dual linear programs. Intuitively,

this is very appealing because Chambers (1996) has shown that under the assumption of

technical efficiency superlative indicators of productivity are profit differences calculated

using an average of normalized period t and period t+1 prices. Here the reference prices

are shadow prices derived from the above linear programs.
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Figure 3. The Dual Problem

To further illustrate the Luenberger productivity indicator, let

(w ,p ) =, .. argmin{wxt,k _ pyt,k :

w • 1 + p • 1 .... 1}.

wxt* - pytk ..?.._ 0, k=1,...,K,

Then we have that the calculated value of the Luenberger productivity indicator is

1/2(wt+lxt _ pt+lyt _ wt+ 1 xt+1 4. pt+lyt+1 + wtxt _ ptyt _ wtxt+1 + ptyt+1)

which can be written as

1/2(pt+1 ± pt)(yt+I - y) + 1/2(wt+' ± wt)(xt --len.

,

L
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Data and Results

The models derived in the previous section are applied here to analyze the

performance of the countries in APEC (Asian-Pacific Economic Community). These include

Australia, Canada, Chile, China, Hong Kong, Indonesia, Japan, Korea, Malaysia, Mexico,

New Zealand, the Philippines, Papua (New Guinea), Singapore, Taiwan, Thailand and the

United States. Data were gleaned from the Penn World Tables, version 5.6. We follow

Fare, Grosskopf, Norris and Zhang (1994) and use real GDP, employment and nonresidential

capital stock as output and inputs. These are in international prices, base 1984.

The data were compiled for the period 1975-1990.6 We computed three variations of

the productivity index by specifying three different "directions" for the component distance

functions:

1) g. = x, gy = y, i.e., the direction is determined by each country's observed

inputs and output in that period.

2) gx = 0, gy y, i.e., the direction is determined by the country's output

vector. This is the distance function which is a direct transformation of the

Shephard output distance function used in the Malmquist productivity index.

3) gx = j, gy = i.e., the mean of the data in each period. This implies that

all observations will be evaluated in the same direction.

For each case, we compute productivity change, efficiency change and technical

change for each country for each adjacent pair of years between 1975-1990; i.e., 765 indexes

6Capital stock data was not available for China, Indonesia, Malaysia, Singapore and
Papua (new Guinea). We used the perpetual inventory method (benchmark year 1960,
depriciation set at .10) to construct capital stock series for these countries based on
investment data from PWT 5.6.
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for each of our three cases, 1ty way of summary of these results, we include two bles:

Table 1 with average, annu.,, productivity change (and its components) and Table 2 which

cumulates the productivity changes over the entire 19754990 period.

[Insert Table 1 Here] .

Table 1 suggests that average annual productivity has declined over the 19754990

period for APEC countries no matter in which direction we measure productivity, based on

the mean for the sample. The countries that improve on average in the three models include

Australia, Canada, Hong Kong and the U.S. Generally speaking average annual productivity

declined due to falling efficiency; technical change was generally positive.

[Insert Table 2 Here]

The cumulated results in Table 2 tell a similar story, with Australia, Canada, Hong

Kong and the U.S. showing positive cumulated growth over the period in all these models.

Japan, Korea and Singapore exhibit positive cumulated productivity growth in at least one

model.

.,
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Figure 1. Directional Technology and Output Dist

Figure 2: The Luenberger Productivity Indicator

Figure 3: The Dual Problem
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