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I. Introduction

Data Envelopment Analysis (DEA) or activity analysis models are frequently formed from

an input-output data set as its convex disposable hull. In forming DEA models, Banker, Charnes

and Cooper (1984) suggest the minimum extrapolation postulate which requires that all input-

output observations be used to form the reference technology. However, the minimum

extrapolation postulate was formulated in a context where the focus was on efficiency

measurement relative to a "best-practice" frontier. While this postulate is entirely reasonable in

many circumstances, in others it might lead to construction of an overly optimistic reference

technology. Consider, for example, the use of DEA-related methods to characterize agricultural

production technologies where the data are drawn from experimental field trials rather than from

observations on actual farming operations. Such field trials are notoriously optimistic in their

predictions about fertilizer responsiveness. Relying on an outer frontier approximation would

only exacerbate this tendency.

Our purpose here is to present and compare pessimistic and optimistic reference

technologies in order to create some bounds within which one can reasonably expect the "true"

technology to be. The criteria we use to create the optimistic and pessimistic technologies are

dominance in the sense of efficiency and reversed efficiency. Given a set of fic observations of

inputs and outputs, the optimistic technology is formed from the subset g of efficient elements.

The first pessimistic, or rather the first conservative technology, is formed from the subset C of

reversed efficient elements of . In order to compare the optimistic technology and this

conservative technology, both formed as convex disposable hulls, we prove a result showing that

the BCC model and our optimistic technology coincide. The result, interesting in its own right,

allows us to conclude that the conservative reference technology is a subset of the optimistic.
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Next we move on to an even more conservative reference technology that is formed by

exluding from C those elements which dominate convex combinations of their complements in

C. Once these points are removed, the most conservative reference technology is found by

enveloping the remaining elements of C.

H. The Models

We introduce the different reference technologies in this section. In particular we make

use of the idea of dominance in the sense of efficiency and reversed efficiency to eliminate data

points. Dominance in the above sense has also been used by Fried et al. (1993), Tulkens and

Vander Eeckaut (1991), and Hougaard and Tvede (1993).

Assume that we are given a set fiC= (1, k, K} of input vectors x' E + and output

vectors . The convex disposable hull technology formed from these may be written

(see Banker, Charnes and Cooper, 1984 or Fare, Grosskopf and Lovell, 1994),

T(K) = {(x, y)
keK

keK

2k Ykni yin, 111 = °••, M,

zk x„, n = 1, ..., N,

as

zk > 0, k E E zk = I }.
keK

For each k E (xk, yk) E TOO, and T(fiC ) is convex with inputs and outputs being freely

disposable, if (x, -y) (x°, -3,°) and if, (x°, y°) belongs to T(ic), so does (x, y).

The efficient subset of IC is defined as

g= k E (x1, -yl) (xk, --yk) e gC)•



The efficient subset consists of those k E K. which are not dominated in the sense of less than

or equal to by any element in K.' The reference technology associated with is given by

T(g) {(x, y) : E zk y y m . 1, ..., M,
keit'

E Zk x„,
keg'

Zk ?.. 0, k E E Zk = 1 ).
kEr

The conservative subset of is defined as

C = k E K: -y') (xk, -yk) i

In words, if i dominates any k in the sense of then i is not in K. The conservative technology

is given by

T(C ) = (x, y) E zk yk  y1„, m = 1, M,
ke('

E zk x„„ x„,
ke('

Zk >0,kE C, E Zk 1 ).
kec

Figure 1 illustrates the reference technologies T(g) and T(C). There are four observations

and g(= ( 1, 2, 3, 4). The efficient subset of is X= ( 1, 2, 3), and the conservative subset is

C= (3,4}.

For this figure it is clear that the conservative technology is a subset of the efficient. To

prove this generally, we use the following lemma, the proof is in the appendix.

Lemma: TOO = T(g).

From this lemma it follows from the observation that ICD C that and the fact that reference

technologies are constructed as convex disposable hulls that

'As usual x y means that each element of x is no larger than the corresponding element
of y and at least one element of x does not equal the corresponding element of y. x y means

that each element of x is no larger than the corresponding element of y.
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Proposition: T T(C).

To measure the differences between the optimistic and pessimistic technologies T(g) and

FRC) we choose the inverse of the output oriented Farrell measures of technical efficiency, i.e.,

we compute the ratios

F(xk, yk I g) / F(xk, yk I

for each k E c. In particular we calculate

F(xk, yk I = mm { 0 E : (xk, yk/O) E T(g)

and

F(xk, yk = Min 0 E (xk, yk/O)

T(C), however, does not always provide the most conservative representation of the

technology consistent with free disposability of inputs and outputs. To see that this is true,

consider Figure 2 which replicates the observations Figure 1 while adding a new observation

labelled "5". For this data set, observation 5 belongs to T(C), whereas in Figure 1 the point

corresponding to 5 would not have been in T(0. A more conservative representation of the

reference technology for the data set in Figure 2 would be given by the same T(0 as in Figure 1.

This more conservative version of the technology is isolated by eliminating from C all

elements of C that dominate convex combination of their complements in C. (Notice in Figure 2

that observation 5 dominates a range of convex combinations of 4 and 3.) Formally, we form

/ c C by

/ = {lc E : ziyi yk
i€C.
i*k



for any zi 0, iEc, i # k, E zi = I ).
lEt

ik

The most conservative subset of kis then defined by

vf=C-

and the most conservative reference technology is given by

T(iM) = { (x, V‘ zkYkin y1n, m M,
kEm

E zkxki, x,, n = 1, N
kEm

zk ?..0,kEM,E zk =1).
kEM

To measure the differences between the three reference technologies, we again compute

the ratios of the inverses of the output-oriented Farrell measures of technical efficiency:

for k E M and

k E M where

F(Xk, Yk I g) F(Xk, Yk I M)

F(Xk, yk C) F(x", k1 M

F(Xk, yk 1 min { 0 : (Xk, yk/O) E T(M) ).

III. An Algorithm for Finding the Elements of I

While the definition of I is straightforward, in practice it is useful to have a simple

computational procedure for isolating the elements of I. Here we demonstrate that I can be

isolated by solving several simple linear programs. Consider the set R(C) defined by

R(c) = ((x, y) : x„ EX xi„ n = 1, N
iEC

yin EX yin, m = 1,
E xi = 1, ki 0, E C).
iEC

It is immediate that I c R(C). To see this suppose that k E I, then by definition
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Yktn
iEC
i#k

m = 1, ..., M

x _ X xm n = 1, ..., N

..k

E x, = 1, xi 0, i E C, i # k.
i.(.
i#K

Now add zero in the form of XI, yk„„ Xk xki„ Xk (with At = 0) to each respective inequality to

establish that (xk, yk) E R(C).

Define the input-oriented and output-oriented radical measure of the distance to the

frontier of R(C) by

F*(xk, yh R(0) = min t BE : (xk, Byk) E R (C))

H*(3,1', xk R(C)) = max {X E :(?xk yk) E R (C)).

Because R(C) is a closed convex set both of these linear programs are well defined so long as

k E c. Now suppose that F*(xk, Yk I R(0) < 1, then it must be true that

Ylan "?°'

iEC
Xi Yin,

Yim
F* i.c

m = 1, ..., M

where the second inequality is strict if the far right-hand term is not zero. There are two cases

to consider: 2 = I and k < 1. In the latter it follows immediately that

Yklk.4 Yim
iE(

where Xi* = X; / (1 - 2‘.1). Thus, k E The fo
i#k
rmer is easily seen to be impossible for yk # 0M.

Similarly it is easy to show that H*(yk, Xk 1 R(C)) > 1 R e I.



Now suppose that both H*(3,11, xk I R(0) = 1 and rOck, yh I R(0) = 1. The only

interesting case to consider is where Xi, < 1 in the solution to either of the respective linear

programs. In that case, we only need to check whether there exists one strong inequality

satisfying when

for any m

Yk,„ > E x,* y,,„

Xkfl X1 < kin
ieC

at the Xi* = / (1 - 2) defined by the solution value. If there is that observation will belong to

IV. Data

We demonstrate our approach using data from a three-year field study comparing yields

of no-till corn following four cover crops (hairy vetch, crimson clover, Austrian peas and winter

wheat) and winter fallow in the Maryland Coastal Plain (for a complete description see Decker

et al.). The experiment examined only applied nitrogen use, so our study is for a single variable

input. Fixed inputs are yield of the cover crop (to measure the organic nitrogen content of the

soil), precipitation, and temperature. Weather records were used to construct two variables

measuring precipitation and temperature: total precipitation during the early growing season and

the number of days during the late growing season between 70° and 86°F.

Four different nitrogen fertilizer rates were used on each winter cover crop. Fertilization

rates of 0, 40, 80 and 120 pounds of nitrogen per acre were used on the vetch system, rates of

0, 60, 120 and 180 pounds of nitrogen per acre on the clover and peas systems and rates of 0,

120, 180 and 240 pounds per acre on the wheat and winter fallow systems. The experiment was



conducted on different plots on the farm each year. Each cover crop followed no-till corn. Corn

was planted in the spring between 5 and 15 days after the covers were killed with a knockdown

herbicide, depending upon the condition of the killed cover crop growth, soil condition and

rainfall. Samples of corn grain were dried to 15.5 percent moisture and used to estimate yield

per acre. Samples of the cover crop were also harvested and dried and used to estimate yield

per acre.

V. Results

The differences between the three representations for two of the cover crops (crimson

clover and hairy vetch) are summarized in Tables 1-4. All cover crops yielded similar

differences, but to conserve space we only report on two.

For crimson clover 14 out of 48 of the elements of Ic were in C (see Table 1) while for

the hairy vetch cover crop 15 out of 48 elements of 9( were in C (see Table 2). For crimson

clover, we find that there is considerable difference between the optimistic and conservative

reference technologies. For example, Table I indicates that for the input level for observation

44 the output frontier of the conservative technology was only approximately one quarter of the

output frontier for the optimistic technology. Even more dramatic differences are found when

comparing the optimistic and conservative reference technologies for the hairy vetch cover crop.

For observation 34, Table 2 indicates that the conservative frontier was only approximately one

tenth of the optimistic technology. Because we are considering a technology with a scalar output,

these differences in the technologies may be made more intuitive by recognizing that the ratio

of the inverses of the output-oriented Farrell measure of technical efficiency corresponds to the

ratios of the scalar production function for the conservative and optimistic technology. Thus, for

example, for observation 34 in the hairy vetch cover crop, an appropriate interpretation is that
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the maximum output attainable with the conservative technology is only one-tenth of that

obtainable within the optimistic technology.

Moving from the conservative technology to the most conservative technology, we find

that 9 elements of C are also in I for the crimson clover cover crop while 7 elements of C are

also in I for the hairy vetch cover. Thus, in both instances we significantly reduce the number

of observations that are included in the reference technology by moving from the conservative

to the most conservative technology. Moreover, the earlier pattern experienced with the move

from the optimistic to the conservative technology is preserved—for both cover crops while

differences are uncovered between the reference technologies.

VI. Conclusion

Dominance techniques have been used to develop more conservative free disposal hull

reference technologies for data sets. The potential differences between these technologies have

been examined by comparing the reference technologies for data drawn from agricultural field

trials. Our results indicate that there are significant differences between the three reference

technologies.
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Proof of lemma: That T(

T C.70 T

Appendix

c TOO is obvious. To prove the lemma we only need show that

Consider the case where ,.."'contains all but one element of call it (xk, yk). Now

consider any (x, y) E T(gO: By definition

x„ > E xixii = 1, ..., N
.EK

Y111

icK

XY.in m = 1, ..., M

E X=1, xi i E
icK

Because (x.k, yk) g, there must exist an element of X, call it (xi, yi) such that (xi, -yi)

whence E xix,„ x E x,,xi„ = E (n = 1, ..., N)
iEK iEK le ir
i#k

where X: = X (i # j) 74 = + 7. Moreover, it also follows that E 4:v E X1311111'
IE V lE K

= 1, ..., M. Hence we have established that

which implies (x, y) E T(

xn > X:xi„ n = 1, ..., N

m = 1, ..., M
iE

_yk)

iEr

and hence TOO c T(g). It follows by induction that TOO c T(g)

when fiC contains an arbitrary number of elements that are not in e

Q.E.D.
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