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APPLICATICNS OF VARTANCE COMPONENTS IN ECONOMICS*

T.:D. Mountb**

I. Introductbion

The use of variance componenté'in économics has been almost exclusivelj
confined to analy%iﬁé pooled cross¥sectibn aﬁd time-series data, Such daté
are obteined by observing & set of V3riableé for tﬂe-same éémple of cross-
section units'(é,g,.firms) at different peints in fime (e.g. years), Con-
sequently, the most freguentiy used model is a.two—way crossed classification
with one obser#ation per cell, In this model; the rows correspond to time~
seriés.effecté'and the columns to cross-section effects, Covariates are |
usvally present, and in fac£} estimation of the corresponding'slope paﬁam;
eters is nearly always the main ébjecﬁivé of the analysis, With most sources
of economic data, however, thislobjéctive is confounded by the high correla-
tioﬁs that'eiist betweén the'cﬁvariates. In thie situation, the or&inary
least squares (OLS) estimétor of a particular slope parametér may lack pre-
cision even though the model fits the dste well, . This is true if thé croéé—
section and time—séries effects are cmitted and it is even more of a proﬁlem
if the effects are specified as fixed perameters. If the effecfs.are random;
hoviever, the corresponding generaslized least squarés (GL8) estimetor is more
efficient than éitheﬁ.of the OLS alternatives, The lure of this increased

efficiency provided the primary motivation for considering veriance components

¥ This paper was presented at the Spring meeting of ENAR of the Biometric
: Society at Tallahassee, March 1974,

#% T, D, Mount is an Assistaent Professor in the Department of Agricultural
Economics, Cornell University, Ithaca, New York,
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models in economicS; although thé ﬁagnitudes of the variance components have
never in themselves been considered very interesting.%/'

The discussion that follows is divided into three gections. First, the
simplest model used for analyzing pooled cross-section and time-series data;
is presented. FEven though the chgracteristics'of this type of mixed model
are familiar to biometricians# itlprovides 2 convenient framework for con-

. sidering tvo modifications of‘thermodéi that are presented in the last two
sections, The first of these isla dynamid moaél.which has been widely used
in economics to represent the gradﬁél édjustment of e dependent ‘variszble

over time in response to changes in tﬂe levels of the regfééébrS}’-The gtatis-
ticel properties of:this model are ﬁoﬁ nearly ss tractable a8 those of the
simple model, Finally, a model in whiég the slopé coefficients are specified-
with random components is considéféd, Thisg model.represents a relatively
straightforvsrd generslization of thé éiﬁple‘model, but it is interesting
because covarisnces bebtveen thelrandoh effedfé aré:sﬁecified, In addition,
this represents one exemplé of a mcdel in which the veriance components have
» useful econcmic interpretatipn, naﬁely as measures of the risk parameters

associated with = production process.

II. The Basic Model for Pooled Date

IT data sre cbtained for s ssmple of I cross-section units in T time

periods, the basic veriance components model may be written:

(1) ¥ = ¥B+Z¢+Zp+oe
T B
EfY] = Xp
Ver[Yl..= Z Z%¢ -+ Z Z'c¢ + 1
Tle= T T T o HEL e

}/ This may be one of the reasons why there is relatively little econometric
literature on estimating varisnce components, See Mount end Searle fol
for a more detailed discussion of this tdpic,\



vhere ¥  is an NTxl vector of the dependent variable A
X is an NTxK matrix of the covariates which usually includé a
constant term

I, @ lT is a design matrix for the time effects

Z =

T _

ZH =r'lT B IN is a design matrix for the cross-section effects
INT and EN,are identity matrices of order NT and N, respectively
lp 1s a Ixl vector of ones

B is a Kxl vector of unknown slope paraméters

r 18 .a Txl vector of uaknown raﬁdom time-series effecté

g is an Nxl vector of unknown random'eréss—section effects

e 1s an NTx1 vector of unknown random residuals

g, ¢ and oi are the unknown varisnces of the elements of r and
e, respectively

® rvepresents a Kronecker product.

If the three variances are known, the best linear unbiased esbimator of

8 in (1) is the following GLS estimetor:

(2) AR = (K‘V‘lx)"lx'v"ly
2, 2 2,2
vhere V = [72 207/56 + 2 2'65/c° + I
TTor T/ e ) M/ e NT]

This type of model was first discussed in the econometric literature in 1966
by Balestra end Nerlove f2]. As the form of V is very simple, the character-
istics of p* in (2) cen be investigeted enelyticelly, For example, Wallace . . -

and Hussein [16, p, 58] derived on expression for V-l,é/and Nerlove [12]

}/ C. R. Henderson, Jr, [5] showed that the same expression for V-1 can be
derived using en alternstive procedure for computing B* in (2). This pro-
cedure, which is well known to biometricians, was develcped by C. R,
Henderson, Sr, twenty years earlier.



derived the characteristic roots of an in terms of the varlance components,
These anslytical properties can be used te simplify the computétion of (2)
in zpplications, -

When the varisnce components sre unknown, stendard procedures for mixed
models can be used té ésfimate V“l in (2). For exemple, estimators of the
three varis ncé components are derzved by Mount and Searile [9] using Henderson's
Method IIT. An estimete of B can then be obtzined by replacing V in (2)
with its estimate, However, it is difficult to choosg vhich of the slterna-
tive estimstors of the variesnce components is bestlas.inipractice there is
little difference in the efficiency of the corresponding estimatprs of B {e.g.,
see Maddels end Mount [8]),%/ In sddition, the stetistical properties of X
in (2) ere difficult to determine when an.estimate of V-:L is used., This
latter staﬁemenf does not apply to the maximum likelihood (ML) estimator of
B, which sppears, therefore, to be a sensible procedure to congider, Fortu-
nately, the ML estimator i1s relatively essy to compute vhen Y in (1) is
specified to bé-multivariate'N(Xﬁ;HVJ§) beceuse of the simple form qf V.

At this stege, it 1s convenient to simplify (1) by omitting one seb
of randonm effects, This is done to mske the notation less cumbersome as all
the important sspects of the material that follows can be derived from the
simplified model, If of = 0 in {1), which is e@uivalent to omitting the time- .

seriea effects (rouws), the likelihood function L may be transformed to:

(%) . ..=2 1nL = const, + NT :me + :L‘niv| + [Y - X;ﬂ]'v'lrr - X6]0;2

-3 2, 24-1 . . - 2,2 2,
; = “ Al = LR B = -+ Y
where V f,_'[INT Zuéﬁjuﬁjﬁl . [INT - ZPZM"]’ and Ou/(ﬁe TGM) )

“/ If there are no’ covaristes in the model, most of these alternatives give
identical’ estlmates as the data are balanced This is no longer true if
covariestes are present, and conSEquently, some choice 18 necessary.



Following Maddala [7, p. 3451, the ML estimates of 8 and Oi are solutions to:

~ e _l /‘:
B = al - & T - 'E
(L) | B (X Tyr Zuzu,jx) X 7INT szp 1Y
= W+ (1-T%)B ]”lF_w + (1-T@&)B_ 1
. XX p o Xy Xy
) . ~2 . ~ A ' o ,:,;; v _ -
(5) o = Y- 38T, A“ZM]LY ¥pl/uT,
where W = [X'X - X'Z 2'X/T] and ¥_ = [X'Y - X'z 2°Y/T]
XX [EART) . Xy [TV

represent the 'sums of squares and cross products within the crosg-

section units
B = [X'X -W_] and B = [x'v - P ] represent the sums of
XX XX Xy

sguares end cross products between the cross—section units,
and ¥ is chesen to minimize:l/
~2 o ’\2 :‘
(6) HT ,uwé - 1n[V] = N Ins_ - N In(1-T%).

2
It follous from the deflnltlon of £ in (3) that the ML, esbimator Of‘cp

55 —‘d ﬁy(l Tﬁ), and if O <2T$~< 1, then.oi is nonnegatlve, Consequently,

the ML estimates are generslly computed by specifying Values for T% cver the
range 0 tc 1, and selecting the value fhat minimizes (6), The form of (&)
implies that = bouﬁdary séz.ution mé;y‘ exist at O but not a.t 1.

In summary, ﬁhe méin snalyticel objective when applfing (lj to economic

data is typically to gbtain estimates of the slope coefficients of the co-

variates, With pooled cross-section and time-series deta, the ML estimates

1/ If TQ = 0, then 5 in (4) is equiyelent to the OLS estimator with the random
effects in (1) omitted, snd if Tw = 1, to the QLS estimator with the effects
gpecified as fixed parsmeters,
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of these parameters and the varience components are reletively easy to com-
1 ‘ : : T

pute,—/ The stetisticsl properties of ML estimators sre well known, and

consequently, this method of estimation is generslly more suitable for

economle spplications then the alternsztive two-stepr procedures.

ITI. A Dynamic Mo@el-

‘Tn eertain éituations, a dependent varisble is not expected to respond.
immediatély to chenges in the levels of expianatory variables, The following
model of s éartial sdjustment process, originally proposed by Nerlove (101,
has been widely used in economics, and in the confexf'of using pooled data,
it repreéents the beﬁavior of the dependent variéﬁlé over time for:ény one

of the cross-section units

(1) Vo Vg = (M@ -ve,) 0L <1

(8) B CE Y BB, vy

where"y%z'is the observed level of a debendeﬁt varisble ot time t, yi is
the unobserved target level of that'variéble which is specified =2s a linear

function of K cbserveble variables, k=1,2,...,K and a residual %erﬂb

Tt ?
'vf. Bi, 82’ cees §K and A ere unknown.paramétérs,

The implication, of (7) is thgf the observed change in the dependent vari-
eble from'oneitime.peribd.to.fheznext (yt - yt;l) is a fiﬁed proportion (1-1)
of the difference between the.target lefel (yi) and the previbus observed level

(yt-l)' By substituting (8) into.(7), the uncbserved verisble yz cen be elim-

inated to gilve:

5/ If both sets of random effects are included, the computations involve
searching for the values of two parameters thal minimize an expression
corresponding to (6) (see Maddala [7, p. 3541).



oy K4 N
(9) Iy = 2k=1 Pifier ¥ Ao T vy

This may be reviritten in the dlstrlbuted lag form by substltutlng for Vi 12

Vi_ps »... On the BHS of (9) to glve
. .._ o ox Zml - w3
(10) Yy = Zk=l Pe=0 Xk,t-i.+:;ino_} Vioi

The adventage of (9) is that it is a linear function of the unknown
parsmeters, However,.the presence of the lagged dependent variable Vi_p &8
& regressor creates statistical problems, For ékampie, the OLS estimator is
congistent only if the residusls are uncorrelsted with each other (e.g., see
Griliches Th4, p. 267). E=ven if this condition holds, the usual small-semple
properties of the OLS estimator no léﬁger epply. UNevertheless, the QLS
estimator has been widely used in epplications, énd in many cases, the
statisticel problems have been ignored,

Although there is no lagged dependent vsriable in (10), the function is
highly nonlinear in }, and the computetions required to estimate the parame-
ters have been considered too cumbersome for most applications,l/ In spite
of this,'the apprgach is cﬁrrently receiﬁing more attentibnrffom economietse
due in part to the éxtensive work of Dhrymes [3] on applying ML procedures to
(10). |

.If the szme adjﬁstment process in (T) and {8) is specified for eéch of
the N_different créss—secﬁicn units, and if in sddition, the residual Vi, in
(8) includes a random cross-section {column} effect, then the autoregressive
form (9) caﬁ be written as a'modified varsion ofrthe basic model for.pboled

data (1),

;/ ssumlng that. the flrst dbservatlon 15 taken at t = O the term 2, g hlxk't 5
1 G e

‘ T r . -'f‘ - ¥ “C‘O i - T
¢an be written ZJ O ATx k,t- + X ﬂkj vhere BN 2&:1‘l Xk,~1 for

k=1, 2, ,..,K and as T, is unobserved, it can be considered as another
unknown parameter. With pooled data, T, will not be the same for all N
cross-section units, and consgeguently, %here will be an addlticnal NK
parameters in the model, .




(11) Y=XB+L?L+Z“;¢+€

vhere Y, X, ZU’ B, 1, and ¢ are defined in (1)
A 1s an unknown psrsmeber
I, is an NTxL vector of the lagged dependent veriasble (the value

of the dependent vgriable in the previcus time perioﬁ).é/

Treating L as though it represented another typical covariate, the GLS

estimator of P and A 1is

ey el
s vyl
| %
Bl . .
) = - [x-r'v"]T‘J]’Hr'.v'l[z i+ el
A o
- o -1 Cwn a2, 2 2
1= - -7 ZE Z = + i
vhere VU (x1nl, v [INT ZHZHQJ. and & ‘Gp/(da TGM) is

defined in (3).

This estimator is consistént iflthe second term on the RHS of (12) has a
probaebility limlt eguel to zero.g/ It is generslly reaéon&ble to assume

that P:Lim(z\?r)"l{af'y"lt«r = Tis a matrix of fixed elements and that it ils.-:rlbn-
gingular, Consequeﬁ%iy,?consistency depends on whether or not Plim(NT)_lﬁ'%-%_
[ZHp +e] = 0, The'eleménts of this vector associated With'thé co%arigte; :
in X are assumed to be zero in the limit, anrd it is only the“éinglé elément |
associated_with the 1éggéd deﬁendent variable I that is important, This

element may be written:

1/ It is assumed that observations at t = O are availsble o that L has nO:,,.
missing elements, ) _ . L

2/ In most economic applicetions, this condition 'is actually more eppropriate
than the standard properties of GLS estimators as the covariates are not
fixed by the analyst,
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L. . ._:L . ‘. .
13 PLim(¥T) TL'%pn + L'e - €L'Z 2'2 p - 8L,'2 Z'¢]
(13) () u Tty [T

. . -1 i, o
= Plinm(NT 1-TEIL'Z 3 ~ 1'% Ze
(wr) T JL'2 b | =y 1

as .z;LzLz = TI, and Plim(mT)'lL'e = 0, This may bte further simplified to:l/_
(1) B -ci(l-T@)/ 1-x) - o Zpmtar [(1- 1) + (T~ 2)x + (T Z)x U op 12

It is clear that if &= 0 in (12), 1mply1ng that it is the OLS estimator,
.then (b)) reduces to o /(l A), which demonstrates the 1ncon51stency of this
estimator, In contrsst, if & =T l, which is equivalent to tresting the
crosg-gsection effects as fixed, the estimator is biased butl consisﬁent.g/

Using the definition of'éiin (12), (14) reduces to:
(15) o w{(l S R R N G SR C =) P (T~5)k -t G A

05@(1 B sl e AT—l)/T(l—h}

il

i

o . ) '
o 8/T(1-1)° if T is lerge end A close to O.

It follows from (15) thet the GLS estimator is consistent, - This estimator
was found to be considerably more efficient then the fixed effects model

in o Monte Carlo study conducted by Nerlove [1l].

;/.The uth element of Lzu corre3pond1ng to the nth cross- ~section unlt is:

¢ T - Ty @ . 5, T ,
L%:l Ye-1,n 7 Z'k— Bkz' L 1§t+iwin T“ /(l l) * L td&bn“

2/ The condltlon Pllm(FT) Ly 1W = \/ may be generslized to make O ¥ dependent
on the specified velue of &,
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When the variance components are unknown, shandard estimation procedures.
.cannot be directly epplied, Fof gkample, procedures based oﬁ edﬁating a ﬂ
quadratic form to its expected value, such as Hendérsoh's Method IIT, are
not suitable when the lagged.dgpgndent varieble L is present, In addition,
if the ML estimator discussed in SectionII is derived by assuming that L
is ancther covariate, the likelihood function is correct only if the initial
velues for each cross-section unit, vy, (n=1,2,.,.,¥) are indepenﬁent‘of
g1l subsequent observations (e.g., see Balestre and Nerlove [2, p. 598]),;/
In fact, Neribve.[il] found thaf the estimstor corresponding te (4) performed
very:poofly in a Monte Carlo study when he used data that did not conform to
this Spécification, |

At thé present time, no single estimator of the variance components in
(11) has been shown,to'bé superior to others, It is not surprising that
little is known sbout the properties of (12) vhen estimates of the variance

compenents in V are used,

IV, A Stochastic Coefficient Model

4 large part of economic theory is concerned with deriving the optimum
solution for a given criterion, such as profits, under specified conditions,
Iz most situations, a quantitative evqluétion of this.solﬁtion must be based
on therestimated-valﬁes‘of_certain functionél relationsﬁips, If these rela-
tionships are estimated using linear regression procedures, thelresulté can

usually be interpreted as an estimate of the optimum solution for the expected

1/ 4 crucial assumption is that P{pg + etn} = P{ytniyt_l w Ve popr ceeer Vo,
. 2 ’ 2

and ¢, are elements of ¥, 1 and e, resPécfively,'and in

h
where y, ., b, tn

this situwation, P[pn + e By T €oy trrer By + E”n} = P{yln; Yop -

1 e

cees yT Ey }. The importance of the distribution of yon_has been demcn-~
I

Cn
strated by G, S, Maddala in an unpublished memorandum,
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level of the criterion, Iﬁ féct; the stochastic nature of a regression
model has seldom contribubted di?ec£ly to improving the theoretical explanation
of economic behavior, COne exception is the theory of risk aversion,

The predcminant application of risk aversion theory has been to selecting
investment portfolios, Instead of maximizing the expected cash rgturns for
a given total expenditure, investors may prefer a portfolio with a lover
mean if the corresponding varience of net returns is smaller, This trgde-off
between the variance and the ﬁean is, under certain conditions, consistent
with risk averting behavior, The tendency of investors to diversify their
stock holdings can be explained in this context if the returns to some
stocks are negatively correlated,

If returns are observed for a collection of stocks in different time
periocds, it is easy to calculate the sample means, variances and covariances
of returns, In more general situatiéns, the means might be related to
some observable varisbles in a regreséion model. The residuals of these
regressions can still be used to estimate the variances-and co%ariances using
procedures which vere developed by Zellner [17] for his "seemingly unrelated
regressions,"! However, relatively little effort has been directed to deter-
mining how the structural form of the mean mey be related ta the theory of
risk aversion,

If a production relationship is represented by a regression model with
output as the dependent varisble and the input levels as regressors,}/a stan-
dard economic objective is to determine the conditions for maximizing the
| expected level of profits, In é linear model, theée conditions generally
depend on the slopé parameters, and under mest specifications_the optimum
level of each input is a de%érministiglfunction of certain éficés. However,

there is generally no relationship between the mean level of profits and the

;/ Any of these varisbles may, in fact, be transformations of the original
observations,
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ﬁariance of profits‘due to the additive nature of the stochestic residual,
Consequently, the possibility of averting risk-by using inputs at levels
lover than the optimum cannot be démonstrated, A standard regression model
does not provide aﬁiadeéuate repfesentation of the risk associated with a
production process, In contrast, if‘the slope coefficiénts are SPecifiéd
és stochastic, the variance of output depends on the input levels,%/and
ag a result, riék behavior can be‘investigated-in'this type of model,
Regression models with stochastic coefficients have been proposed by
Rubin [13],. Hildreth and Houck [6], Theil {15, Section 12,47 and Swamy [147,
The usual reascn for using these models in economics is to allow for some
heterogeneity in the functicnal relationships that exist betwveen cross-
section units. However, in a production process, particularly if it is
influenced by weather, it is the unexplained variability of output over
time that contributes to risk, Consequently, the following model, hased on

pooled cross-section and time-series data, is suggested:

¥ ﬂ. Xlﬁ + KA, +

o

i 171 1

_ Y, = XP+ X5t e
a6y - 2 g T At T fa2
&

Tp = KB Ephp *
Yt is an Nxl vector of ouﬁpux at time t

Xt is an MxK matrix of inputs at time t

B is a Kx1 vecbtor of undbéerved means of the slope coefficiénts

‘;/ The variance is identical in form to the variance of the predicted value
of output for given input levels in a standard regression model, but
this latter variance is relabed to the use of sample information and does
not measure the risk faced by producers, '
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Aﬁ 15 2 Kxl vector of unobserved random deviations of the slope coefficients

et time t from the mean vector B

€y is an Nxl vecitor of unobserved random residuals at time t,

If the following specifications hold,

(17} E[et] = 0 for all %
' E[e'e’j - I oS fort =s
b Nt

= 0 otherwvise
EfetA;] = O for all g and %

E[At] = 0 for all t

i —_ —
EEAtAs] = Qfor t ==

it

O otherwise,

it follows that

(18) By - = X for all %
2
. 1
Var{Yt] = x&fo% + imgot for all +
Cov[YtYl] = 0 for t # s,

Tf the cross-section effects y in (1) are omitted, (16) can be considered as

e generalizetion of this basic model, In fact, (16) reduces to (1) if

o 2 > 2

T =g = ve =0q =0 and if each A, contains only one nonzero element

1 2 ot T t

corresponding to the constant term in~X£, ~This latter éonditiqp implies
‘that §'also has only one nonzerc element, namely'qf

In more general situations, all the elements of fmare.unknownl As &
result, tne random deviations of the slope coefficients are assuwmed to e

correlated., Although this correlation between random effects is not usually

present in variance components models, it has important implications for
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risk behavior, Negative correlations between some of the coefficlents may
make certain combinations of inputs less risky than others in the same
way that a diversified investment portfolio may reduce risk,

If ¥ > K, the GLS estimetor of 8 in (16) is showm by Swamy [14] to be:

v T ~l.-1y T -1
* =
(19 p (4.3 0. 075 ] 0.0,
where bt = 'Xt)—1X£Yt ig the OLS estimstor of B + A£ assuming that
At is fixed
- 11
8, = e+ o t( 1
2 2 2 .
o” are unknown, Swamy [ 147 shows that unbiased

If & and Tis Oos wees O

estimetors can be derived from the expectetions of the following expressions,

The esbimstes are computed by replecing the LES by their observed values and

. 2 2 2
gsolving for &, T1s Tpr e Ono

2
- 4 f - = - i =
E[(Yt ltbt) (Yt xtbt)j (1 1<:)at t=12,...,T
(20) _
E[BB' - Thb '] = (T-1)02+ (T-1)T 1> T 2( )
where B = [bl b2 .. bT] ig a KxT matrix of the estimated coefficients
defined in {19)
b = T—lBlT is a kxl vector of the means of the estimated coef-
ficients,

Hence, estimates of the variance components, which in this example represent

risk parameters, are relatively easy to compute, The estimates of B in (16)
' . 2 2 2, .

cen then be computed by replacing & O1s Tpr waes and.UT in {19} by their

estimated values, |
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V. Conclusion -

£ major purpese behind the use of variance cémponents models in economics
has been to obtain more efficlent estimators of the slope parsmeters in a
regression model, ?his can be achieved when a model includes random effects
lby using the GLB estimator instead of the CLS estimator, When the variance
components are unknown, the usual procedure 1s to get initial estimates of
these parameters which are then used to compute approximate GLS estimates
of the slope parameters, However, with balanced cross-section and time-
series data, it is reletively simple to compute the ML estimstes of both
the slope parameters and the varlance components, and expressions for these
estimates are presented in Section 2 for a model with one set of random
ef'fects, |

In a model which includes a legged dependent vafiable a5 a regressor,
the OLS estimator of the slope parsmeters is inconsistent if random cross-
section effects asre present but are ignored, The consistency of the GLS
estimator provides, therefore, an even more substantial reason for consider-
ing variance ccmponenté procedures, In addition, although the CLS estimator
is consistent if the effects are treated as fixed, this estimator proves Lo
be relatively ineffiecient in practice, One disadvantage of the GLS approach
ig that it is difficult to obtain satisfactory estimates:of the variance
components, BStandard estimation methods based on the expectations of dif-
ferent quadratic forms are not necessarily appropriate when a lagged dependent
variable is present, |

One of the most promising applications of variance components in econcmics
is related to the analysis of risk behavior, as in this situation the wvariance
components play a direct role in the {heory. This contrasts with the preceding

exemples in which the variance components are considered for purely statistical

-



reasons. An example of a model for a production process is presented in
SectionIV. The main characteristic of this model is that the slope coef-
fieients contain random components, and this specification implies that
risk is assoclated with the form of the production relationship as well as

with the actual -quantity produced for a given level of the mean,
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