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Abstract

We propose an econometric technique for estimating the parameters of a binary
choice model when only aggregated data are available on the choices made. The method

performs favorably in applications to both simulated and real world choice data.
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ESTIMATION OF A BINARY CHOICE MODEL
WITH GROUPED CHOICE DATA

Introduction

In many areas of economics, interest centers on the estimation of binary choice mod-
els and related issues, yet information on the choices made by individuals may be costly
to collect or the choice data may be inaccessible to researchers because of confidentiality
concerns. On the other hand, analysts may have access to the choice data aggregated
across groups of individuals in the form of counts or proportions. If the observed predic-
tors of the choice do not vary within the groups, individual choice models are easily
estimable with such aggregated choice data (Greene 2004; Maddala 1983). However,
when the predictors vary within the groups, the prevailing approach has been to abandon
discrete choice models and use group averages of the predictors to estimate the models,
explaining the grouped and not individual choices (e.g., Miller and Plantinga 1999). This
study shows that neither avoiding individual choice models nor losing information by
averaging over the individual-level predictors is necessary. We present an econometric
method for estimation of a binary choice model when information on the attributes of the
decisionmakers is available at the individual level, but the information on the choices
made is aggregated across groups of individuals. The likelihood function that allows for
this type of data is constructed and estimation of the resulting model using the method of
maximum likelihood is proposed. We illustrate the method in a simulation study and in

an application to a model of conservation tillage adoption.

Model and Method
Consider a set of N observations corresponding to binary choices made by N indi-

viduals. The choice is described by the variable Y, which takes on the value of 1 or 0

depending on whether a certain alternative 4 is adopted (chosen), that is,
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i=1..,N.

1, if Aisadopted,
0, otherwise,

Choice is a function of K predictors, representing the attributes of the decisionmaker
and/or the choices. The predictors are given by the vector x; =(x,,...%;,), i=1..,N.
As in a standard econometrics setting, the exact relationship between Y, and x; is

assumed known to the individuals making the choice but unobservable by researchers. As

a consequence, the probability of adopting A from the researchers’ perspective can be
specified as Pr[Y, =1]= Pr[gi <h(B.x, )] , where &, represents the researchers’ error
arising from measurement errors, functional form choice errors, and the effect of omitted
variables; & () is a specified function of its parameters, and vector P represents the
parameters of interest. We assume &, to be independent across i, each ¢; to be logistically

distributed, and 4 () to have a linear functional form. Thus,

- exp(B'x;)

Pr|Y =1|= .
g 1+exp(B'x;)

(1)

As will become clear later, only the independence of ¢, is crucial for the proposed
method; the other two assumptions can be easily relaxed. When the data y, on the
choices Y, and the predictors x; are available for all i, model (1) can be conventionally

estimated using the method of maximum likelihood.

We now turn to the case in which less information on choices made is available to

researchers. Specifically, we assume that X, is still observed for all i, but instead of the
observations on Y, only the sums (or averages) of the observations on Y, over certain
groups of individuals are available. That is, the observations )70f are available on the

random variables ¥ = Z Y., where G, are mutually exclusive, non-empty subsets of
ieG;

{1,...,N} such that U G, ={L...,N}; N is the number of observations in group G,
7
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j=1,...,J; and z N% =N . The quantities ¥ /N are usually interpreted as the

ieG;
proportions (shares) of the corresponding groups adopting A (e.g., Greene 2004).
Although important caveats exist (Garrett 2003), if the model we are considering
were linear in the parameters of interest, this structure of the data would not create a

serious problem for identification of the parameters. Indeed, for a linear counterpart of

model (1) given by ¥, =b'x, +7,, where 7, are independently and identically distributed

(i.1.d.) error terms, one can estimate the parameters b by fitting the model with aggregate

data, that is, by fitting the model Y GINY =p'xY + n % where X¥ = Nlc. Z X, and
! ieG,;

_G, 1

NG Z 7, . The inherent nonlinearity in model parameters precludes using a
ieG;

similar approach for the binary choice model (1).

In the literature (e.g., Miller and Plantinga 1999), the grouped choice data have been

routinely paired with group average predictors data to estimate logistic models:

exp (u'iG»" )

7o /N = J
1+exp(a'i !

vE, @
)

where &; are 1.1.d. error terms. While this model is useful for explaining and predicting

grouped choices (the proportions of individuals adopting A), it is not immediately useful
for explaining and predicting individual choices (which individuals adopt A). This is
because of the nonlinearity of the postulated relationship: the parameters @ in equation

(2) cannot be interpreted as parameters P in equation (1).

The method of recovery of parameters B we propose builds on the observation that,

given the assumed independence of ¢, the probability Pr[}7 @ = )_/Gf} can be represented

G;

as the sum of ( ,
y J

] number of terms, the probabilities of disjoint events in each of

which exactly )_/Gf of N individuals adopt A. Thus, the probability Pr[? 9= )_/G"] can
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be expressed in terms of the original parameters of interest B and data on x,. For exam-

ple, for N% =3,

Pr[?c/ =1 ] = Pr[l out of 3 individuals in group G, adopt A ]
= Pr[l‘" adopts A, 2" and 3 do not adopt A ]+ Pr[Z"d adopts A, 1" and 3 do not adopt A ]
+ Pr[3d adopts A, 1" and 2" do not adopt A ]

exp(B'x,) 1 1 . 1 exp(B'x,) 1
_1+exp(|3’x1) 1+exp(B'x,) 1+exp(B'x,) 1+exp(B'x,) 1+exp(B'x,) 1+exp(B'x,)
1 1 exp(B'x;)

+

1+exp(|3'x1) 1+exp(|3'x2) 1+exp([i'x3)'

Following this line of thought, the likelihood function for the jth group of observations in

general can be written as

o= i l+exp(B'x,) ) | 1+exp
Z

=1

L(pI17".N%.x,(i€G,))= Z lN_[[ oxp(P'x,) T( l(p'xi)}w’ (3)

where &, takes on the value of 0 or 1 and plays the role of the unobserved information on
the individual choices y;,.
Note that if predictors x; do not vary within groups, that is, if x, = x¥ forall ieG Ir

then the likelihood function (3) collapses to

L("'?G”NG"’xf(ieG)):(NQJ (o))

" (1 + exp (,H'xc/ ))NG] ,

y./

which is consistent with the log likelihood reported for this case by Greene (2004, p. 836).
We propose estimation of parameters f of model (1) by applying the method of

maximum likelihood to the likelihood function (3). Next we present empirical applica-

tions of the approach described.
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Simple Simulation Exercise
To demonstrate the proposed technique on simulated data, we set

K =2,N =10,000, randomly draw “independent variables” x,, x,,,7=1,...,10,000, from
Unif (0,20) distribution, and first let (3, B,) =(—1,1). Then, we randomly draw
u,i=1,.,10,000 from Unif (0,1) distribution and obtain the sample of

¥;,i=1,..,10,000, using the inverse cumulative density function (cdf) method:

1 Ur u. S eXp(ﬂ]xli +ﬁ2x2i)
v, = " 1+exp(Bx,; + Byx,;)
0, otherwise.

We additionally consider three more pairs of ( B ,6’2) , as reported in Table 1. The choice
of the parameter vector values, although arbitrary in principle, in this case was made so that
the average probability of adoption A varies from 5 to 50 percent. The grouped choice data
are constructed by randomly grouping the observations into 5,000, 2,000, or 1,000 groups
and summing the y, ’s over the groups. The results of model (1) estimation under four
alternative assumptions on availability of the choice data are reported in Table 1.

We find that the parameter estimates obtained from the grouped data settings are close
both to the true parameters and to those estimated when individual choices are observed.
We also find that, for any true parameter, as the number of groups decreases (i.e., the
number of individuals per group increases), the estimated standard errors increase. This
finding is intuitively appealing: the more aggregated the grouped data are, the less informa-
tion is available to recover the parameter values, thus increasing the estimation uncertainty
represented by the standard errors. Not surprisingly, when the data are divided into 5,000
groups, the proposed technique performs best across various adoption probabilities. In this
case, the data structure most closely resembles that of a standard binary choice model, as
on average there are only two observations per group. A similar decline in estimation
precision as one moves from individual to grouped choice data has been demonstrated by
Warner (as reported in Maddala 1983, p. 32), although the only grouping considered in that

study is the one under which the predictors did not vary within the groups.
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TABLE 1. Estimation on simulated data, 10,000 observations (standard errors in
parentheses)

Average }Ens;ll:llzt::i Estimates, Only Grouped Choices Observed
Adoption Choices
Rate True Parameters Observed 5,000 Groups 2,000 Groups 1,000 Groups
; 1 -0.984 -0.992 -0.984 -0.994
oy ! (0.039) (0.047) (0.049) (0.060)
’ B 0.052 0.0501 0.0511 0.0488 0.0492
2 ' (0.0067) (0.0073) (0.0078) (0.0093)
; 1 -0.984 -1.003 -0.999 -0.988
10% ! (0.031) (0.035) (0.038) (0.046)
’ B 018 0.1744 0.1783 0.1767 0.173
2 ’ (0.0075) (0.0080) (0.0088) (0.010)
; 1 -1.033 -1.062 -1.066 -1.065
! (0.028) (0.032) (0.035) (0.039)
30%
B 059 0.610 0.629 0.634 0.633
2 ’ (0.017) (0.019) (0.021) (0.024)
; 1 -1.035 -1.031 -1.036 -1.021
50% ! (0.028) (0.030) (0.033) (0.039)
’ B 1 1.040 1.035 1.042 1.028
2 (0.028) (0.030) (0.033) (0.039)

Application to a Model of Conservation Tillage Adoption
We apply the proposed technique to estimation of a model of conservation tillage
adoption similar to that of Kurkalova, Kling, and Zhao (2003). The model is derived under

the assumption that a farmer will adopt conservation tillage if the expected annual net
returns from it, 7, , exceed those from the alternative, conventional tillage, 7, plus a
premium, P, associated with uncertainty. Then, assuming that 7; — P is a linear function
of a set of observed predictors x and that the observations on 7, are available, the model

takes the form

Pr[adopt]| = Pr|7, > 7, + P+ 05]=Pr[5§¥—%} 4)

where ¢ is a logistic error. The parameters of interest are the linear function parameters

B, together with o, the error term multiplier. The model is very useful for the modeling

of adoption policy since the identification of both B and o allows evaluation of the
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opportunity cost of adoption for current non-adopters as well as prediction of the respon-
siveness of the probability of conservation tillage adoption to financial incentives
(subsidies). Kurkalova, Kling, and Zhao (2003) estimate the model on data coming
primarily from the 1992 National Resources Inventory (NRI) (Nusser and Goebel 1997)
for the state of lowa. However, traditional estimation of a similar binary choice model on
1997 (the latest available) NRI data is not possible, as the response variable, the indicator
of adoption of conservation tillage, is not available in the 1997 NRI.

To estimate the conservation tillage adoption model on combined 1992 and 1997
Iowa NRI data (1,339 observations for 1992; 1,365 for 1997) we begin by grouping the
observations by crop and county, which results in 240 groups for 1992 and 261 for 1997.
While the 1992 group counts of adopters are obtainable from NRI, for each 1997 group,
the counts of adopters in the group are constructed by rounding to the nearest integer the
product of the number of observations in the group and the proportion of land in conser-
vation tillage for the corresponding crop and county, which were taken from the
Conservation Technology Information Center (http://www.ctic.purdue.edu/CTIC/
CTIC.html) and Agricultural Resource Management Survey (http://www.ers.usda.gov/
Briefing/ ARMS) data.

The model estimated is given by

exp((iﬂjxﬁ — 7r0,i]/(0'92 Ay, +07- (1 —1,,, ))]
Pr[Yi] = jz]zz ’
1+ exp((z‘ﬂjxﬁ - 72'0’1}/(092 Ay, +0” (1 1y, ))J
=

with the predictors constructed as in Kurkalova, Kling, and Zhao 2003, to which we refer

for the data interpretation. In addition to the net returns to conventional tillage ( 7, ), the
predictors include land slope ( x,, ), soil permeability ( x,, ), average water-holding capac-
ity of the soil ( x;, ), means of daily maximum and minimum temperatures during the corn
growing season ( x,, and x,, , respectively), mean daily precipitation during corn growing
season ( x; ), year 1992 indicator (1 if the year is 1992 and 0 otherwise) ( x;, ), as well as

15 interaction terms defined as follows. Predictor x,, is the product of the indicator for
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corn (1 if the crop grown is corn and 0 otherwise) and the standard deviation of daily

precipitation during corn growing season. Predictors x,, - x,,; are the products of x;; and

net returns to conventional tillage, proportion of county operators working off-farm,
county average farm operator age, and proportion of county operators that are male,

respectively. Predictors x,,, - x,,, are constructed similarly to xg, - x,,, except that instead
of the indicator for corn, the indicator for soybeans is used. Finally, predictors x4, - x,,

are also similar to x; - x,, ;, with the indicator for corn replaced with the indicator for

crops other than corn or soybeans. Since choice data sources differ significantly between

1992 and 1997, we allowed the error term multiplier, parameter o in equation (4), to

vary by years; thus, 0 =0 - I, + 0"’ -(1 — 1y, ) , where 1, is the year 1992 indicator.

The parameters of interest are the f3’s, together with o™ and &’ .
Model estimation results are provided in Table 2. Not surprisingly, the standard er-
rors for o’ are much larger than are those for ¢, a finding that may reflect more noise

in 1997 choice data, which comes not from direct summation of individual choice data
but from a separate source that may be subject to an additional sampling error. We
estimated the average (among current non-adopters) subsidy needed to induce adoption to
be $12.36 in 1992 and $36.52 in 1997.

Conclusions

In this paper, we propose an econometric technique for recovering the parameters
describing individual choices when only grouped data are available on the choices made.
The method generalizes the grouped data models considered in the literature to the case
when the predictors of the choices vary within the groups over which the aggregated
choice data are reported. The model performed well in an application to simulated and
real-world data. Importantly, it allowed us to obtain estimates relevant to policy analysis
that incorporated the most recent data available, even though the structure of the data did

not permit the application of conventional discrete-choice methods.
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TABLE 2. Estimation results for the model of conservation tillage adoption

Parameter Estimate Standard Error P-value
B, 1.11 0.30 0.000
B, 1.29 0.64 0.043
Bs 1.40 0.53 0.008
B, 3.66 0.62 0.000
Bs -4.18 0.67 0.000
B 143 80 0.073
B 76 22 0.001
By 2234 370 0.000
B -2.66 0.08 0.000
Bio 232 48 0.000
B 7.7 1.9 0.000
B -1290 290 0.000
B 1947 452 0.000
B -3.30 0.20 0.000
Bis 264 76 0.001
Bis 7.8 2.2 0.001
B -888 378 0.019
Bis 3107 1064 0.004
B -3.64 0.56 0.000
By 225 177 0.205
By -17.3 9.4 0.067
By -1424 1075 0.185
o” 10.3 1.6 0.000
o’ 251 108 0.020

Note: Mean log-likelihood is -1.573.
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