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Sampling Schemes for Policy Analyses
Using Computer Simulation Experiments

Abstract

Evaluating the environmental and economic impacts of agricultural policies
is not a simple task. A systematic approach to evaluation would include the
effect of policy-dependent factors (such as tillage practices, crop rotations,
and chemical use) as well as the effect of policy-independent covariates
(such as weather, topography, and soil attributes) on response variables
(such as amount of soil eroded or chemical jeached into the groundwater).
For comparison purposes, the effects of these input combinations on the re-
sponse variable would have to be assessed under competing policy scenarios.
Because the number of input combinations is high in most problems, and
because policies to be evaluated are often not in use at the time of the
study, practitioners have resorted to simulation experiments to generate
data. But generating data from simulation models is often costly and time
consuming; thus, the number of input combinations in a study may be lim-
iting even in simulation experiments. In this paper, we discuss the problem
of designing computer simulation experiments that require generating data
for just a fraction of the possible input combinations. We propose an ap-
proach that is based on subsampling the 1992 National Resources Inventory
(NRI) points. We illustrate the procedure by assessing soil erosion in a sit-
uation where there are “observed™ data (reported by the Natural Resources
Conservation Service (NRCS)) for comparison. Estimates for soil erosion
obtained using the procedure we propose are in good agreement with NRCS
reported values.
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We begin with an overview of simulation-based inferential methods for agricultural
economic policy analyses, in which real data of interest such as long-run averages of
soil Jost to erosion or chemicals leached to groundwater are not available due to the
infeasibility of field experiments and the high costs of monitoring. Briefly, biogeo-
physical process models are used to describe the corresponding physical processes of
soil erosion and chemical movement in soils. These models are site-specific, as they
depend on topography, soil properties, weather, management practices, etc. It is
impractical to run a simulation model for all sites in a region of interest because in-
put information is not available and computing resources are not adequate. Instead,
the model is run for a sample of inputs in what is known as a computer simulation
experiment. Researchers then typically fit a regression “metamodel” to the results
of this computer simulation experiment, and finally the fitted metamodel is used to
make projections about environmental impacts at different spatial scales and under
different policy scenarios. All of this is described in more detail in the following
subsections.

Our goal in this paper is to improve the design of computer simulation experi-
ments; that is, the sampling schemes used for selecting the input combinations on
which the biogeophysical process model 1s run.

Agricultural Policy Analysis

Agricultural practices have significant impacts on the environment. One important
example is water quality problems caused by agricultural nonpoint source (NPS} pol-
Iution (US EPA, 1992). Another example is soil erosion resulting from the application
of certain management practices in combination with cropping systems (Ribaudo,
1986). Good policy would guide agricultural activity to have minimum undesirable
impact on the environment, while not compromising on economic efficiency. There-
fore, for informed policy decisions, it is important to evaluate different policy alter-
natives in a systematic fashion, accounting not only for the economics of agricultural
activities, but also for their impact on the environment {Bouzaher and others, 1995).
Evaluating the environmental and economic impacts of agricultural policies 1s not
a simple task. Suppose that environmental impact is quantified via some response
variable such as chemical leaching mto the groundwater, soil erosion, or nitrogen
runoff. Inputs that affect the response variable may be of at least two different types:
(1) factors that are subject to change via policy, and (2) covariates that, while not
susceptible to policy, still have an effect on the response (soil characteristics, weather,
and topography). We denote by x; the combined vector of factors and covariates.
For example, researchers interested in assessing the impact of agricultural activ-
ity on soil erosion would have to consider the effect of factors such as management
practices and cropping systems and rotations, as well as covariates such as soil and
weather characteristics, since it is well known that all of these inputs have a significant
effect on erosion (Lal and Elliot, 1994) and must be accounted for when assessing the
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economic and environmental consequences of a given policy.

A similar case is that of regulating the use of triazines on corn and soybeans, which
is currently under debate. The potential environmental damage of triazines depends
on soil and weather covariates, but also on factors such as the amount of the chemical
applied, time of application, tillage systems, and other management practices. These
inputs interact in complex ways, and introduction of new policies may introduce new
complications. For example, farmers faced with regulations on the use of triazines are
likely to substitute the chemical by choosing from a variety of alternative products,
any of which may also have an environmental impact (Lakshminarayan and others,
1996). ™
Ideally, evaluation of sustainable agricultural practices would proceed via the “tra-
ditional” field experimental approach. A typical example is the Management Sys-
tems Evaluation Area (MSEA) experiments {Ward and others, 1994). An experiment
would be planned where differences among the relevant factor combinations would be
tested by measuring their effect on the chosen response variables, while controlling
for the effects of the covariates.

From an experimental viewpoint, consideration of all feasible input combinations
results in three major problems:

1. The number of input combinations (soil types, chemicals, weather, management
practices) that arise when evaluating environmental impacts of alternative agri-
cultural policies can be dizzyingly large.

2. “Candidate” policies are often not in place at the time of the study, and therefore
data cannot be collected in the traditional way.

3. Even for those policies currently in place, data on environmental indicators may
be expensive or even impossible to collect. Consider, for example, the long-run
average amount of soil lost to erosion for a given set of management practices
on a farm.

These problems becorne much more pronounced if policy evaluations are required
at large regional levels,

Biogeophysical Process Models

Because environmental monitoring and field experimentation are very expensive and
time consuming, policy makers interested in evaluating potential environmental im-
pacts of different agricultural policies are increasingly relying on data generated from
biogeophysical process models which simulate, for example, the fate and transport of
chemicals in different media (Taub and Burns, 1991; Wagenet and Hutson, 1991}.
Specific simulation models for physical processes include the Erosion Productivity
Impact Calculator (EPIC) model (USDA, 1990}, the Risk of Unsaturated/Saturated
Transport and Transformation of Chemical Concentrations (RUSTIC) system (Dean
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and others, 1989), and the Surface Transport and Agricultural Runoff of Pesticides
for Ezposure Assessment (STREAM) model (Donigian and others, 1986). For a site k
with input variables Xy, these physical process models produce a simulated response
denoted by yy; ie., yx = @(xx). Typically, a simulated observation is generated as
the average over a large number of “yearly” outputs from a long term (15-30 years)
simulation run of a process model, using historical weather data. In this context, a
“yearly” output is defined as the amount of soil eroded or chemical that leaches as a
result of one cycle of agricultural activity under specified weather conditions.

To use these field-scale models for regional assessments requires that the simula-
tions be run for the area-wide distribution of soils, crop rotations, chemicals it use,
and management practices. While much more economical than monitoring, these sim-
ulation models are practical for site-specific problems only (Evans and Myers, 1990),
because they are often costly and time consurning to operate, and thus generating
data for a large number of input combinations may become impractical. For example,
almost 75,000 runs would be needed to cover a study area consisting of the Corn Belt
and the Great Lakes states of the United States (Bouzaher and others, 1993). Fur-
thermore, to compare different policies with regard to their potential environmental
impacts, the simulation runs would need to be repeated for all combinations of factors
used in the baseline evaluation.

Computer Simulation Experiments

Instead of running the process models for every possible site in the region of interest,
a better approach is to design a computer simulation ezperiment (Dillaha and Gale,
1992; Bouzaher and others, 1993; Lakshminarayan and others, 1995). A computer
simulation experiment in this context consists of running the simulation model at
a probability sample of input combinations representative of the region of interest,
in which every input combination has a known, positive probability of inclusion in
the sample (e.g., Sarndal and others, 1992). Under probability sampling, unbiased
estimators of population parameters such as means and totals can be formed without
appealing to any assumed statistical model. (A brief review of probability sampling
concepts used in this paper is provided in Section 2.)

For the kinds of evaluations in which we are interested, the sinulation experiment
must accomplish two important goals:

o Reduce the number of input combinations used in the simulation program(s) to
a manageable number.

e Generate output that is representative of the study area, so that inferences for
the area can be drawn with acceptable statistical reliability.

One method of reducing the number of input combinations is by sampling directly
from the set of all possible input combinations. In Section 3, we review one such
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sampling scheme which draws a sample of soils from a soil series data base. Soils are
stratified by soil attributes, then randomly selected with probability proportional to
size.

We then propose an alternative in which the sample of inputs is obtained as a
subsample of the points drawn in the National Resources Inventory {NRI), a stratified
two-stage area sample of the nonfederal lands in the United States. The sampling
design is a multi-stage stratified approach that uses the 1992 NRI points as a basis
and further stratifies according to crop and crop rotations. Sampling rates from
this study can then be combined with the 1992 NRI expansion factors to obtain
statistically reliable estimates at the regional, state, and Major Land Resource Area

(MLRA) levels.

Metamodels

For environmental impact assessment at the regional level, the use of complex process
simulation models such as EPIC, RUSTIC, or STREAM presents at least two major
drawbacks: (1) The models produce site-specific, deterministic point forecasts, and
(2) Computations at each site require a significant amount of time and effort, and
furthermore, need to be repeated for each different policy scenario under consider-
ation. Both drawbacks can be simultaneously addressed by replacing the complex
simulation model with a simpler metamodel.

A metamodel is a predictive model explaining the input-output relationship of
the biogeophysical process model {(Kleijnen, 1987; Bouzaher and others, 1993). A
metamodel is fitted to the data from a computer simulation experiment using stan-
dard statistical techniques. A metamodel approximates the output of the simulation
mode], but has a simpler functional form and, typically, fewer inputs. For example,
a metamodel may be a linear multiple regression model, with output denoted by

i =X, (1)

where 3 is a vector of coefficients estimated by regressing the y,’s from the computer
simulation experiment on the input variables x;. (Some components of 3 might be
zero if only a subset of the input variables are used in the metamodel.)

These metamodels are used to “fill in the gaps”; that is, to predict a response
value at those sites where the process model was not run. Also, “what if?7” questions
asked by policy makers can be easily and rapidly answered using the metamodels, by
predicting the value of the response at any location when policy scenarios change. A
partial list of applications of metamodels estimated {rom simulated data includes Taub
and Burns (1991), Dillaha and Gale (1992), Bernardo and others (1993), Bouzaher
and others (1993), and Lakshminarayan and others (1995).

The remainder of this paper is organized as follows. In Section 2, we review the
methods of probability sampling useful in understanding the design and estimation
procedures we describe. A sampling scheme for soils 1s briefly reviewed in Section 3,
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and the new NRI-based sampling scheme we propose is presented in Section 3.2 after
a description of the NRI in Section 3.1. For illustrative purposes, we apply the pro-
posed method to the problem of estimating sheet and rill erosion in Section 4. This
is an artificial example which is useful because erosion values reported by the Nat-
ural Resources Conservation Service (NRCS; formerly the Soil Conservation Service
(SCS)) are available for comparison. Section 5 contains a summary.

Review of Probability Sampling

Consider a population of elements denoted by a set U of labels k. For example, k
might index the spatial location of a segment of land, with U a given region (e.g., a
state county, or watershed), or ¥ might index a particular combination of simulation
model inputs, with U the set of ail possible combinations of inputs. A probability
sample is a randomized selection of a subset of labels, s C U, where the inclusion
probability

Prikes|=m>0

is known for all & € U; that is, all elements of the population have a known, positive
probability of being included in the sample, s. Measurements y, are then obtained
on the selected elements, k& € s. This process of drawing the sample and obtaining
the measurements is a kind of designed observational study called a survey sample.
Cochran (1977) is a standard reference.

Probability sampling, as opposed to purposive selection of “representative” ele-
ments or haphazard selection of convenient elements, is now a standard scientific tool
since it guards against selection biases and it leads to objective inferences. In particu-
lar, inferences can be drawn about the population without appealing to any assumed
statistical model. If a model is desired, probability sampling is a good method for
collecting the data used to fit the model, because observations are likely to be well
distributed throughout the design space. Probability sampling has a particularly
long history in resource studies, such as soil mapping, forest inventories, and crop
surveys. See Schreuder and others (1993}, Chapter 1, for an overview of the history
of probability sampling.

An important feature of many probability sampling designs is stratification. In
stratification, the population is deliberately divided into disjoint, homogeneous sub-
populations, called strafe, and independent samples are drawn from each stratum.
Stratification can allow for precise stratum-level estimation and stratum-to-stratum
comparisons since the sample size for each stratum can be determined in advance.
Further, a well-chosen stratified sampling design can yield estimators with less vari-
ability than the corresponding estimators from an unstratified design. For these
reasons, stratification is nearly always employed in surveys of real populations.

Real populations are often naturally subdivided into disjoint groups of elements
called clusters ; e.g., people live in households. Often, it is more convenient or less
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costly to sample clusters of elements than to sample the elements themselves. In
resource studies, this is typically because sampling elements will lead to a widely-
scattered sample with high logistical costs. There is usually some loss of efficiency
in drawing a probability sample of clusters and observing all elements in each se-
lected cluster instead of drawing a sample of elements directly since elements within
a cluster are often positively correlated. Because of this positive correlation, there is
often little loss in efficiency, and substantial reduction in cost, if a probability sample
of elements within each selected cluster is drawn, a procedure known as two-stage
sampling. In two-stage sampling, the clusters are sampled first and hence are called
primary sampling units or PSUs.

The basic principle of estimation in probability sampling is to compute the inclu-
sion probability 7 of element k, weight the measurements on k inversely proportional
to i, and sum the weighted measurements over the sample,

> yk/ . (2)

kEs

This is the famous Horvitz-Thompson estimator (Horvitz and Thompson, 1952) and
it has the desirable property that, provided 7; > 0 for all k£ in the population, it
is unbiased: that is, its average value over all possible probability samples is the
true population total. For two-stage sampling, element inclusion probabilities are
computed via the multiplication rule of elementary probability:

Prlk € s] = Pr[k € s|k’s cluster selected|Pr[k’s cluster selected).

Though a well-designed probability sample can yield precise estimates, further
efficiency is often gained by the effective use of auxiliary information. Often this
takes the form of a regression-type estimator,

. . Yk — ZpY
kel kes Tk

where z; is a column vector of auxiliary variables observable for element k, 3" icrr Zx
is a column vector of known totals of the auxiliary variables, and

-1
y= Z QkZkZ), E GrZkYk
kes kEs

is a vector of estimated regression coeflicients, obtained via least squares regression
(weighted by ¢i) of the sample y;’s on the sample z,’s. Special cases of the regression
estimator freg include the poststratified estimator, simple ratio estimator, separate
and combined ratio estimators, and the simple regression estimator (e.g., Sarndal, et
al., 1992). The regression estimator is, to a very good approximation, unbiased for
the population total.
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It is important to note that though the regression estimator can be motivated by
modeling the measurements {y;} as possibly heteroskedastic, uncorrelated random
variables with means ux = z.7v, the approximate unbiasedness of the estimator still
holds even if the model is misspecified. The better the specification of the model,
the better the efficiency of the regression estimator relative to that of the Horvitz-
Thompson estimator of (2).

After some algebra, the regression estimator can be rewritten as

treg =9 |1+ (Z Zy — Zﬁ) (Z qkzkz;) 2| L =S wppe, - (4)

keEs kel kEs Tk kEs Tk kes

from which it is apparent that f,., has the weighted-sum form of the Horvitz-Thompson
estimator, but the inverse inclusion probability weights are modified to take account
of the auxiliary information in z;. The modified weights wy, are called regression
weights or ezpansion factors. All 1992 NRI points have associated expansion factors
estimated as in (4). We revisit these expansion factors in the next section.

In addition to increasing the precision of estimates for characteristics correlated
with z;, regression estimation makes certain sample estimates consistent with the
known control totals, > rcrr Zs; specifically,

Zwkszk = Z Zk.

kes kel

The weighted estimators can be used to estimate population totals (hence means
and proportions as well) and linear combinations of population totals. Subpopulation
totals are computed by summing the weighted observations over the sampled elements
within the subpopulation, and subpopulation means and proportions are handled
analogously. Non-linear functions which take the form of functions of population

totals,
b= g(tl, Ve ,tq),
can be effectively estimated by substituting the weighted estimators:

- ~ -

¢ :g(ti,...,tq).

For special studies (i.e., those with more expensive measurements), it is common
to select a subsample $* of a large-scale probability sample s, a procedure known in
the sampling literature as fwo-phase sampling or double sampling. The advantage
of subsampling is that data from the large sample s may be used in the design and
estimation for the subsample s*. In particular, information from the large sample
may be used at the design stage for efficient stratification of the subsample, and may
be used at the estimation stage for regression estimation in the subsample.
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Let 7} denote the probability of selecting element & for the subsample; in general
this probability will depend on s. Then, a weighted estimator analogous to (2) is

Z wksyk? (5)

*
kEs* ﬂ'k

and a regression estimator analogous to (3) is

iy = S+ o el X - ®

*®
ks kEs" Tk

where x; s a column vector of auxiliary variables observable for element k, 350, wisXk
is a column vector of totals estimated from the large sample, and B is a vector
of estimated regression coefficients, obtained via least squares regression (possibly
weighted) of the subsample yi’s on the subsample x;’s.

For a complicated design and/or estimation procedure, the problem of produc-
ing standard errors for estimated characteristics 1s quite complex. Many estimation
techniques for obtaining standard errors in complex surveys have been developed; an
excellent summary is given by Wolter (1985).

A Sampling Scheme Based on the 1992 NRI

The statistical reliability of the analytic approach outlined in Section 1 depends in
great measure on the sample of input combinations used for generating the simulation
outcomes. Consider the problem of generating simulation outcomes for an environ-
mental indicator in the major crop belt of the United States—the north-central region.
This region is shown in Figure 1.

Suppose that soils, chemicals, tillage practices and crop rotations are relevant
inputs for the computer simulation experiment. In the SOILS 5 data base?, there
are approximately 2,141 different soils that appear in the region in Figure 1. If 20
chemicals, 10 crop rotations, and four tillage practices are to be considered, then
there are 2,141 x 20 x 10 x 4 = 1.7 million possible input combinations for which to
generate a pseudo observation (assuming all combinations are viable). Furthermore,
each soil unit is represented by more than one layer (profile), up to a maximum of
six layers, so that the number of combinations expands alarmingly depending on the
number of soil layers. It is therefore necessary to reduce the number of these input
combinations.

2The SOILS 5 data base is a layered soil series developed by the NRCS as part of their Soil
Interpretation Record System (SIRS).
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One sampling method, described in Gassman et al. (1994), selects soils according
to those soil properties that are deemed most relevant regarding their effect on the
environmental indicator under study. As an example, let percent sand, clay, and
organic matter, bulk density, and pH be the properties to be considered. Soils are
stratified by their properties and selected at a fixed rate, guaranteeing a representative
sample of soils.

Allocating a level of each of the additional factors (tillage, crop rotation, chemical,
weather, etc.) to a sampled soil can be done in several ways. The simplest method
is to allocate factors to soils at random. This method, while simple to carry out,
has a serious drawback: the biogeophysical model may end up being run for sets of
inputs that do not “exist,” and the combined range of all inputs may be different
than the population range. In this case, predictions based on metamodels may be
extreme extrapolations, and produce misleading results. An alternative procedure
incorporates information about the actual set of factors found in combination with
each soil in the population, and uses this information to do a proportional allocation
of factors to soils. This method has the advantage of producing inputs for process
models that are not a product of the researcher’s imagination, and thus predictions
from metamodels will require no extrapolation. The disadvantage, however, is the
amount of additional information that needs to be collected. To alleviate this problem
while at the same time keeping the number of simulation runs manageable, without
compromising on heterogeneity of production practices and chemical alternatives, we
suggest an alternative sampling scheme based on linked NRI 92 and SOILS 5 data
bases.

Selecting NRI points, rather than soils, fo build the sample presents several ad-
vantages over the method outlined in Gassman and others {1994). In the remainder
of the section, we give a brief description of the 1992 NRI and present a sampling
method to construct a subsample from the 1992 NRI sample.

The 1992 NRI

The 1992 NRI is a multi-resource inventory collected by the NRCS of the United
States Department of Agriculture. Information gathered includes the status, condi-
tion, and trends of land, soil, water, and related resources on nonfederal land in the
50 states, Puerto Rico, and the U.S. Virgin Islands.

The basic region used for constructing the NRI sample was the county (or anal-
ogous regions in some states). Samples were collected within counties, following a
stratified two-stage area sampling procedure. Strata were formed geographically from
parts of townships in regions covered by the Public Land Survey, and from analogous
divisions elsewhere. This procedure guarantees a good spreading of the points over
the United States.

In the first stage of sampling, land areas were the primary sampling units (PSUs}.
A typical PSU was a square area, 1/2-mile on a side, containing 160 acres, but PSU
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sizes varied according to the heterogeneity of the area. Thus in heterogeneous areas
such as those under irrigation, the PSU was as small as 40 acres, and in homogeneous
areas such as range and forest lands, PSUs might be as large as 640 acres. The
sampling rates for the PSUs varied from county to county, depending on factors such
as the size of the county, the type of agricultural activity, and the number of counties
in the state.

In the second stage, points were selected within each sampled PSU using a re-
stricted random procedure that guaranteed that selected points were spread through-
out the PSU. A detailed description of the stratified two-stage area sampling method
used for drawing the NRI sample is given in Nusser and Goebel {1997).

Data for the 1992 NRI were collected for more than 800,000 locations. The sam-
pling design guarantees that inferences at the national, state, and MLRA levels can
be made in a statistically reliable manner. Each NRI point is accompanied by an
expansion factor wy, that assigns each point the appropriate weight under the de-
sign and available auxiliary information. Expansion factors were computed using a
regression estimation procedure as described in equation (4), but with further con-
straints to guarantee non-negative weights. These weights have the property that
relevant control variables add up to the correct totals when obtaining estimates at
the regional, state, and MLRA levels.

Data collected by the NRI can be organized into several general categories, in-
cluding soil characteristics and interpretation, land cover and use, erosion measures,
cropping history, and conservation practices. This extensive information makes it
unnecessary to link with other data bases to access point-level information on agricul-
tural activities. The NRI, therefore, can be used to design the computer experiments
in which we are interested.

Subsampling the 1992 NRI Points

The sampling design we propose draws a stratified sample from the NRI points in the

region of interest. Points are stratified by crops and crop rotations within MLRAs;

i.e., points within each MLRA are classified into strata according to crop and crop

rotation information. As an example, an MLRA containing 50 NRI points may have

some points under a corn/soybean rotation, and the remainder under continuous corn.
Points within each stratum are selected as follows:

1. Determine the sampling rate (or inclusion probability in the subsample). For
the purposes of our example, let the sampling rate be equal to 10%.

2. Assign to each MLRA a sample size given by 10% of the number of NRI points
within that MLRA. Compute the 1992 NRI estimated acreages for each crop
or crop rotation classification within the MLRA, and proportionally allocate
the MLRA sample size to the crop/crop rotation strata; e.g., if corn/soybean
represents 80% of the acres in the MLRA and continuous corn represents 20%
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of the acres, then four points would be randomly chosen from the corn/soybean
stratum and one point would be selected from the continuous corn stratum, for
a sample size of five out of a total of 50 points in the MLRA.

In this sampling scheme, soil properties are implicitly accounted for since the
design for the 1992 NRI guarantees a good spatial spreading of the points. Since
soil properties are geographically distributed, it is to be expected that the range
for most soil attributes will be represented in the NRI (see Figure 2). Figure 2
compares the frequency distributions of clay, bulk density, pH, and organic matter
for the population of NRI points and for a 10% subsample in the north-central United
States.

Furthermore, varying inclusion probabilities for each point in the NRI partially
reflect and account for varying degrees of heterogeneity in land and soil character-
istics across the United States. This implies that those areas with high variability
in land/soil characteristics were sampled at a higher rate. Thus, a sample drawn at
random from the universe of 1992 NRI points, with constant inclusion probabilities
for each point, should also be representative for soil attributes (see Table 1). Table 1
summarizes the mean of key soil properties for both the population of NRI points and
a 10% subsample selected as described above. The sample range for each attribute
of interest can be expected to increase as the inclusion probability increases. In ad-
dition, since the 1992 NRI was drawn as an area sample, those soils that occupy a
larger surface are more likely to be selected in the subsample. Note that there is good
agreement between the mean soil properties in the NRI and in the 10% subsample.

Estimates at the regional, state, and MLRA levels can be obtained in a statistically
reliable manner by combining the 1992 NRI expansion factors with the sampling rates
used to draw the subsample as in equation (5). For example, if inclusion probability
in the subsample is set at 0.1, and the expansion factor for the kth point in the 1992
NRI was estimated to be wy,, then the new expansion factor in the subsample is
given by the ratio wy, < 0.1 = wy, x 10. For a discussion on the problem of estimation
at different levels using the NRI points, the reader is referred to Nusser and Goebel
(1997).

As mentioned earlier, computer experiments to assess environmental impacts from
alternative policies must account for several factor effects. The use of the 1992 NRI
points as the sampling frame partially solves the problem of allocating factors to
points. Soil properties, crop, and crop rotation effects were brought into the experi-
ment through the sampling scheme for NRI points described in the previous subsec-
tion.
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Not all important factors and covariates are available from NRI; in particular,
weather is not available. Instead, weather variables associated to each NRI point
are those obtained from historical observations from the nearest weather station.
Confidentiality issues determine that Jatitude and longitude information for each NRI
point not be available to the general public. However, by combining information on
county, hydrogeological group, and primary sampling unit identification numbers it is
possible to determine an approximate location for each point, within the boundaries
of a spatially identifiable polygon.

An Application of the NRI Based Sampling Scheme
to Estimate Sheet and Rill Erosion

Using the sampling method described in Section 3.2, we obtained a 10% sample of
points from the 1992 NRI database for the north-central region of the United States.
On these sites we ran the EPIC program to simulate soil erosion measurements. EPIC
is a field-based crop growth and physical process simulation program developed by
the Soil and Water Research Laboratory, U.S. Department of Agricuiture (USDA,
1990). This model has been extensively tested and calibrated to Midwest conditions.
Because EPIC (like other biogeophysical process models) is costly to operate, it was
used to generate a response y only on the sites selected by the sampling method
described in Section 3.

The simulated sheet and rill erosion data from EPIC were then used to fit a
metamodel. Standard statistical regression procedures were employed to identify and
estimate the metamodel. In this example, the estimated function was a linear multiple
regression model, and regressors x; in the model included location effects (latitude
and longitude), variables related to soil properties and topography (%sand, %clay,
pH, bulk density, organic matter, slope, slope length}, and management practices
(tillage systems), and indicator variables to represent various crop rotations.

Equation (1) was then used to predict erosion rates for all the NRI cropped points
in the study region, and finally these predictions were weighted up using the NRI
expansion factors and the subsampling inclusion probability to yield county-level
predictions. In Figure 3, predicted erosion rates from the metamodel are compared
to the annual average sheet and rill erosion rates reported by the NRCS, USDA.
County-level maps of predicted sheet and rill erosion rates {(top map) and average
erosion rates reported by the NRCS (bottom map) are given in Figure 3.

Summary statistics for the county-level aggregates shown in Figure 3 are displayed
in Table 2. Note that in spite of the fact that the model fitted to the data generated
at the sampled points appears to suffer mild lack of fit, the statistics calculated
from the predicted values and from the values reported by NRCS are similar. The
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correlation coefficient between estimated erosion values and “observed” values (as
reported by NRCS) was 0.82, indicating reasonable agreement between the two. The
frequency distribution given in Table 2 shows that estimates of erosion based on a
metamodel fitted to a 10% subsample properly selected have a distribution similar fo
the “observed” distribution.

Summary

There is an increasing need for regional scale agricultural NPS pollution assessments
and identification of best management practices to regulate and eliminate NPS pol-
lution. A cost effective and scientific approach to make regional assessment of NPS
pollution is to use biogeophysical model simulation experiments. Because NPS pol-
lution is highly heterogeneous, any experimental approach should consider all diverse
physical and management factors. On a regional scale there are millions of such fac-
tor combinations, which makes it impractical if not impossible to simulate a response
variable for each of them. '

This paper outlined spatial sampling schemes for agricultural NPS pollution as-
sessment using biogeophysical model simulation experiments. A unique feature of the
sampling design is that it uses the NRI, a state-of-the-art geophysical database, as
the sampling frame. Thus, the sampling protocol we propose results in a two-phase
sample, with immediately available expansion factors for each element in the sample.

In Section 2 we pointed out the importance of using the appropriate expansion fac-
tors when making inferences at different levels of geographic aggregation. Estimates
obtained in this manner are unbiased (or nearly unbiased) regardless of the form of
the metamodel ultimately used for prediction. This again points to the importance
of drawing probability samples when conducting simulation experiments; since all
metamodels are simple approximations to the more accurate biogeophysical process
models, the property of unbiasedness of estimators under any metamodel becomes
significant.

We have not discussed the problem of deriving standard errors (or other measures
of uncertainties) for quantities estimated from the metamodels. Properly accounting
for all uncertainties in this type of evaluation is not a trivial matter; we are currently
conducting research in this area.
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Table 1: Summary statistics of key soil properties.

Soil Property Mean
Population Sample
Clay (%) 97746 27.765
K-Factor 0.366 0.366
AWC 0.167 0.166
Bulk Density (gms/cc) 1.422 1.422
Organic Matter (%) 1.124  1.165
Permeability (inch/hr) 1.652  1.630
pH 6.900 6.906
Slope (%) 2471 2.465

Table 2: Summary statistics for values of erosion estimated under the model, and for
average values reported by NRCS.

Estimated NRCS Reported

Statistic

Mean erosion rate {tons/acre) 4.10 3.36
Standard deviation 6.06 5.53
Frequency Distribution (tons/acre)

0to3 63% 72%
3toh 13% 12%
5 to 10 14% 9%
10 to 15 5% 3%
15 to 20 2% 1%

> 20 3% 2%
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Figure 1. The study region: North Central United States.

20



%
0 5 10 15 20 25

%
0 5 10 1520 25

21

Soil Clay Content (%) Bulk Density (gms/cc)
' =)
S ;
n
™ Pop %
o ' Sa%pte Yo
od
e 2
<o
1g]
o
0.05 0.35 0.65 0.85 1.25 1.55 185
% Clay Midpoint Bulk Density Midpoint
Soil pH Organic Matter (%)
N .
5 <
op % YF
Sag'lple Yo o) j
»N©
N i
o 3
<
0.25 1.75 3.25 4.75 625 7.75 9.25 0.050.350.650.851.251.551.852.15
pH Midpoint - % Organic Matter Midpoint

Figure 2: Frequency distributions of verious soil properties in the
population on KRI points and in the 10% subsample. (a) Clay (%);
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Figure 3: County-level maps of predicted sheet
and rill erosion rates (top map); and average

erosion rates reported by the NRCS (bottom map).
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