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Abstract 

This paper looks at the potential role of time-varying volatility of Mississippi river barge and ocean freight prices on 
commodity prices in Illinois, at the US Gulf and in Rotterdam using a Vector Error Correction GARCH-in-Mean model. 
The model is used to infer the extent to which transportation price risk affects price dynamics in international grain markets. 
Results from a simulation exercise indicate that both barge and ocean price volatility influence grain prices, but barge price 
volatility tends to have a greater impact on grain prices and marketing margins than that arising from ocean price volatility. 
Consistent with most studies that evaluate the role of risk in marketing channels, results here suggest that a reduction in barge 
rate risk would reduce marketing margins between Illinois and the US Gulf, and between the US Gulf and Rotterdam. The 
existence of an ocean freight futures contract coupled with the lack of a futures contract for barge rates may be partially 
responsible for the finding that barge rates have a significant influence on grain prices and contribute most to wide marketing 
margins found throughout the international grain-marketing system.© 2001 Elsevier Science B.V. All rights reserved. 

JEL classification: C32; Q17; R4 
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1. Introduction 

The role of price risk has received a considerable 
amount of interest in recent years, and still contin­
ues to be an important and popular topic of applied 
research. This is particularly true in agricultural anal­
ysis where prices typically experience excess volatil­
ity especially when compared to other sectors of the 
economy. Because of its relative importance, research 
has to be date focused on a wide variety of issues 
surrounding price risk, and in particular, investigating 

* Con·esponding author. Tel.: + 1-979-845-5819; 
fax: +1-979-862-3019. 
E-mail address: mshaigh@tamu.edu (M.S. Haigh). 

the inclusion of risk terms in commodity modeling 
using various econometric methods. 

For instance, important theoretical and empirical 
analysis undertaken by Brorsen et al. (1985, 1987) 
considered the influence of risk on various market par­
ticipants in the US wheat and rice marketing channel. 
These studies presented empirical evidence in support 
of the proposition that increases in wheat and rice 
price risks tended to cause the expected marketing 
margin for these commodities to widen. In order to 
infer the risk reactions within the marketing channel, 
both studies employed simple fixed-weight moving 
average methods. However, such methods have since 
been shown to provide inaccurate results (Pagan and 
Ullah, 1988). Since this work, various applications 
of the autoregressive conditional heteroskedasticitic 
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(ARCH) class of models originally developed by 
Engle (1982), and expanded to the generalized-ARCH 
(GARCH) framework by Bollerslev (1986) have, in 
particular, proven to be popular approaches to esti­
mating time-varying risk terms in econometric mod­
els. The methodology was originally applied in the 
financial econometric literature in the search for the 
existence of time-varying risk premia with examples 
being provided by Bollerslev et al. (1988), Baillie and 
Bollerslev (1990) and Pagan and Schwert (1990) to 
name a few. The methodology has since been adopted 
and used successfully in a wide variety of economet­
ric commodity models simply because the procedures 
have been shown to provide a clear improvement 
over extrapolative techniques. For instance, Arad­
hyula and Holt (1989) used the modeling technique 
to isolate the effect of time-varying price variance 
on broiler supply, while Schroeter and Azzam (1991) 
explored the connection between output price un­
certainty and marketing margins. Closely related in 
terms of methodology was the research undertaken 
by Holt and Moschini (1992) and Holt (1993), who 
estimated the effect of price risk on hog supply, and 
the beef-marketing channel, respectively. 

A unique application of the GARCH methodo­
logy was undertaken by Jayne and Myers (1994), who 
isolated the effects of time-varying commodity price 
volatility (risk) on equilibrium price levels and mar­
keting margins in international trade. Using a bivariate 
GARCH-in-Mean approach, the authors studied the 
role of price risk in a system of dynamic regression 
equations using Japanese and US wheat prices. A key 
finding was that an increase in price volatility had lit­
tle effect on US export prices, but had some effect on 
Japanese import prices and the resulting international 
marketing margin. The study made an important con­
tribution towards understanding how price volatility 
is transmitted throughout the international marketing 
channel, and acknowledged the fact that ocean freight 
prices have an important role in the determination of 
international commodity prices. As such, the authors 
included oil prices (proxying freight prices) in their 
system of dynamic equations. The authors did not, 
however, explore how changes in oil prices influ­
ence the international commodity price levels and the 
resulting international marketing margins. 

Incorporating freight prices into the system of equa­
tions is especially important, as there is an intuitively 

appealing (and documented) linkage between freight 
rates and international commodity prices. For instance, 
in their empirical analysis of testing the law of one 
price (LOP), Goodwin et al. (1990) relax the assump­
tion of constant transportation rates by employing 
actual freight rate prices between the US Gulf and the 
European continent. A significant linkage between 
commodity and freight prices was reported by the 
authors who found stronger support for the LOP af­
ter incorporating non-constant freight prices. There 
has thus far, however, surprisingly been no attempt 
to investigate the influence of time-varying price risk 
arising from transportation rates on prices through­
out the international marketing channel. 1 This is of 
particular interest as grain shipments quite frequently 
involve long distances and may experience several 
changes in ownership along the various stages of the 
international marketing channel. Moreover, freight 
prices can be a large percentage of the delivered 
price, especially for low-valued commodities, and er­
ratic fluctuations in the price of freight may eliminate 
expected profit or even induce loss. 2 

The purpose of this study is therefore to build on 
the work of Jayne and Myers (1994) by isolating 
the effect of price risk, measured by the volatility 
of transportation prices (barge and ocean freight), 
on the grain prices at Illinois, the US Gulf and 
Rotterdam. To undertake such analysis, a Vector Error 
Correction GARCH-in-Mean (VEC-GARCH-M) 
model is estimated. The model builds upon the mul­
tivariate GARCH-M (MGARCH-M) model used by 
Holt (1993) by including cointegration information 
into the systems of equations. The VEC-GARCH-M 
procedure allows one to include potentially important 
volatility terms in the specification of the mean price 
equations and to determine the extent of volatility 

1 While a few papers have addressed the role of transportation 
costs on commodity markets, they have been developed within a 
'static' framework, where risk is restricted not to vary over time 
(e.g. Binkley, 1983; Roehner, 1996). Despite this restriction, both 
these authors report evidence that ocean freight prices do influence 
international grain prices and that transportation costs seem to play 
an important role in the economics of international commodity 
markets. 

2 For example, ocean freight prices ranged from 2.1 to 8.7% of 
the value of Rotterdam soybean prices between January 1985 and 
January 1999, and barge rates (between Illinois and the US Gulf) 
ranged from 1.3 to 7.7% of the value of the US Gulf soybean 
prices between January 1985 and January 1999. 
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spillovers between transportation (barge and ocean) 
and grain prices. 

The focus on ocean and barge freight price risk is of 
particular interest not just because of its obvious role 
in international grain markets, but also because, since 
1985, ocean freight futures trading has occurred at 
the London International Financial Futures Exchange 
(LIFFE) while no equivalent futures market for barge 
rates has existed. While the ocean futures market 
allows market intermediaries to spread price risks, 
thus insulating grain prices from ocean freight price 
volatility throughout the international grain marketing 
channel, no such option has been available to traders 
to spread the effect of barge freight rate volatility. 
Therefore, in this study, in addition to identifying the 
extent of volatility spillovers between transportation 
rates and international grain prices/margins, several 
simulations are undertaken to isolate the individual 
contribution of barge rate risk and ocean freight risk 
on the level of international grain prices. 

While several studies have made important con­
tributions toward understanding price dynamics in 
international grain markets, this study will illustrate 
the potentially important role played by transporta­
tion in international commodity price dynamics. The 
research will examine how volatility shocks in the 
transportation market influence prices, volatility and 
ultimately trade in other markets. Identifying inter­
relationships of this type is not only important for 
obtaining a deeper understanding of the effects that 
transportation volatility might have on trade, but also 
to analyze the degree of price risk facing merchandis­
ers at various locations within the marketing channel. 
Moreover, the research will provide useful insights for 
the potential development of exchange traded barge 
rate derivative contracts. 3 

The remainder of the paper is as follows. First, 
the econometric methodology will be briefly outlined 
that enables one to examine the effect of time-varying 
volatility on the level of prices. Next, data will be 
described, and then the exact model specification used 
in this paper will be presented. Estimation results, 
model diagnostics and a simulation that isolates the 
effect of barge and ocean freight price uncertainty will 

3 Such a question is of interest because the development of a 
barge rate futures contract has been proposed in the past (Hauser 
and Buck, 1989). 

then be presented and discussed, followed lastly by 
some concluding comments. 

2. Econometric methodology 

There have been several multivariate extensions 
to the original ARCH and GARCH class of models 
originally introduced by Engle (1982) and Bollerslev 
(1986). Of particular interest here is the multivariate 
extension of the ARCH-M (ARCH-in-Mean) model 
originally presented by Engle et al. (1987) which 
permits the conditional variance of a series to directly 
affect the level of a price series. The univariate version 
of the GARCH-M has been extended to multivari­
ate setting by several authors, including, Bollerslev 
et al. (1988), Bollerslev (1986), Baillie and Bollerslev 
(1990), Holt (1993), Holt and Moschini (1992) and 
Holt and Aradhyula (1998). 

Owing to the computational complexity of estimat­
ing MGARCH-M models several specifications have 
been proposed to make the resulting model more 
parsimonious. One such specification is the constant 
correlation parameterization. Such a setup is parsimo­
nious in nature, reduces computational complexity, 
allows for time-varying conditional variances and 
covariances, but assumes constant conditional corre­
lations. 4 This framework has been used by Cecchetti 
et al. (1988), Bollerslev (1990), Baillie and Boller­
slev (1990), Kroner and Sultan (1993) and Holt and 
Aradhyula (1998). 

The MGARCH-M model is designed to provide 
an assessment of the impact of risk (measured by 
volatility) on prices using a joint estimation technique 
in the context of a parameterized model of the condi­
tional variances and covariances. Such an econometric 
model permits the joint estimation of the relationship 
between risk and prices and how past information is 
related to perceived risk. Importantly, as pointed out 
by Kroner and Lastrapes (1993), this approach does 
not require a two-step estimation procedure (the first 
to estimate the volatility measure and second to esti­
mate the relationship), which may lead to inefficient 
estimators. Therefore, an MGARCH-M procedure 

4 Other specifications include the linear diagonal model used by 
Baillie and Myers (1991), and the positive semi-definite formuliza­
tion introduced by Engle and Kroner (1995). 
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restricts the volatility estimates that affect the prices 
to be the same as these generated by the data series. 

To illustrate the MGARCH-M model with a con­
stant conditional correlation framework for a general 
case, consider the following: . 

k 

Yt = ro + LiiYt-k + llXt + t/1 vech(Hr) + Er, 
i=1 

where 

EtiS?t-1 ~ N(O, Hr) and {Ht}ij=hiJt, 

(1) 

i,j=1, ... ,R, (2) 

hiit = w; + ailefr- 1 + f3ilhiit-1, (3) 

hiJt = PiJJh;ithJJt, i i= j. (4) 

Here, Y1 as the vector of (R x 1) endogenous variables, 
represented by a linear dynamic system of R equations 
where the means of the variables depend on lagged 
values of each of the series, a vector of exogenous 
variables observed at timet- 1, X1 , and the variances 
and covariances of the endogenous variables captured 
within H1• r, ll and t/1 represent the fixed parameters 
to be estimated and vech (-) is a vectorization operator 
that stacks elements of H1 into a single column vec­
tor. 5 In this case, 101 denotes a (R x 1) vector of nor­
mally distributed forecast errors of Y1 conditional on 
S?r-1 which denotes the sigma field generated by all 
available information up through time t - 1. Here we 
define hijt as the ijth element of H1 which is almost 
surely (a.s.) positive definite for all t. The conditional 
correlation between the ith and jth price series is then 
defined as Piit = hiJtl Jhwhjjt, where -1 ::=: Pi}t ::=: 1 
a.s. for all time periods, t. Such a formulization thus 
provides a natural scale invariant measure of the co­
herence between the respective price series studied. 
Although Pi}t can, in general, be time-varying, it is 
often useful (for computational ease) to assume that 
Pi}t = Pij for all t, i.e. to assume that the conditional 
correlations are constant. It then follows that that hijr = 
PiJ)h;;1hJJt, i = 1, ... , N, j = i + 1, ... , N. 

5 Elements (or the square root of elements- standard deviations) 
of the H, matrix can be restricted to enter some or all of the R 
equations. For instance, Holt and Moschini ( 1992) restrict elements 
of H1 to enter into just one of their conditional mean equations. 

An appealing feature of the constant conditional 
correlation parameterization relates directly to simpli­
fications in the estimation and inference procedures. 
The full conditional covariance matrix, H 1, can be 
partitioned as 

(5) 

where D1 is an N x N diagonal matrix including the 
square roots of the ijth elements of the conditional 
covariance matrix (standard deviations): a1 1, ••• , aNt 

and <P is N x N time invariant, positive semi-definite 
matrix with typical element Pi} and ones across 
the main diagonal. Assuming conditional normality, 
the log-likelihood function becomes (after ignoring 
the constant terms): 

T T 

L('f/) = -~Tlni<PI- LlniDtl- ~I)'t<P- 1 8r, 
t=1 t=1 

(6) 

where 81 = u; 1c1 is an (N x 1) vector of residu­
als (standardized) and 'f/ the parameter vector. The 
important feature of this model, and its particular 
application in this instance is that (1) the condi­
tional covariance matrix H1 is itself allowed to be 
time-varying, and (2) the unique elements H1 (or the 
corresponding standard deviations, a iJ ,t) enter as 
inputs in the conditional mean price equations. This 
inclusion of risk in the mean equations is consistent 
with the assumption that traders in international grain 
markets do not know exactly the level of variability 
of prices that may affect the profitability of trading 
and that grain traders are risk averse. 

3. Data 

Because the application here looks at price volatil­
ity spillovers between transportation rates along the 
international grain-marketing channel several data 
series were collected. First, weekly river terminal 
soybean bid and ask prices for south of Peoria, 
Illinois (ILS) were collected covering the period 4 
January 1985-15 January 1999, yielding a total of 
733 observations. The mid-point between the bid-ask 
spread for these prices was then calculated. Grain 
barge rate data (B) covering the same period were also 
provided for the stretch of river beginning at south 
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of Peoria. While other barge prices were available 
for the Upper Mississippi, the focus of the study was 
for the south of Peoria region as this area, unlike the 
other areas, is not frozen for several months of the 
year. It is however prone to drought conditions which 
might slow down, but not stop barge traffic. 

Weekly Gulf soybean export prices (GS), ocean 
freight rates ( 0) from the US Gulf to Rotterdam and 
weekly soybean import prices at Rotterdam (RS) were 
also collected. The barge rate data links the south of 
Peoria market with the US Gulf export market and the 
ocean price data links the US Gulf export market with 
the Rotterdam import market. These data also cover 
the period 4 January 1985-15 January 1999. All price 
series are in dollars per ton, and are the Friday prices, 
but where Friday prices are not available, Thursday 
prices are used. Finally, with regard to the data there 
were several missing values (5.2% of the barge rates, 
0.81% of south of Peoria soybean prices and 0.27% 
of the Rotterdam prices). These observations were 
replaced with predicted values from a cubic-spline 
interpolation. Further details on all data can be found 
in Appendix A. 

4. Exact model specification 

In order to implement what we term the VEC­
GARCH-M constant correlation model, it is necessary 
to jointly model the first two moments of the price 
series relevant to the international marketing channel. 
The primary data described above were first tested 
for stationarity properties. Each series was tested for 
the existence of a unit root by using the augmented 
Dickey and Fuller (1981) (ADF) tests. ADF test re­
sults (presented in Table 1) indicated that all series, 
with the exception of the barge rate (B) are indeed 
non-stationary. Such results suggest that the price se­
ries should be first differenced. 6 When the tests are 

6 The barge rate data was found to be stationary at conven­
tional levels of significance but the data was differenced so that 
all the price series would be in similar magnitudes thus ensur­
ing stability of the non-linear estimation of the VEC-GARCH-M 
model. Residual diagnostics presented in Tables 3 and 5 indicate 
that no serious misspecifications occurred as a result of potentially 
over-differencing the barge rate price series (no moving average 
term was introduced). In particular Ljung-Box Q and Q2 statistics 
indicate that the time series structures applied to all the differenced 
data are quite adequate in explaining the data series. 

Table 1 
Augmented Dickey-Fuller (ADF) tests for order of integration 
on cash prices (test is on the estimated coefficient e 1 from the 
following prototype model: D.. X, = Bo+BI Xr-1 + "Lf=l fJk 1'1X1-k)a 

Price series K HO:J(l) vs. H0:/(2) vs. 
HA:/(0) ADF HA:/(1) ADF 

Illinois soy (ILS) 10 -2.892 -8.177 
Barge (B) 3 -6.230 -11.471 
Gulf soy (GS) 5 -2.376 -11.379 
Ocean (0) 8 -2.869 -9.984 
Rott soy (RS) 8 -2.085 -10.827 

a Critical values are taken from Fuller (1976). They are -2.57 
(10%), -2.88* (5%) and -3.46 (1 %). Therefore, based on these 
results the series are J(l), except barge (B). The optimal lag length 
(K) was based on the Akaike Information Criterion (Akaike, 1973). 

applied to the differenced series, however, test statis­
tics clearly reject the null hypothesis of unit root. In 
the event of a pair (or any number) of /(1) variables 
being cointegrated, so that a linear combination of 
them is /(0) (stationary), a system of equations (vector 
autoregressive model, VAR) should include an error 
correction term (ECT). Therefore, Johansen's (1988) 
procedure was used to test for cointegration between 
the sets of prices. The results, presented in Table 2, 
indicate that there appear to be three stable cointegrat­
ing vectors linking the price series together. The ECT 
was formed by standardizing the first cointegrating 
vector on price series RS. 7 

Finally, the conditional variance dynamics of each 
individual series is investigated. Preliminary time­
series analysis on each differenced series was under­
taken to determine the possible need for an ARMA 
process, then the conditional variance dynamics were 
modeled by using Bollerslev's (1986) GARCH(1,1) 
process. Table 3 illustrates the respective AR struc­
tures applied to each of the series. In each case, 
the GARCH(1,1) specification indicates substantial 

7 As the barge rate was found to be /(0) the parameter associated 
with the barge rate in the cointegrating vector was tested for its 
statistical significance. The value was found to be statistically 
insignificant and so its value was set to zero in the cointegrating 
vector. The corresponding ECT was therefore composed entirely 
of the non-stationary variables. As suggested by an anonymous 
reviewer, in the mean equation for B, a lagged term (B,_z) was 
included on the right-hand side of the equation. While the sign 
of the lagged term was significantly negative (as expected), its 
inclusion introduced serial correlation into the model. Therefore, 
the multivariate system was estimated by excluding Br-2· 
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Table 2 
Johansen cointegration tests• 

A trace A max 

Test statistic Hypothesis 99% Critical value Test statistic Hypothesis 99% Critical value 

226.84 r=O 78.87 93.74 r=O 38.78 
133.10 r ::': 1 55.43 72.45 r =I 32.14 
60.65 r::: 2 37.22 39.93 r=2 25.75 
20.72 r::S3 23.52 14.79 r=3 19.19 

5.93 r::S4 11.65 5.93 r=4 11.65 

Standardized cointegrating vector (ECT): RS- 0.9240-1.301GS + 0.307ILS- 1.261 

a Tests are on eigenvalues with the n matrix, where n represents the matrix of estimated parameters from an error correction 
representation (see Johansen, 1988, for further details). The "-trace statistic is NL:~=r+lln(l- A.i) where Ai are ordered (largest to smallest) 
eigenvalues on n, and the "-max statistic is N(l-A.,.+t). Critical values for the "-max and Atrace statistics are from Osterwald-Lenum (1992). 
The optimal lag length (6) was based on the Akaike Information Criterion (Akaike, 1973). 

GARCH behavior for the price series. Tests for resid­
ual autocorrelation in the standardized and squared 
standardized residuals fail to detect any misspecifica­
tions of the univariate GARCH models. Because no 
substantial deviations from normality are detected (as 
shown by the m3 (skewness) and m4 (kurtosis) statis­
tics), the multivariate systems were estimated under 
the assumption of normality. 

Therefore based on these test results and prelim­
inary time-series diagnostics, the following econo­
metric specification (in first difference form) was 
estimated: 

Table 3 
Univariate GARCH(l,1) models and residual diagnostics• 

Parameter Illinois soy (ILS) Barge (B) 

¢o 0.189 (0.216) 0.480 (0.000) 
¢1 0.153 (0.000) 1.122 (0.000) 
¢2 -0.269 (0.000) 
¢3 0.065 (0.304) 
¢4 -0.014 (0.695) 
¢s 
¢6 
w 1.287 (0.000) 0.041 (0.000) 
a 0.196 (0.000) 0.677 (0.000) 

f3 0.777 (0.000) 0.520 (0.000) 
m3 0.103 0.767 
m4 1.763 2.518 
Q(l2) 10.570 (0.31 0) 4.052 (0.908) 
Q2(12) 8.723 (0.463) 11.590 (0.237) 
Log-likelihood -1520.51 -242.93 

MLSt = oo + o1llOr-1 + 82llBr-1 + o3llGSr-1 

+o4£lRSr-1 + osMLSr-1 + 86 COSr-1 

+87 SINr-1 + r1ECT1-1 + vufla44t 

+v12fl0'221 + V]30'44t-1 + V140'22t-1 

+ciLSr, (7) 

llBr = ¢o + ¢1llOr-1 + ¢2llBr-1 + ¢3llGSt-l 

+¢4llRSr-I + ¢slliLSr-l + ¢6 COSr-1 

+¢7 SINr-1 + r2ECTr-1 + csr, (8) 

Gulf soy (GS) 

0.066 (0.710) 
-0.038 (0.383) 

1.587 (0.000) 
0.217 (0.000) 
0.768 (0.000) 

-0.230 
2.114 
7.072 (0.629) 
7.988 (0.535) 

-1634.53 

Ocean (0) 

-0.001 (0.946) 
0.475 (0.000) 

-0.005 (0.917) 
-0.023 (0.607) 
-0.104 (0.010) 

0.095 (0.020) 
-0.117 (0.002) 

0.069 (0.000) 
0.123 (0.000) 
0.601 (0.000) 
0.129 
3.818 
5.490 (0.789) 
2.423 (0.983) 

161.365 

Rotterdam soy (RS) 

0.025 (0.889) 
-0.062 (0.174) 

0.054 (0.187) 

1.705 (0.000) 
0.329 (0.000) 
0.699 (0.000) 

-0.099 
1.590 

12.710 (0.176) 
10.113 (0.341) 

-1718.05 

a Asymptotic p-values are in parenthesis; m3 is sample skewness and m4 is sample kurtosis; Q(l2) and Q2(12) denote Ljung-Box test 
statistics for 12th order autocorrelation in standardized and squared standardized residuals, respectively. 
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L'<.GSr = cpo + CfJ1L'<.Or-1 + cp2L'<.Br-1 + CfJ3L'<.GSt-1 

+cp4L'<.RSt-1 + cpsMLSt-1 + CfJ6 COSr-1 

+cp1 SINt-1 + r3ECT1-1 + v31l<.a44t 

+v32f<.0"221 + V330"44t-1 + V340"221-1 

+Basr, 

L'<.Ot = A.o + A.1L'<.Ot-1 + A.2L'<.Br-1 + A.3L'<.GS1-1 

+A.4L'<.RS1-1 + A.sl<.ILSt-1 + A6 COSr-1 

(9) 

+A.1 SINt-1 + r4ECTr-1 +Bot. (10) 

L'<.RSt =eo+ e1L<.Ot-1 + e21<.Bt-1 + e3L<.GS1-1 

+e4L<.RSt-1 + esMLSt-1 + e6 COSr-1 

+e1 SINt-1 + rsECTt-1 + vs1L'<.a44r 

+vs2l<.a221 + vs3a44t-1 + V54a22t-1 

(11) 

Bt = [BrLsr, Bsr, Bast. Bot. BRsrllS?t-1 "'N(O, H,), 

{Htlu = hur. i, j = 1, ... , s, (12) 

(13) 

(14) 

All price series are as defined previously and all 
mean equations were estimated as an AR(1) process 
designed to account for short-run conditional mean 
dynamics. Such a parsimonious structure was chosen 
because even though price reactions in the spot market 
to changes in transportation rates occur almost imme­
diately it takes longer than 1 week to transport grains 
either from Illinois to the Gulf, or from the Gulf to 
Rotterdam, and so these terms are included to pick up 
any remaining serial correlation in the system's errors 
which may exist due to potential lagged adjustments 
to changes in any of the variables. 

Due to any seasonality in commodity flows (prices) 
or freight prices we include harmonic variables set at 
monthly cycles represented by COS and SIN, respec­
tively. 8 All equations also include the ECT, ECT1-1 
to capture the cointegrating relationship between 

8 The harmonic variables are defined as: COS = cos(27rt/4) 
and SIN= sin(2.rrt/4), t = 1, ... , T. Miljkovic eta!. (2000) also 
accounted for seasonality in their paper but included seasonal 
dummy variables. They discover that seasonality played a signifi­
cant role in the model. 

the price series. Other exogenous variables includ­
ing grain flows, exchange rates and oil prices were 
also included and tested for statistical significance in 
the mean equations. However, as was also found by 
Miljkovic et al. (2000) and Jayne and Myers (1994) 
the exogenous variables were found to be insignifi­
cant in explaining transportation and grain prices and 
so were excluded from the final analysis in order to 
keep the model more parsimonious. 9 

The variables 0"221, a 44t represent the square root 
of the ijth elements from the conditional covariance 
matrix H 1 representing the conditional standard devi­
ations of the barge rate and ocean freight rate price 
series, respectively. Other risk term functional forms, 
for instance, including the conditional variance terms, 
rather than the standard deviations were included in the 
mean specification to the model. However, the model 
including the conditional standard deviations seemed 
to provide the best fit of the data. 

As the effect of transportation risk on the prices of 
the grain throughout the international marketing chan­
nel is the main focus of this paper, their inclusion is 
confined to the grain equations (Eqs. (7), (9) and (11)). 
Both the first differences of the risk variables, L'<.a221 
and !<.a 44t and lagged levels of the risk variables, 
a22r-1 and 0"44t-1 are included in the mean equations 
to represent the risk associated with the transportation 
in the international marketing channel (Kroner and 
Lastrapes, 1993). 

The VEC-GARCH-M model therefore attempts to 
study the dynamic relationships in observed data in the 
international marketing channel. However, following 
Bessler and Fuller (2000) we do not attempt to iden­
tify structural (e.g. using supply and demand analysis) 
coefficients from a reduced form system, but rather to 
concentrate on the determinants of prices within the 
marketing channel in equilibrium, i.e. we attempt to 

9 In particular, we follow Miljkovic et a!. (2000) by including 
weekly data on the volume of grains transported to the US Gulf 
by barge for export (V). Also, because foreign exchange rates 
have been shown to influence both transportation and grain prices 
(Haigh and Holt, 1999) we include an indicator of exchange rates 
(EX) represented by the US dollar index. Oil prices, denoted 
OIL, were also included as this is generally considered to be the 
most significant variable cost in freight transportation (Thuong and 
Visscher, 1990). Results on the insignificance of these variables 
are excluded for brevity but are available upon request. A full 
description of these data can be found in Appendix A. 
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study the relationships between these components of 
the marketing channel using observed prices rather 
than the unobservable parameters of demand and 
supply. 

5. Estimation results, model diagnostics and 
dynamic simulations 

Maximum likelihood estimates of the model rep­
resented by Eqs. (7)-(14) obtained by employing 
the Berndt et al. (1974) algorithm are presented in 
Table 4. In many cases lagged prices are significant in 
explaining movements in each of the price series stud­
ied. Also, the ECT term and seasonal variables appear 
to be significant in explaining short-run movements in 
the prices. Point estimates of ai and f3i, i = 1, ... , 5 
are positive and individually significant, indicating the 
presence of conditional heteroskedasticity in the error 
terms of the price equations. In two instances a + ~ 
exceeds unity, so that the unconditional variance does 
not exist. 10 As pointed out by Bollerslev (1990), 
however, the conditional moments are still well de­
fined. Results of several diagnostic tests are reported 
in Table 5. Skewness and kurtosis estimates reported 
in Table 5 reveal that the assumption of normality is 
apparently justified. Tests for remaining residual au­
tocorrelation in the standardized residuals, and their 
cross-products, show that nearly all residual autocorre­
lation is accounted for in the model. One exception is 
for the autoregressive representation of ~ILS, where 
there appears evidence of remaining autocorrelation 
in the normalized residuals. However, despite this 
one statistic, the VEC-GARCH-M model appears to 
represent the mean and variance dynamics associated 
with the international grain-marketing channel. 11 

10 As suggested by an anonymous reviewer, for each of the two 
equations, the restriction was imposed that & + t = I. This reduced 
the total number of parameters to be estimated by two. The result­
ing likelihood ratio (LR) test statistic comparing the unrestricted 
model (where & + t exceeded unity in the two instances) to the 
restricted model where & + t = I, strongly rejected the restriction 
and so the unrestricted model was used throughout the analysis. 
11 Minor evidence of remaining autocorrelation is not uncommon 

in multivariate GARCH models such as the one estimated here. 
For instance, Holt and Aradhyula (1998) also reported evidence 
of residual autocorrelation in their system of equations. In the 
current paper, other econometric specifications were attempted so 
as to clear up remaining autocorrelation. The current specification 
seemed to provide the best description of the price dynamics. 

Figs. 1 and 2 plot the historical path of standardized 
conditional variances for each of the price series stud-
. d 12 I . "d fr 1e . t 1s ev1 ent om the plots that price series have 
experienced periods of excessive volatility. Moreover, 
as can be seen from the plots, there is a tendency for the 
conditional variances to move fairly closely over time. 
Estimates of the conditional correlation parameters, 
PiJ, reported in Table 4 are statistically significant in 
several instances illustrating the presence of significant 
cross-equation influences. For instance, the correlation 
parameters associated with barge rates and grain prices 
at Illinois (P12) and the Gulf (P23) are statistically sig­
nificant withp-values of0.018 and 0.077, respectively. 

Of particular interest here, however, are the esti­
mates of the risk parameters associated with barge and 
ocean freight price uncertainty. Parameter estimates 
for the first difference of the risk variables associated 
with ~a22t and ~<T44t (namely vi 1 and vi2) are highly 
significant and positive in the GS and RS equations, 
while the level of risk appears to have little role on the 
Illinois grain prices (ILS). This implies that there is 
evidence of a positive short-run price risk on the prices 
in the Gulf and Rotterdam regions. A similar result (in 
terms of the statistical significance) seems to hold for 
the lagged levels of the risk variables in the equations. 
In order to test for the statistical significance of all risk 
parameters a likelihood ratio (LR) test was performed 
by setting all risk parameters equal to zero. The LR 
value obtained was 83.49, a value with an asymptotic 
x2 (12) distribution under the null hypothesis. The 
'risk-free' model is thus rejected under the null hy­
pothesis at all conventional levels of significance. 

The fitted series of prices (representing the pre­
dicted values from the VEC-GARCH-M model con­
verted back to levels), are simply the one-step-ahead 
forecast of prices in period t that are computed taking 
everything in period t - 1, including the price itself, 
as given. These forecasts can then be compared to the 
actual price series observed. As can be seen on the 
left-hand side of Table 6, the average fitted price with 
risk, appears to do a good job in predicting the actual 
average price level that occurred between 1985 and 
1999, as the two price series are very close to one 

12 Each price series conditional variance was divided by the mean 
value of the conditional variance in order to put each series in 
comparable magnitudes. 



Table 4 

Maximum likelihood estimates of the VEC-GARCH-M model 

Variable Illinois soy (ILS) Barge (B) Gulf soy (GS) Ocean (0) Rotterdam soy (RS) 

Parameter Coefficient p-value Parameter Coefficient p-value Parameter Coefficient p-value Parameter Coefficient p-value Parameter Coefficient p-value 

Constant 8o -0.226 0.607 <Po -0.043 0.091 'PO -1.361 0.052 AO -0.000 0.986 eo -1.788 0.002 
D.O, 81 -0.393 0.055 ¢I -0.078 0.382 'Pl -0.348 0.211 AJ 0.466 0.000 e1 -0.397 0.127 
D.B, 02 -0.499 0.000 <1>2 0.154 0.049 'P2 0.223 0.167 A2 -0.012 0.509 e2 0.314 0.011 
D.GS1 03 0.399 0.000 </>3 -0.006 0.000 'P3 -0.137 0.004 A3 -0.004 0.315 &3 0.144 0.000 
D.RS1 04 0.078 0.000 1>4 90.876 0.041 'P4 -0.028 0.394 A4 0.001 0.849 &4 -0.206 0.000 
D.ILS1 8s -0.058 0.033 <l>s -90.873 0.000 'PS 0.237 0.000 AS -0.004 0.231 &s 0.300 0.000 
cos, 06 0.352 0.002 </>6 0.057 0.000 'P6 0.763 0.000 A6 0.031 0.262 e6 0.475 0.005 
SIN1 07 -0.130 0.304 1>7 0.073 0.101 'P7 -0.081 0.724 A7 0.042 0.131 e1 0.016 0.930 
ECT1 TJ -0.139 0.000 rz -0.004 0.382 T3 0.074 0.021 T4 0.002 0.488 rs -0.279 0.000 

.6.aocean t = .6.a44t V]] 1.844 0.208 - V3] 4.548 0.010 - vsl 4.026 0.028 

D.abarge t = D.a221 V]2 -0.459 0.211 - V32 1.287 0.012 VS2 1.356 0.000 

O"occant-1 = 044t-l V13 0.752 0.357 V33 1.500 0.206 - VS3 1.326 0.238 

O"barget-1 = 0"221-l V]4 0.071 0.654 - V34 0.813 0.004 VS4 1.255 0.000 

Variance parameters 
W] 0.336 0.002 wz 0.049 0.000 W3 1.592 0.000 W4 0.061 0.000 ws 4.794 0.000 
cq 0.314 0.000 CX2 0.614 0.000 CX3 0.219 0.000 CX4 0.218 0.000 as 0.347 0.000 

fh 0.723 0.000 fh 0.427 0.000 fh 0.757 0.000 f34 0.573 0.000 f3s 0.516 0.000 

Covariance parameters 
Parametera Series Coefficient p-value 

P12 (ILS, B) -0.114 0.018 

P13 (ILS, GS) 0.549 0.000 

P14 (ILS, 0) 0.059 0.166 

PIS (ILS, RS) 0.459 0.000 

P23 (B, GS) 0.069 0.077 

P24 (B, 0) 0.011 0.807 

P2s (B, RS) 0.052 0.182 

P34 (GS, 0) 0.020 0.648 

P3S (GS, RS) 0.660 0.000 

P4S (0, RS) 0.023 0.593 

a The estimated correlation parameters between series i and j. 
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Table 5 
Residual diagnostics tests for the VEC-GARCH-M model (asymptotic p-values are in parenthesis; m3 is sample skewness and m4 is 
sample kurtosis; Q(12) and Q2 (12) denote Ljung-Box test statistics for 12th order autocorrelation in standardized and squared standardized 
residuals, respectively) 

Illinois soy (ILS) Barge (B) 

m3 -0.205 0.187 
m4 2.095 4.257 
Q(12) 30.062 (0.001) 7.399 (0.687) 
Q2 (12) 

Illinois soy (ILS) 5.685 (0.841) 
Barge (B) 6.557 (0. 766) 3.466 (0.968) 
Gulf soy (GS) 6.336 (0.786) 14.017 (0.172) 
Ocean (0) 14.024 (0.172) 11.070 (0.352) 
Rotterdam soy (RS) 16.070 (0.100) 18.859 (0.042) 

another. Such a finding lends suppprt to the econo­
metric specification outlined by Eqs. (7)-(14). 

As noted previously there appears to be signifi­
cant volatility in barge and ocean freight rates, and 
the influence of the risk (measured by time-varying 
volatility) appears to affect the prices throughout the 
international marketing channel. This says nothing 

25 

20 

" ~ 15 
"fa 
> 
1l 
N :a 
!a 
] 10 

Cl) 

5 

Gulf soy (GS) Ocean (0) Rotterdam soy (RS) 

-0.150 0.145 0.001 
1.649 3.281 2.618 

14.788 (0.140) 25.189 (0.050) 6.055 (0.811) 

5.130 (0.882) 
7.855 (0.643) 4.872 (0.899) 

17.993 (0.055) 14.760 (0.141) 22.941 (0.011) 

however of how transportation risk has affected mar­
ket performance in the international grain-marketing 
channel. Fortunately, the VEC-GARCH-M model 
can be used to see how risk, arising from volatile 
transportation rates (either barge or ocean freight, or 
both), has affected market performance and to trace 
out the effects of risk on short-run equilibrium prices 

0~~~~~~~~~~~~~~~~~~~~~~~~~ 

1985:01:04 1986:12:05 1988:11:04 1990:10:05 1992:09:04 1994:08:05 1996:07:05 1998:06:05 

Week 

--Gulf Soy Variance · - · - - Rotterdam Soy Variance - - - Illin?is Soy Variance 

Fig. 1. Illinois (1), Gulf (GS) and Rotterdam (RS) time-varying standardized variance. 
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--Ocean Variance ----- Barge Variance 

Fig. 2. Ocean ( 0) and barge (B) freight time-varying variance. 

period by period. To this end, the estimated and fitted 
model is re-evaluated by setting all risk parameters 
associated with ocean freight price volatility equal to 
zero. Specifically, vn = Vi3 = 0. The average fitted 
price by excluding the influence of ocean freight price 
volatility is then calculated by once again conducting 
the one-step-ahead forecasts of price in period t taking 
everything in t - 1 as given, but this time excluding 
the influence of ocean freight price risk. 

The corresponding results are presented in the 
fourth column of Table 6, with Rotterdam, the Gulf 
and Illinois prices presented in the upper, middle 
and lower panels, respectively. As can be seen the 
effects on all price series are relatively small, with 
the average decrease in prices that can be attributed 
by illuminating ocean freight price volatility for Rot­
terdam, Gulf and Illinois prices being 0.139, 0.167 
and 0.088%, respectively. However, these are average 
figures, and as can be seen from Fig. 3, the simulated 
percentage decreases in soybean prices by eliminat­
ing ocean freight price risk is quite volatile over the 
time period. This phenomenon is verified by observ­
ing the reported maximum and minimum values of 

percentage decreases for each year in Table 6. Inter­
estingly, periods of excess volatility in ocean freight 
rates tend to affect all locations grain prices, but by 
different amounts, with the least impact occurring at 
the hinterland location in Illinois. 

Setting all risk parameters associated with the 
freight markets equal to zero, implying no ocean and 
barge rate risk (vn = Viz = v;3 = V;4 = 0), and 
then re-forecasting the model, and converting back to 
levels, and comparing this price (average fitted price: 
no ocean or barge price risk) with the other average 
prices (actual average price, and average fitted price: 
no ocean price risk) enables us to isolate the contri­
bution of barge price volatility on the international 
grain price levels. As can be seen by the summary 
statistics presented in Table 6, the elimination of 
barge rate uncertainty over the period 1985-1999 
would have reduced the price of grain at all locations. 
The barge risk's effect on the grain price level is, on 
an average much greater than the ocean freight risk, 
and as such, eliminating the barge and ocean risk 
would have over the time period in question, reduced 
Rotterdam, Gulf and Illinois prices by approximately 



Table 6 
Average weekly simulated price impacts of freight price risk on Rotterdam (RS), Gulf (GS), and Illinois (ILS) markets by year, 1985-1999 (note: three observations are 
available for 1999) 

Year Actual average Average fitted Average fitted price Average % Minimum % Maximum % Average fitted price with no Average % Minimum % Maximum % 
price price with risk with no ocean price risk reduction reduction reduction ocean or barge price risk reduction reduction reduction 

RS 
1985 223.85 224.04 223.74 0.137 0.037 0.537 222.77 0.569 0.135 2.992 
1986 208.44 208.45 208.16 0.139 0.048 1.061 206.96 0.716 0.139 2.921 
1987 215.62 214.93 214.61 0.146 0.045 0.580 213.14 0.832 0.242 4.957 
1988 303.37 302.44 302.09 0.116 0.031 0.964 299.67 0.913 0.104 4.033 
1989 274.94 275.97 275.51 0.167 -0.185 3.019 274.04 0.701 0.045 3.879 
1990 246.79 245.59 245.10 0.198 -0.091 1.547 244.16 0.582 0.018 1.967 
1991 236.37 237.39 236.78 0.257 -0.051 1.387 235.07 0.977 0.067 6.400 
1992 235.62 234.83 234.47 0.151 0.019 0.794 233.17 0.708 0.125 6.450 
1993 255.64 254.60 254.35 0.097 0.046 0.391 253.17 0.562 0.157 1.972 
1994 252.16 254.15 253.84 0.124 0.044 0.752 251.33 1.111 0.131 11.820 
1995 259.38 260.04 259.69 0.132 0.035 0.567 256.69 1.223 0.294 4.890 
1996 305.12 306.15 305.75 0.129 0.012 0.973 303.43 0.886 0.135 3.275 
1997 306.20 306.41 306.14 0.089 0.043 0.242 304.89 0.496 0.123 2.514 
1998 243.73 245.97 245.72 0.104 0.040 0.352 243.49 1.010 0.164 9.520 
1999 221.45 225.83 225.61 0.095 0.080 0.114 222.29 1.568 0.896 2.456 

Average 252.58 253.12 252.77 0.139 0.010 0.885 250.95 0.857 0.185 4.670 

GS 
1985 214.14 214.05 213.71 0.162 0.045 0.637 213.06 0.464 0.115 2.871 
1986 199.69 199.79 199.47 0.164 0.056 1.200 198.71 0.544 0.121 2.562 
1987 204.07 203.23 202.88 0.175 0.056 0.690 201.93 0.643 0.199 4.687 
1988 287.12 286.63 286.24 0.138 0.037 1.159 284.67 0.685 0.086 3.368 
1989 259.35 260.68 260.17 0.200 -0.219 3.592 259.20 0.572 -0.027 3.890 
1990 228.37 228.74 228.18 0.241 -0.109 1.876 227.59 0.499 -0.040 1.961 
1991 220.98 221.23 220.54 0.312 -0.061 1.659 219.42 0.814 0.040 5.824 
1992 220.00 219.99 219.59 0.183 0.024 0.972 218.72 0.576 0.103 6.301 
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1993 239.94 238.89 238.61 0.117 0.056 
1994 238.73 240.04 239.68 0.149 0.052 
1995 238.96 238.59 238.20 0.162 0.043 
1996 289.70 290.63 290.18 0.154 O.o15 
1997 292.16 291.99 291.68 0.106 0.052 
1998 234.27 235.31 235.02 0.122 0.048 
1999 211.99 214.75 214.51 0.114 0.097 

Average 238.63 238.97 238.58 0.167 0.013 

ILS 
1985 203.84 204.28 204.10 0.085 0.006 
1986 190.23 190.37 190.21 0.086 0.007 
1987 192.53 192.12 191.94 0.093 0.010 
1988 277.62 276.54 276.34 0.072 -0.013 
1989 246.44 247.77 247.51 0.105 -0.230 

1990 218.46 217.98 217.70 0.128 -0.127 

1991 210.57 211.02 210.68 0.163 -0.087 
1992 210.03 209.70 209.50 0.095 -0.15 

1993 228.65 228.10 227.96 0.061 0.017 
1994 228.91 229.75 229.57 0.078 0.013 
1995 222.62 222.09 221.90 0.087 0.006 

1996 277.75 277.98 277.75 0.081 -0.012 

1997 279.84 280.09 279.94 0.055 0.018 
1998 221.90 222.86 222.71 0.064 0.012 
1999 198.54 200.75 200.63 0.061 0.050 

Average 227.20 227.43 227.23 0.088 -0.032 

0.474 237.86 0.431 
0.943 238.05 0.831 
0.686 236.37 0.932 
1.669 288.65 0.679 
0.283 290.90 0.372 
0.415 233.56 0.743 
0.135 212.12 1.227 

1.093 237.39 0.667 

0.370 204.07 0.102 
0.720 190.12 0.134 
0.397 191.85 0.139 
0.677 276.21 0.119 
2.152 247.44 0.133 
1.107 217.63 0.163 
1.020 210.59 0.207 
0.585 209.45 0.122 
0.274 227.87 0.100 
0.567 229.44 0.135 
0.416 221.73 0.162 
0.697 277.65 0.119 
0.159 279.83 0.093 
0.239 222.60 0.113 
0.076 200.70 0.022 

0.630 227.15 0.124 

0.147 1.905 
0.109 11.798 
0.204 4.176 
0.116 2.575 
0.115 2.384 
0.141 9.386 
0.485 2.098 

0.128 4.386 

-0.701 0.413 
-0.040 0.907 
-1.145 1.031 
-0.611 0.891 
-1.223 2.165 
-0.363 1.140 
-1.128 1.033 
-1.839 1.324 
-1.615 0.389 
-3.831 2.092 
-1.027 0.791 
-0.651 0.773 
-0.527 0.485 
-2.990 1.621 
-0.230 0.301 

-1.195 1.024 
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Fig. 3. Simulated percentage decreases in soybean prices (RS, GS, ILS) by eliminating ocean (0) freight price risk. 

0.857, 0.667 and 0.124% on an average. However, as 
was the case with the ocean freight price levels, the 
average figures reported hide the true extent of the 
impact of the risk. For instance, as shown in Fig. 4 
and the maximum and minimum percentage reduction 
values reported in Table 6, the percentage reductions 
are much more volatile. To highlight just one exam­
ple, on 11 November 1994 the maximum reduction 
in price levels was 11.820% for the Rotterdam price 
series. In that particular week, reported prices would 
have been estimated to have fallen just 0.07% only 
if ocean freight rate uncertainty was removed from 
the international marketing channel, implying that the 
majority of risk comes from barge rate uncertainty. 
The relative importance of barge rate risk over the 
ocean freight risk holds true over the vast majority of 
the weeks studied in this analysis. Importantly, as can 
be seen from the right-hand side of Table 6, the effect 
of barge rate uncertainty does not just affect the level 
of prices in Illinois and the Gulf, but also 'spills' over 
into the price of grain in Rotterdam. 

While the simulations thus far have shed light upon 
the reaction of prices to risk arising from ocean freight 

and barge rate volatility, perhaps a more interesting 
question is what happens to price spreads throughout 
the international marketing channel. Indeed this ques­
tion appears to have been the focus of many stud­
ies that have studied the effect of risk throughout the 
marketing system (Brorsen et al., 1985, 1987; Holt, 
1993; Jayne and Myers, 1994). A general finding in 
these studies is that increased price risk generally in­
creases marketing margins, and as such might provide 
evidence supporting the development of either price 
stabilization programs (Brorsen et al., 1985) or a fu­
tures/options market (Holt, 1993). 

Results in Table 7 support the results previously 
discussed on the effect of transportation price risk on 
grain prices. In particular, barge rate volatility rather 
than ocean price volatility seems to have a much 
more pronounced effect on international grain prices. 
Eliminating ocean price uncertainty from Rotterdam 
and the Gulf slightly increases the price spread. For 
instance, the average reduction is -0.329% on an av­
erage over the time period, suggesting that the spread 
actually increases (albeit by a tiny amount). Interest­
ingly, this is the only portion of the marketing channel 
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Fig. 4. Simulated percentage decreases in soybean prices (RS, GS, ILS) by eliminating total price risk (ocean ( 0) and barge (B) freight 
price risk). 

that is covered by a futures market. A reduction in 
ocean price risk reduces the spread between Gulf and 
Illinois (1.748% on an average). However, as can be 
seen from the right-hand side of Table 7, a reduction 
in barge rate volatility significantly reduces marketing 
margins in all regions. Between Rotterdam and the 
Gulf the margin is reduced by 4.196% on an average 
over the time frame analyzed, but by far the greatest 
rewards to eliminating barge rate uncertainty would be 
found between Illinois and the Gulf where marketing 
margins would be reduced by 11.163% on an average. 
This finding in particular is consistent with the find­
ings of previous research that suggest that reducing 
price risks does indeed reduce marketing margins. 

One possible explanation for the finding that ocean 
freight rates have tended to have less significant ef­
fects on both prices of grain and the international 
marketing margins, even though, freight prices can 
be a substantial portion of the price of grain, is that 
a freight futures contract has traded at the LIFFE 
since 1985. Such a contract, designed to remove price 
uncertainty related to ocean freight price uncertainty 

for international grain traders, may have contributed 
to the relative insulation of grain prices from ocean 
freight price risk. Although the contract has experi­
enced relatively low levels of trading activity since 
its inception, it has been shown to be a relatively ef­
fective hedging mechanism for grain traders (Haigh 
and Holt, 2000). Its hedging effectiveness has pre­
sumably enabled international grain traders to offset 
any gains/losses associated with the cash price of 
ocean freight between the US Gulf and Rotterdam 
with corresponding gains/losses from the freight fu­
tures market. As such, the finding that ocean freight 
price volatility does not get fully transmitted to the 
price of grain is not particularly surprising. Indeed, as 
suggested by Jayne and Myers (1994) if futures and 
options markets lead to substantial reductions in risk, 
then one might not expect to find a significant risk re­
sponse in a market that has the underlying derivative 
contract. Thus, if the freight futures market is helpful 
in reducing uncertainty, it is not particularly surpris­
ing than we find little evidence of volatility spillovers 
into the international commodity marketing channel 
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Table 7 
Average weekly simulated price impacts of freight price risk on Rotterdam (RS)-Gulf (GS) price spread, and Gulf (GS)-Illinois (ILS) 
price spread by year, 1985-1999 

Year Average fitted Average fitted price 
price spread with no ocean price risk 

RS-GS 
1985 9.991 10.03 
1986 8.655 8.694 
1987 11.693 11.734 
1988 15.808 15.850 
1989 15.284 15.345 
1990 16.855 16.919 
1991 16.166 16.247 
1992 14.842 14.888 
1993 15.713 15.746 
1994 14.109 14.151 
1995 21.447 21.492 
1996 15.518 15.570 
1997 14.423 14.459 
1998 10.662 10.695 
1999 11.078 11.107 

Average 14.150 14.195 

GS-ILS 
1985 9.775 9.601 
1986 9.423 9.260 
1987 11.116 10.940 
1988 10.091 9.893 
1989 12.916 12.656 
1990 10.754 10.483 
1991 10.203 9.857 
1992 10.287 10.085 
1993 10.784 10.644 
1994 10.288 10.110 
1995 16.494 16.301 
1996 12.647 12.425 
1997 11.891 11.737 
1998 12.453 12.308 
1999 14.003 13.882 

Average 11.542 11.345 

compared to that arising from the barge market which 
does not have an equivalent derivative contract. 

Interestingly, a barge freight call session at the 
Merchants Exchange of St. Louis was developed in 
1978, prompting the development of a cash/forward 
market for southbound grain freight on the Mississippi 
River system. However this market is used largely for 
spot transactions, so the benefits of a liquid forward 
market that could help spread barge freight rate un­
certainty does not exist (see Hauser and Buck, 1989). 
We might expect therefore that barge rate volatility 

Average% Average fitted price spread with Average% 
reduction no ocean or barge price risk reduction 

-0.404 9.708 2.831 
-0.439 8.250 4.681 
-0.354 11.212 4.113 
-0.292 15.001 5.051 
-0.397 14.840 2.910 
-0.379 16.568 1.704 
-0.496 15.658 3.207 
-0.315 14.446 2.667 
-0.208 15.310 2.565 
-0.294 13.279 5.883 
-0.210 20.489 4.468 
-0.335 14.779 4.765 
-0.249 13.988 3.012 
-0.314 9.927 6.900 
-0.256 10.172 8.181 

-0.329 13.575 4.196 

1.779 8.991 8.017 
1.730 8.589 8.844 
1.587 10.076 9.360 
1.964 8.459 16.179 
2.014 11.755 8.988 
2.519 9.967 7.324 
3.394 8.839 13.368 
1.961 9.275 9.830 
1.299 9.984 7.416 
1.728 8.603 16.380 
1.173 14.631 11.292 
1.757 11.003 12.994 
1.296 11.065 6.950 
1.161 10.956 12.012 
0.864 11.413 18.497 

1.748 10.240 11.163 

to perhaps have a greater effect on international grain 
prices simply because there is a lack of an effective 
hedging instrument for barge rates. 

6. Conclusions 

This paper has sought to determine the role that 
barge and ocean freight price risk play in the interna­
tional grain-marketing channel. Although previous 
research has found significant risk effects in price link-
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age equations for other commodities using time-series 
econometrics, to date the investigation of the role 
of transportation risk on prices and margins using 
time-series econometrics (a VEC-GARCH-M model) 
has not yet been undertaken. 

The estimated VEC-GARCH-M model applied to 
weekly soybean price and ocean and barge rate price 
data at various stages within the international grain­
marketing channel provides a good fit, and the estima­
ted time-varying conditional structure indicates subs­
tantial GARCH effects which seem to represent freight 
risks quite well. That is, barge and ocean price risk, 
as measured by the time-varying standard deviation of 
barge and ocean freight risk is significant in the system 
of equations representing the marketing channel. 

The impact of risk on the international grain market 
was evaluated using several simulations by isolating 
the marginal contribution of the barge rate and ocean 
rate risk on commodity prices. Results suggest that 
barge price volatility in particular tends to have a 
greater impact on grain prices and margins than that 
arising from ocean price volatility. The existence of an 
ocean freight futures contract coupled with the lack of 
a futures contract for barge rates may help to explain 
the results presented in this study. The empirical focus 
of this paper seems to suggest that the transmission 
of barge rate volatility might be indeed be reduced 
with the introduction of a barge rate contract (histor­
ically considered an important criterion in evaluating 
whether to introduce a new futures market). While 
results suggest that the development of a barge rate 
futures contract might indeed reduce volatility in the 
underlying spot market, issues surrounding the speci­
fication of the contract such as settlement procedures, 
or which segments of the river might be covered, due 
to freezing or drought conditions as well as issues 
relating to the concentration of the barge industry cer­
tainly deserve further study and consideration. These 
and other issues remain, however, as important topics 
for future research. 
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Appendix A 

Notation, definition and sources for all weekly com­
modity and transportation data (4 January 1985-15 
January 1999) that were (a) employed in the empirical 
application or (b) tested for statistical significance are 
reported. All data cover the period 4 January 1985-15 
January 1999 and are available upon request. 
ILS river terminal soybean price (south of Peoria), 

Illinois Department of Agriculture 
B grain barge rate (south of Peoria, US Gulf), 

USDA, Agricultural Marketing Service, 
Transportation and Marketing Division. The 
collected rate information is through privately 
negotiated spot and longer term commitment 
rates. The barge rate information supplied by 
the USDA is a weekly quote that reflected the 
current rate as a percent of the historic bench­
mark tariff rate (southbound barge freight call 
session basis trading benchmark (July 1979)). 
From this figure the dollar per ton rate was 
obtained by multiplying the quoted rate 
(a percentage of the benchmark rate) by the 
historic benchmark rate associated with the 
particular stretch of river analyzed in this 
study (south of Peoria) 

GS soybean expmt price (US Gulf), USDA, Agri­
cultural Marketing Service, Livestock and 
grain market news branch 

0 dry-bulk ocean freight rate (US Gulf, 
Rotterdam), Baltic Exchange, London, UK 
and Datastream 

RS soybean import price (Rotterdam), Interna­
tional Grains Council, London, UK 

V volume of grain exports from the US Gulf 
originating by barge from the Mississippi, 
Export Grain Information System, Federal 
Grain Inspection Service 
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OIL west Texas intermediate crude oil cash 
prices, Bridge CRB 

EX US dollar index (trade weighted geometric 
average of six currencies), New York Board 
of Trade 
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