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Abstract 

During economic development, agriculture declines as a proportion of aggregate national output. A number of 
theoretical explanations for this phenomenon have been advanced in the economic literature, but their relative 
historical significance has not been clear. This paper develops an econometric methodology to analyze this issue and 
applies it to time series data for Thailand. The study investigates the importance of relative commodity prices, factor 
endowments and technical progress as explanations for changing sectoral GDP shares of agriculture, manufacturing 
and services. It is concluded that the movement in Thailand's aggregate factor endowment relative to labor was the 
most important determinant of agriculture's relative decline. 

1. Introduction 

The transformation of agriculture from the 
dominant economic sector in poor countries to a 
very small sector in the wealthiest countries is a 
central feature of economic development. Given 
the social importance of this phenomenon, its 
causes and consequences have appropriately re
ceived enormous attention. A number of eco
nomic forces contributing to agriculture's relative 
decline have been identified in the literature, 
including: (a) the effects that changes in income 
and population levels have on the demand for 
food relative to other goods and the resulting 
effects of these demand shifts on relative com
modity prices; (b) differences in the rates of tech
nical change between sectors; and (c) changes in 
aggregate supplies of capital and labor in the 

economy and their resulting effects on industry 
structure. 

The causes of the decline in the agricultural 
sector, as identified above, are generally not pol
icy variables, but most are subject to policy influ
ence. Price policy for the agricultural and indus
trial sectors has a major impact on the relative 
prices of these goods, and in developing countries 
typically has a negative effect on agricultural out
put (Krueger et a!., 1988). Similarly, the level of 
the capital stock can be influenced by taxation 
and investment policies while the size of the labor 
force can be influenced by policies on immigra
tion and fertility. The rate of technical change, 
especially in agriculture, can be influenced by 
policy towards research, extension and education. 

The analysis of this paper builds on a related 
study of structural change in the Indonesian 
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economy (Martin and Warr, 1993), which was 
based on a two-sector econometric model - agri
culture and non-agriculture. Here we extend that 
model to three sectors - agriculture, manufactur
ing and services - and apply it to Thailand, a 
middle-income developing country experiencing 
rapid structural change (Warr, 1993; Siamwalla et 
al., 1993). Our analysis treats relative commodity 
prices, the overall rate of technical change in 
each sector, and the aggregate economy-wide 
supplies of factors of production, as predeter
mined variables. It attempts to determine their 
relative effects on changes in the composition of 
national output. Our approach is similar in prin
ciple to the 'Canadian' literature on modelling 
production by means of a GDP function (Diewert 
and Morrison, 1988; Lawrence, 1989), but applied 
to the sectoral structure of the economy instead 
of its trade structure. 

A brief survey of the relevant literature is 
presented in the next section. The methodology is 
described in Section 3, and the data are discussed 
in Section 4. Results are presented in Section 5. 
Finally, we .offer some tentative conclusions and 
proposals for future research. 

2. Agriculture's relative decline 

Economic thought on the role of agriculture in 
economic development has been dominated by 
two empirical observations. First, as economic 
growth proceeds, agriculture declines in eco
nomic importance relative to manufacturing and 
services. Second, at any stage of this growth pro
cess, resources frequently appear to be less pro
ductive in agriculture than in industry. The two 
phenomena are obviously connected. Higher eco
nomic returns to mobile factors of production in 
industry than in agriculture (the observed produc
tivity difference) provide the economic incentive 
for their movement out of agriculture during the 
growth process (the observed secular decline of 
agriculture). 

Economic policies toward agriculture have 
been influenced by the way these two phenomena 
have been interpreted. The decline of agriculture 
relative to industry has sometimes been misinter-

preted to mean that industrialization causes eco
nomic growth, rather than being a manifestation 
of it. The lower measured productivity of labor in 
agriculture has also been misinterpreted to mean 
that forced reallocation of resources from agricul
ture to industry will necessarily raise national 
income in the short term and promote growth in 
the longer term. 

As is well known, the economic decline of 
agriculture produces problems of adjustment with 
profound effects on the environment in which 
economic policy is formulated. Development of 
appropriate policy responses to the problems aris
ing from agriculture's decline obviously requires 
understanding of the economic forces that pro
duce it. The present paper aims to contribute to 
this end. In the remainder of this section, we 
review some of the major determinants of the 
dynamic behavior of agriculture's share. 

2.1. Demand factors 

Among the causes of agriculture's decline dur
ing economic growth, demand-side factors are 
perhaps the best understood. First, consider a 
closed economy. As income rises per head of 
population, at given commodity prices expendi
ture shifts towards services and manufactured 
goods relative to food, the phenomenon known as 
Engel's Law (Schultz, 1953; Anderson, 1987). If 
all sectors expanded output at the same rate, 
excess supply of food would result. The mecha
nism by which demand shifts affect industry out
puts is thus changes in relative commodity prices. 
This same mechanism operates at a global level. 
Low expenditure elasticities of demand for food 
relative to other traded goods can be expected to 
result in declining international prices of food 
relative to other traded goods over time (World 
Bank, 1982). 

For an individual trading country this analysis 
changes, but only slightly. For given rates of do
mestic trade taxes and subsidies, international 
prices determine the relative domestic prices of 
traded goods such as food, raw materials and 
manufactures. For a small country these relative 
prices are independent of domestic demand con
ditions, but the level of these prices relative to 



WI. Martin, P.G. Warr /Agricultural Economics 11 (1994) 219-235 221 

those of non-traded goods such as services is 
affected by domestic demand. A further determi
nant of relative commodity prices in an open 
economy such as Thailand, is national protection 
policy. Evidence cited in Warr (1993) confirms 
that in Thailand, as in most low and middle 
income developing countries, protection policy 
favors manufacturing over agriculture. However, 
the magnitude of this discrimination against Thai 
agriculture appears to have declined since the 
late 1960's (Wiboonchutikula et al., 1989). 

Services typically have expenditure elasticities 
of demand greater than unity (Lluch et al., 1977), 
implying that the aggregate of all other goods -
i.e. traded goods - has an expenditure elasticity 
below unity. A general rise in real incomes will 
increase demand for services relative to traded 
goods and tend to raise the relative prices of 
services. Alternatively, productivity growth may 
be less rapid in the service sector than in the 
more highly traded sectors (Falvey and Gemmel, 
1991) which, with low demand elasticities for 
non-traded goods, will result in higher relative 
prices for services. Either explanation is thus 
consistent with the widely observed decline of 
traded goods prices relative to non-traded goods 
as economies develop (Kravis and Lipsey, 1988). 

In summary, as incomes rise the above de
mand-side forces will lead to a decline in agricul
tural product prices relative to prices in general. 
Falling agricultural prices relative to other goods 
prices will reduce agriculture's share of GDP in 
two ways. First, provided GDP is measured at 
current prices, even if industry output levels were 
constant, agriculture's measured share of GDP 
would fall due to valuation effects. Second, in 
response to the relative price changes, resources 
will move away from agriculture towards other 
sectors where their returns are greater, thus af
fecting outputs. 

2.2. Differential rates of technical change 

Differences in rates of technical change be
tween sectors will also contribute to changes in 
the composition of GDP. If, as is widely thought, 
the agricultural sectors of developing countries 
experience slower rates of technical change than 

their non-agricultural sectors ( Chenery et al., 
1986, p. 74), then this would directly contribute to 
a decline in the share of agriculture in the econ
omy. 

2.3. Factor accumulation 

Another possible influence on the size of the 
agricultural sector is changes in the total supply 
of labor and capital in the economy. If the factor 
intensities of the agricultural and other sectors 
differ, then Rybczynski's theorem (Rybczynski, 
1955; Ethier, 1988) would lead us to expect that 
changes in factor supplies will induce changes in 
the output mix. In particular, if agriculture is 
more labor-intensive than the rest of the econ
omy, then in a two-sector two-factor model, capi
tal accumulation will cause agriculture's output to 
fall absolutely. It is obvious that the economy-wide 
supplies of different factors of production may 
accumulate at different rates. This fact has been 
central to the analysis of the process of economic 
development, as captured in trade-oriented mod
els (Leamer, 1987), but its possible role has largely 
been ignored in the literature on the declining 
share of agriculture (Schultz, 1953). 

The analytical basis for the Rybczynski effect 
is reviewed in the Appendix, using the standard 
two-good two-factor model for expositional sim
plicity. An intuitive explanation is also helpful. In 
this analysis, the aggregate economy-wide stocks 
of labor and capital and relative commodity prices 
are treated as exogenous, but the allocation of 
factors across sectors and relative factor prices 
are determined endogenously within the model. 
A central analytical point is that the factor pro
portions used in each of the two individual sec
tors will not change when the aggregate factor 
endowments change, holding relative commodity 
prices and technology constant. This is so because 
factor proportions in each sector depend on rela
tive factor prices and on the production functions 
in each sector. Given the production functions, 
factor prices in turn depend on relative commod
ity prices (the Stolper-Samuelson theorem), but 
commodity prices and technology are each held 
constant throughout the Rybczynski analysis. 

Capital accumulation causes the more capital-
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intensive industry (non-agriculture) to expand. Its 
expansion draws on the newly augmented supply 
of capital, but also requires additional labor. This 
labor can only be obtained from agriculture, and 
to release labor, agriculture must contract abso
lutely, releasing the required labor and some 
additional capital as well. Therefore, not only 
must agriculture contract absolutely but non-agri
culture must expand proportionately more than 
the amount by which the aggregate capital stock 
initially grew. 

In reality, of course, the simplifying assump
tions of the Rybczynski analysis - including fixed 
commodity prices and static technology - will not 
hold. A satisfactory empirical analysis of the 
causes of agriculture's decline must therefore al
low for the changes in these variables. Neverthe
less, the Rybczynski analysis does not suggest that 
when aggregate factor supplies accumulate at dif
ferent rates, powerful effects on the sectorial 
composition of national output may result. It 
would seem possible, therefore, that changes in 
the composition of aggregate economy-wide fac
tor supplies is one of the important contributory 
factor underlying the process of agriculture's 
long-term relative decline. At least, that possibil
ity could not be dismissed a priori. 

2.4. Adjustment costs 

In addition to demand-side forces, technical 
change and factor accumulation, dynamic factors 
will also affect sectoral shares. In particular, they 
will influence the rate at which restructuring oc
curs. The relative decline of agriculture is almost 
certain to require the physical movement of fac
tors. The rate of resource movement will depend 
upon physical adjustment costs (Mundlak, 1979; 
Cavallo and Mundlak, 1982) and psychic adjust
ment costs (Tweeten, 1979, p. 180). Higher rates 
of resource allocations will mean the movement 
of resources (e.g. labor) for which adjustment 
costs are progressively higher. 

We have thus distinguished three major sources 
of agriculture's decline: changes in relative com
modity prices; differential rates of technical 
change; and factor accumulation. The rate at 
which agriculture declines will also depend on 

costs of adjustment, among other forces. During 
the process of economic development, all these 
forces presumably operate. But what is their rela
tive importance? 

3. Methodology 

The economic process of structural change is 
fundamentally general equilibrium in character, 
depending upon both demand and supply-side 
influences. But since our interest is on the proxi
mate determinants of agriculture's decline, as de
scribed above, the present paper focuses on the 
production side. This analysis treats output prices, 
technology and the aggregate economy-wide 
stocks of factors of production (as distinct from 
their sectoral allocation) as predetermined. We 
attempt to model the response of the agricultural 
sector to changes in these determinants. 

Time series data are required to capture the 
dynamics of adjustment resulting from factors 
such as adjustment costs, information and imple
mentation lags. Static models are unlikely to be 
adequate given the probability of lags in adjust
ment. However, since the major focus of interest 
is in the long-run structural parameters, an ap
proach is required which readily allows estima
tion of these parameters. The methodology thus 
required consideration of both the long-run struc
ture and the dynamic properties of the data. 
Each of these issues is now discussed. 

3.1. Long-run structure 

The analysis considers three major sectors -
agriculture, manufacturing and services - utiliz
ing capital, labor and a changing level of techni
cal knowledge. This technology can be character
ized by the implicit function: 

J(A,M,H,K,L,T) =0 ( 1) 

where A is agricultural output, M is manufactur
ing output, S is services output, K is the aggre
gate capital input, L is the aggregate labor input, 
and T is an index of technology. Given the focus 
of this study, the sectoral output variables must 
be treated as endogenous. By contrast, the aggre-
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gate supplies of capital and labor can be treated 
as exogenous, or at least predetermined for statis
tical purposes. 

Under the dual approach, technological pa
rameters are inferred from the properties of a 
profit function subject to certain regularity condi
tions. Of the generally used dual functional forms 
(see Diewert and Wales, 1987), the translog func
tion seems most suitable. It is the only one which 
does not impose input-output separability (Lopez, 
1985) and it has the convenient property that its 
first derivatives with respect to output prices are 
the value shares of each output, the variables of 
prime interest in this study. 

3. 2. Dynamics 

Because of adjustment costs, incomplete infor
mation· and implementation lags, the economy 
will not necessarily be in long-run equilibrium at 
any particular time. Clearly, some mechanism is 
required to define how the economy deviates 
from its long-run equilibrium. One approach to 
doing this is to specify a general model containing 
lags on both the dependent and the independent 
variables. For this reason, a general autoregres
sive-distributed lag model, reparameterized into 
the transformed regression model discussed by 
Wickens and Breusch (1988) was employed in 
initial specifications of the analysis. This transfor
mation allows direct estimation of the long-run 
coefficients and their standard errors within a 
model which is linear in the parameters. Wickens 
and Breusch show how the general model in (2) 
can be transformed: 

m n 

1't = E J-'t_;C; + E x1-Pi + ~ (2) 
i~l i~O 

where }'t is a vector of endogenous variables, X 1 

is a vector of exogenous variables, and ~ is a 
vector of disturbances. 

To estimate the matrix of long-run multipliers 
directly, we first subtract D;X1 from each of the 
X 1 _; terms on the right hand side, maintaining 
the equality by adding D;X1 to the D 0 X 1 term. 
Subtracting C)'; from both sides of (2) similarly 
leaves the equality undisturbed. The matrix of 

long-run coefficients can then be obtained di
rectly by estimating the following system of equa
tions: 

m 11 

where 

and with 

and 

Because current endogenous variables appear 
on the right hand side of equation system (3), a 
simultaneous equation estimator is required. Ex
amples are Three Stage Least Squares (3SLS) or 
Full Information Maximum Likelihood (FIML) 
for a system, or Two Stage Least Squares (2SLS) 
for a single equation. Direct estimation of the 
long-run parameters ( <P) in this way has two 
major advantages. First, the fact that it provides 
direct estimates of both the long-run coefficients 
and their standard errors avoids the need to solve 
for them after estimation. Second, it becomes 
straightforward to impose and test the restric
tions which economic theory implies for the long
run parameters, but not the short-run parame
ters. 

The estimation method used is a relatively 
simple linear-in-variables and linear-in-coeffi
cients approach to estimation of the long-run 
coefficients, together with the dynamics of inter
est. The simultaneous estimation of the long-run 
coefficients and the dynamics should help to im
prove the quality of the long-run estimates by 
overcoming omitted variable bias. Since the dy
namic specification can be interpreted in terms of 
adjustment costs and lags, it has an economic 
interpretation, as well as playing an important 
statistical function by improving the specification 
of the model. 
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4. Data sources 

Thailand is an interesting country for this anal
ysis because it has a relatively open market econ
omy which has experienced rapid and sustained 
economic growth and structural change. Two ma
jor data sources were used. The World Bank's 
national accounts data were used to obtain esti
mates of the value and quantities of output from 
each sector, and the Summers and Heston (1987) 
data were used to obtain estimates of investment 
and population. The complete data set required 
was available for the period 1960 to 1985. Obtain
ing the variables actually used in the econometric 
analysis required some transformation of the 
available data. For each sector identified in the 
data set, an implicit price deflator was calculated 
by dividing the current price estimate of the value 
of output (in value added terms to avoid double 
counting) by the constant price estimate of out
put. Where aggregation of sectors was required, a 
Tornquist price index was calculated using 

1960 1965 1970 

a Agriculture + Manufacture 

SHAZAM (White and Horsman, 1986) and an 
implicit quantity index was then calculated for 
the resulting composite sector. 

The population estimates provided by Sum
mers and Heston were used as a simple proxy for 
the size of the labor force. While some estimates 
of the labor force participation rate are available 
for the period from 1971, these are based on 
sample surveys with a significant margin of error 
and the incorporation of these errors may cause 
more problems than it overcomes. Some experi
mentation was undertaken using the available 
data from ILO and other sources, but the results 
were not encouraging. 

The capital stock was estimated using the 
Summers and Heston data series on investment 
at constant prices beginning in 1950. A capital 
stock series was calculated using the perpetual 
inventory method: 

(4) 

where K 1 is the capital stock at the end of each 

1975 1980 1985 

~ Mining .6. Services 

Fig. 1. Sectoral shares of GDP. 
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period, h is the depreciation rate, and 11 is a 
constant-price measure of the quantity of invest
ment in each period. A value of 0.05 was chosen 
for h based on estimates surveyed in Limskul 
(1988). Some sensitivity analysis of the respon
siveness of the results to this estimate was under
taken over a range from 0.035 to 0.06, but the 
results were not sensitive to this parameter. 

Estimating the capital stock series using Eq. 
(4) requires an estimate of the unknown opening 
capital stock in the initial period. To minimize 
the effect of this unknown variable on the analy
sis, it was estimated for 1949, giving the opening 
value for the first year of the Summers and Hes
ton data set (1950), which begins ten years before 
the start of the National Accounts data set. The 
estimate was obtained by first regressing the log 
of investment against time for the period 1950 to 
1960 to obtain an average growth rate and a 
trend value for investment in 1949, designated / 0 . 

Assuming the capital stock was in steady-state 

....... 0.7 
(I) 

" 6 
0.6 "' 5 

L: 
t-- 0.5 ~ 

0.4 

0.3 

0.2 

0.1 
1960 1965 1970 

c Agriculture + Services 

equilibrium at that time allowed the opening cap
ital stock to be estimated as: 

K 0 =10 j(g+h) (5) 
where K 0 is the opening capital stock in 1950, g 
is the estimated growth rate of real investment 
(and also of capital in the steady state), and h is 
the rate of depreciation. Since the capital stock 
series was estimated recursively over the entire 
period from 1950, any errors resulting from mis
estimation of the initial period capital stock are 
very unlikely to be important. 

5. Estimation and results 

Econometric results obtained using time series 
data appear to be influenced by the time series 
behavior of the data as well as the nature of the 
relationship between the variables of interest. 
Thus, it is desirable to examine the behavior of 
the data prior to estimation. 

1975 1980 1985 

o Manufacturing 

Fig. 2. Sectoral output trends. 
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5.1. Behavior of the data 

The Thai economy grew rapidly over our study 
period of 1960 to 1985, with an average growth 
rate of real GDP of 6.9%. The GDP shares of 
agriculture, manufacturing, services and mining 
are shown in Fig. 1. The dominant feature is the 
decline in the share of agriculture, from over 
40% in 1960 to around 17% in 1985. On average, 
the share of the agricultural sector declined by 
almost one percentage point per year during our 
study period. By contrast, the share of services 
grew from 47% to around 62%, an average in
crease of 0.5% per year. The manufacturing share 
rose, from a relatively small base, at 0.3% per 
year. The share of mining remained small. 

Changes in the volume of output, as measured 
by value added at constant prices, are depicted in 
Fig. 2. These output indices are considerably less 
volatile than the corresponding value measures, 

1960 1965 1970 

and their behavior appears to be dominated by 
relatively steady trends. The average rate of 
growth of output was highest in the manufactur
ing sector, at 9.5% per year, while services and 
agricultural output grew at 7.5% and 4.5%, re
spectively. 

To focus attention on relative prices, the im
plicit price for each sector normalized by an 
economy-wide Tornquist index has been plotted 
in Fig. 3. It is clear that the price variables have 
been more volatile than the corresponding quan
tity variables. Over the period as a whole, the 
normalized prices of agricultural and manufac
tured goods trended downwards, by broadly simi
lar amounts, while the price of services trended 
upwards. On average, the agricultural price index 
fell 0.4% per year relative to the manufactures 
price index. By contrast, the price index for ser
vices rose by an average of 0.9% per year relative 
to the price of manufactures. In contrast with the 

1975 1980 1985 

[J Agriculture + Services ~ Manufacture 

Fig. 3. Trends in deflated relative prices. 
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price indices, the indices of the capital stock and 
of population shown in Fig. 4 have increased 
relatively smoothly. The estimated real capital 
stock grew considerably faster than population -
at an average annual rate of 9%, versus 2.6% for 
population. 

All the series depicted in Figs. 1 to 4 trended 
up or down for sustained periods. For some of 
the series, such as population and the capital 
stock, these trends were not subject to major 
changes while for others, the trend varied 
markedly. The price series, in particular, did not 
trend smoothly, but rather appeared to 'drift', 
with persistent deviations from any underlying 
trend level of prices. This behavior can have 
major implications for inferences based on econo
metric analysis (Engle and Granger, 1987) and 
hence requires further consideration. 

Most conventional econometric procedures and 
interpretations are intended for situations where 
the time series being analyzed have a constant 
underlying mean and variance, that is they are 

1 .1 

0.9 

0.8 

....... 
"' 

0.7 
-u 
6 
II) 0.6 
~ 

..c 
I-

0.5 .......-

0.4 

0.3 

0.2 

0.1 
1960 1965 1970 

c Capital 

(mean-variance) stationary. In recent years, it has 
been recognized that these procedures must be 
carefully evaluated when the time series do not 
have a constant mean, but 'drift' in the sense that 
a shock in any one period changes the expected 
future value of the series in all subsequent peri
ods. Such series are referred to as non-stationary 
or integrated. 

The methodology used in this paper involved 
first testing the integration properties of the indi
vidual series used in the analysis. If all or most of 
the series were found to be integrated, then at
tention would be focussed on the cointegration 
properties of the estimating regressions. If all 
variables were found to be non-stationary, then 
standard regression theory would apply. The 
transformed regression model used is appropriate 
both for regressions on stationary data and for 
cointegrating regressions on non-stationary data 
since it creates stationary combinations of all 
variables. 

The results of the Dickey-Fuller and Aug-

1975 1980 1985 

+ Labour 

Fig. 4. Trends in capital and labor. 
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Table 1 
Dickey-Fuller and augmented Dickey-Fuller tests for variables used in the analysis 

Dickey-Fuller Augmented 
Dickey-Fuller 

In PA -0.22 ( -1.55) 0.03 (0.2) 
In PH -0.10 ( -0.93) 0.07 (0.79) 
In K -0.02 ( -4.4) -0.02 (- 4.6) 
In L -0.02 ( -14.3) -0.02 ( -14.9) 
SA - 0.008 (- 0.12) 0.04 (0.79) 
SH 0.01 (0.13) 0.11 (1.4) 

In p A= log of the price of agricultural output deflated by the price of manufactures. 
In PH= log of the price of services deflated by the price of manufactures. 
In K = log of the beginning of period capital stock. 
In L = log of the population. 
SA= share of agriculture in non-mining GDP. 
SH =Share of services in non-mining GDP. 

Interpretation 

Integrated 
Integrated 
Not integrated 
Not integrated 
Integrated 
Integrated 

Critical values: DF Test: -3.0 at 5%; -2.63 at 10%; ADF Test approximately - 2.8. 

Table 2 
Single equation estimates of the translog share equations a 

Ordinary least squares Two stage least squares b 

SA SH SA SH c 

Constant -3.9 ( -1.11) 5.54 (1.57) -5.10 ( -1.08) 5.24 (1.07) -2.15 ( -1.00) 
In PA 0.20 (11.6) -0.20 ( -11.6) 0.21 (9.56) -0.22 (- 9.6) 0.22 (11.1) 
In PH -0.17(-3.2) 0.29 (5.4) -0.17 ( -3.09) 0.29 (5.06) -0.18(-3.47) 
In L - 0.20 (- 2.6) 0.21 (2.65) -0.23(-2.47) 0.22 (2.24) -0.19 (- 2.66) 
InK 0.62 (1.49) - 0.69 (- 1.69) 0.76 (1.40) -0.68 ( -1.21) 0.43 (1.57) 
T -0.003 (- 0.78) 0.001 (0.22) - 0.004 (- 0. 70) -0.0004 (- 0.07) 
Rz 0.98 0.96 0.98 0.96 0.98 
DW 2.21 1.69 
Diagnostics d 

Bera-Jarque 1.14 5.58 
RESET(2) 4.21 0.39 
B.P Hetero 0.69 0.43 
LM 
-1 -0.67 0.75 
-2 0.59 0.41 
DF -1.13 (- 5.46) -0.85 (- 4.13) 
ADF -1.03 (- 3.12) -0.80 (- 2.83) 

a Figures in parentheses are t-statistics. 
b Instrument list for 2SLS: In pH; InK; ln L; ln(pA),_ 1; In H,_ 1; In K,_ 1; and In L,_ 1 where In A,_ 1 is the quantity of output in 
period t- 1 and In H,_ 1 is the corresponding quantity variable for services. All other variables are as defined in Table 1. 
c Excluding the time trend variable. 
d DW is the Durbin-Watson statistic. The Bera-Jarque test for normality of residuals is distributed as a Chi-Squared with 2 d.f. 
(Critical value at 5% = 5.99). The RESET(2) test is distributed as F(1, 19), with a critical value of 8.18 at the 1% significance level. 
The Breusch-Pagan test for heteroscedasticity is distributed as a Chi-Squared with 1 d.f. and a critical value of 3.84 at a 5% 
significance level. The LM t-statistics test for residual autocorrelation at each order of lag. The critical value for the D.F. test for 
co-integration is -3.0 at 5%. (For a detailed discussion of Diagnostic statistics, see Beggs, 1988.) A tabulated critical value for the 
A.D.F. test at this sample size was not available, but would be approximately -2.8 (see Fuller, 1976, p. 373; Engle and Granger, 
1987). 
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mented Dickey-Fuller tests (Dickey and Fuller, 
1979) for the variables appearing in the analysis 
are presented in Table 1. The results are gener
ally consistent with the impression created by 
inspection of the data - that most of the data are 
integrated. For the share variables SA and SH 
which form the dependent variables in the 
translog estimating equations, we are unable to 
reject the null hypothesis of a unit root. 

It should be noted that the agricultural output 
price and services output price are expressed 
relative to the manufactured output price. Thus, 
PA = PAIPM and PH= PH/PM, where PA, PH 
and PM denote the absolute prices of agricultural 
output, services and manufactured output. The 
factor endowment variables have not been de
flated or, alternatively, constant returns to scale 
of the profit function in capital and labor has not 
been imposed. This restriction was tested in pre
liminary specifications and rejected. Constant re
turns to scale could still hold if all factors, includ
ing natural resources and human capital, were 
included in the model. 

The formal hypothesis of a unit root is rejected 
for both the capital and labor variables. This 
could present problems given the apparent non
stationarity of the dependent variables since a 
stable long-run relationship cannot exist between 
a stationary and a non-stationary variable (Engle 
and Granger, 1987). In this case, however, the 
problem may lie more with the nature of the 
formal test than with the behavior of the time 
series. By the nature of these series, a shock in 
one period persists for a very long time. This is 
consistent with the very small estimated coeffi
cients obtained in the tests. In practice, it seems 
likely that these variables will behave like inte
grated series. 

5.2. Results 

With the economy divided into three sectors, 
there are only two independent share equations 
to be estimated. The two chosen were the agricul
ture and services share equations. Two sets of 
single-equation estimates of the relevant equa
tions are presented in Table 2. The first pair of 
equations shown was estimated by ordinary least 

squares (OLS), while the second group of three 
was estimated using a two-stage least squares 
estimator. The OLS equations allow an initial 
exploration of the properties of the relationship 
between the variables, and enable diagnostic tests 
on the regression residuals to be performed to 
ensure that the major underlying assumptions of 
the regression approach are not violated. 

The OLS estimates are of particular interest 
given the apparent non-stationarity of the vari
ables being analyzed. They allow simple tests for 
the existence of a stable long-run relationship 
between the variables (i.e. whether they are coin
tegrated). Further, if such a stable long-run rela
tionship is found to exist, the estimators are 
known to converge and hence the OLS estimates 
may provide a reasonably good indication of the 
long-run relationship despite the omission of rel
evant dynamic variables. 

The OLS regression for the share of agricul
ture in total output (SA) presented in Table 2 
yields coefficient estimates with signs consistent 
with expectations. As expected, the price of agri
cultural output has a positive impact on the value 
share of agriculture in non-mining output. Simi
larly, the price of services has a negative impact 
on agriculture's share. Consistent with the Ry
bczynski effect, an increase in the stock of capital 
relative to labor has a large negative effect on 
agriculture's share. Also as expected, an increase 
in the supply of labor raises the share of agricul
ture in total output. 

The coefficient on the time trend variable used 
as a proxy for the effects of technical change is 
negative, consistent with relatively slow technical 
change in agriculture, although this coefficient is 
not statistically significant. 

The coefficients in the SH equation are also of 
interest. The positive coefficient on PH and the 
negative coefficient on p A are as expected. How
ever, the positive coefficient on the capital vari
able, and the negative coefficient on the labor 
variable, are somewhat surprising. In terms of the 
Rybczynski effect, these results would be consis
tent with the service sector being relatively capi
tal-intensive. This result may be reasonable given 
the inclusion of some relatively capital-intensive 
industries such as electricity and transport infras-
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tructure in this aggregate, and the relatively heavy 
capital investment required for industries such as 
tourism. Technical change in services appears to 
occur at a similar rate to the weighted average of 
agriculture and manufacturing. 

Diagnostic tests on the residuals of the OLS 
regressions are reported in Table 2. None of 
these test results provides statistical grounds to 
question the adequacy of the model. Even though 
indications of autocorrelation due to omitted dy
namics would be acceptable, and even expected, 
given the simple, static nature of the specifica
tion, the test results provide virtually no indica
tion of residual autocorrelation. The RESET tests 
for functional form and the Breusch-Pagan test 
for heteroscedasticity are particularly important 
since these problems would not be alleviated by 
the inclusion of additional dynamics. Neither of 
these tests provides cause for concern. 

The final two tests reported in Table 2 are the 
Dickey-Fuller (DF) and Augmented Dickey
Fuller (ADF) tests for cointegration (Engle and 
Granger, 1987). When applied to the residuals of 
a potentially cointegrating regression, these tests 
provide an indication of whether a stable long-run 
relationship exists between variables which are 
themselves non-stationary. In conjunction with 
the Durbin-Watson test, these results are consis
tent with both of the reported regressions yield
ing cointegrating vectors. 

In the estimation of the 2SLS estimates re
ported in Table 2, the actual value of In p A was 
replaced by an instrument formed using the rele
vant lagged price and quantity variables, and the 
relatively predictable capital and labor variables 
in order to mitigate the errors-in-variables prob
lems arising from the use of actual, rather than 
expected, prices. A Wu-Hausman exogeneity test 
for statistically significant differences between the 
OLS and 2SLS estimators was performed by aug
menting the OLS equation with the residuals 
from the first-stage regression of the 2SLS proce
dure (for a discussion, see Beggs, 1988). This 
variable was significant at the 10% level in the SA 
equation and at the 5% level in the SH equation. 
As can be seen from Table 2, the coefficients in 
the 2SLS equations are, in most cases, very simi
lar to those in the OLS equations. However, the 

Table 3 
Estimated elasticities of agricultural output with respect to 
price 

Agriculture Services Manufacturing 

A From equation including technical change bias 
1961 -0.06 0.03 O.Q3 
1965 - 0.05 0.02 0.03 
1970 0.03 -0.04 0.01 
1975 0.0 -0.05 0.05 
1980 O.Q7 -0.1 0.03 
1985 0.4 - 0.38 -0.02 
Sample mean 0.01 - 0.04 0.03 
B. From equation excluding bias of technical change 
1961 -0.04 0.01 0.03 
1965 - 0.03 -0.01 0.04 
1970 0.06 -0.09 0.03 
1975 0.03 - 0.09 0.06 
1980 0.09 -0.15 0.06 
1985 0.48 -0.46 0.02 
Sample mean 0.04 - 0.09 0.05 

coefficient on In p A is noticeably larger in the 
2SLS equations. The coefficients on both the 
labor and capital variables also increase in abso
lute value in the agricultural share equation. 

Some of the key elasticities of output with 
respect to price shown in Table 2 do not satisfy 
the requirements of economic theory at all points 
in the sample. To illustrate this point, the esti
mated elasticities of agricultural output with re
spect to price obtained from the 2SLS equations 
are presented in Table 3 for selected points in 
the sample. A necessary condition for a translog 
profit or revenue function to be consistent with 
economic theory is that it be convex with respect 
to output prices, a necessary (but not sufficient) 
condition for which is that the elasticities of out
put with respect to own-price be positive. As can 
be seen from Table 3, this condition is satisfied at 
the sample means, but not at some early observa
tions in the sample. The estimated own-price 
elasticities of supply of agricultural output in
creased noticeably over time. 

It was thought that the low estimated elasticity 
of agricultural output with respect to its own 
price may have been due to the use of the less 
efficient single-equation approach to estimation. 
Accordingly, the two independent share equa
tions in the system were next estimated as an 
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Table 4 
Estimates of static and dynamic systems subject to symmetry constraint 

SA SN 

Constant a -4.03 (- 1.15) 5.65 (1.62) 

In PA 0.20 (11.8) - 0.20 (- 12.02) 

In PN -0.20 ( -12.0) 0.31 (9.56) 
ln K -0.21 (- 2.8) 0.21 (2.82) 
In L 0.64 (1.55) -0.72(-1.76) 
T -0.003 ( -0.7) 0.0006 (0.13) 
D In PA 
D In PN 
D InK 
D ln L 
DSA 
DSN 

a The prefix D denotes the first difference of the relevant variable. 

interdependent static system. Finally, the system 
was estimated when augmented with first-order 
dynamics to account for the major adjustment 
costs and delays in structural transformation. The 
systems approach to estimation did not overcome 
the apparent problem of low output supply elas
ticity identified in the original single-equation 
estimates. In general, the results from estimation 
of both the static and the dynamic systems were 
similar to those obtained using the single-equa
tion approaches (see Table 3), although an unex
pected consequence of the systems estimation 
was a decline in the estimated own-price coeffi
cient in the share equation for agriculture. 

The results of the general first-order dynamic 
model presented in Table 4 were of particular 
interest given that the static system did not satisfy 
the convexity condition at all points in the sam
ple. As was discussed in Section 3, estimation of 

Table 5 
Estimated sources of change in the share of agriculture in GDP 

SA SN 

-8.18(-2.04) 14.06 (3.05) 
0.185 (10.4) -0.18(-9.02) 

-0.18 (- 9.0) 0.27 (5.14) 
-0.25 (- 3.82) 0.29 (3.68) 

1.09 (2.4) -1.63 ( -3.17) 
-0.01 ( -1.59) 0.02 (2.19) 
- 0.07 (- 2.2) 0.06 (1.56) 

0.17 (1.51) - 0.08 (- 0.57) 
- 0.04 (- 0.27) 0.06 (0.32) 
-1.31 (- 0.84) 4.73 (2.62) 
-0.22 (- 0.36) - 0.26 (- 0.36) 
-0.63 (- 0.78) -0.18(-0.19) 

the dynamic system leads to coefficients on the 
current explanatory variables which can be inter
preted as long-run coefficients. Given this, it was 
expected that the coefficients obtained in this 
model would be larger in absolute value than 
those obtained using the static model. As is evi
dent from the coefficients in Table 4, this was not 
the case for the price coefficients. The small 
average own-price elasticities obtained could re
flect problems of aggregation, and the well known 
tendency for time series estimates of supply re
sponse parameters to be small in absolute value. 

The single-equation 2SLS estimates satisfy the 
necessary condition of a positive own-price elas
ticity at the sample mean and at most points in 
the sample (see Table 4). These equations allow a 
simple decomposition of changes in the share of 
agriculture in the economy in response to the 
major determinants identified in the literature: 

Contribution to agriculture's relative decline a 

Contributions of 
Din PA 
Din PH 
Total price change effect 

DInK 
DIn L 
Total factor accumulation effect 
Total 

a From equation excluding T in column 5 of Table 2. 

10 
18 
28 

194 
-122 

72 
100 
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changes in relative prices, changes in relative 
factor endowments, and biases in technical 
change. The results of such a decomposition are 
presented in Table 5, based from the final col
umn of Table 2. The decomposition presented in 
Table 5 draws out the importance of changes in 
aggregate factor endowments for the composition 
of output. Almost three quarters of the decline in 
agriculture's share was due to increases in the per 
capita endowment of capital. Price effects, by 
contrast, account for only 28% of the total de
cline of agriculture's share of GDP. 

The coefficient on the time trend variable used 
to proxy the possible bias of technical change in 
agriculture relative to the rest of the economy 
presents particular difficulties. This variable is 
statistically insignificant and was deleted from the 
regression reported in Table 4. Nevertheless, 
there is widely believed to be such a bias in 
technical change, at least in the poorer countries 
(Dowrick and Gemmell, 1991; Chenery et al., 
1986). When the measure for the potential bias of 
technical change is included, this effect is an 
important contributing factor to the overall de
cline in the share of agriculture in the economy. 
It contributes an estimated 49% of the reduction 
in agriculture's share. However, because the time 
trend is not statistically significant, a second set 
of estimates is presented based on the 2SLS 
equation with this variable set to zero. If the 
output price elasticities were higher, the effects 
of price on the value shares would obviously be 
higher, although this effect would not be greatly 
affected by an own-price elasticity in the 0.15 
range which Peterson (1979) cites as typical for· 
time series analyses. 

6. Conclusions 

Based on a survey of the literature on the role 
of agriculture in economic development, we iden
tified three fundamental determinants of the 
ubiquitous decline in the economic role of agri
culture as economies develop: 
1. demandjsupply forces, especially on the de

mand side, which lower the price of food rela
tive to prices of all other goods; 

2. a possible bias in technical change against 
agriculture; and 

3. changes in factor endowments which can be 
expected to cause relatively labor-intensive 
sectors to contract. 

The demand-side influences identified above 
operate on the structure of production solely 
through their effects on relative commodity prices. 
We have not attempted to explain these relative 
price movements. Our attention is focussed on 
the proximate determinants of agriculture's share: 
relative output prices; bias in technical change; 
and relative factor endowments. 

A system of equations was formulated based 
on a translog profit function representation in
volving these three determinants of output. These 
equations were estimated for Thailand, a middle 
income developing country where structural 
transformation has been rapid. The preferred 
single-equation estimators yielded small positive 
own-price supply elasticities at the sample mean 
and at all but a few early years in the sample. 
Small absolute values of the own-price elasticities 
are not particularly surprising, since own-price 
elasticities at the aggregate level would be ex
pected to be substantially smaller than estimates 
at the individual commodity level. 

A decomposition of the total decline in the 
share of agriculture in GDP was undertaken us
ing the preferred single-equation parameter esti
mates. Changes in the economy's stocks of capital 
and labor, and a possible bias against agriculture 
in technical change were found to contribute over 
three quarters of the total decline in the share of 
agriculture in the Thai economy. The relative 
price effects which have received the most atten
tion in the literature were found to be minor. 
With both of the models used, the decline in the 
price of agricultural output relative to the price 
of manufactured output contributed around 10% 
of the measured decline in agriculture's share of 
GDP. The rise in the relative price of services 
contributed an additional 18%. Moreover, the 
mechanism through which these relative price 
changes affected agriculture's measured share of 
GDP was almost entirely through valuation ef
fects alone - their effects on the value shares 



WJ. Martin, P.G. Warr 1 Agricultural Economics 11 (1994) 219-235 233 

used in measuring GDP - rather than through 
agriculture's quantity response. 

Our overall conclusion is that, for Thailand at 
least, supply-side influences such as capital accu
mulation appear to be the most important deter
minants of the decline in agriculture's share of 
GDP. Demand-side factors, operating through 
relative commodity prices, seem to be much less 
important. These results are consistent with those 
from a related study of Indonesia (Martin and 
Warr, 1993) and together with that study provide, 
to the best of our knowledge, the first empirical 
evidence on the relative importance of these phe
nomena for changes in the size of the agricultural 
sector. If supported by further research, this con
clusion has important implications for policies 
affecting economic development and structural 
change. It also suggests a reorientation of the 
literature on the causes of agriculture's relative 
decline during economic development towards a 
much greater emphasis on the role of supply-side 
influences, especially that of factor accumulation. 

Appendix 1 

Rybczynski effect 

Since the operation of the Rybczynski effect is 
less obvious and less widely understood than that 
of demand-side forces, a brief review of its mech
anism in a simple two factor model is helpful (see 
also Ethier, 1988). For expositional simplicity, we 
take the case of an open economy in which com
modity prices are externally given and which con
tains two sectors, agriculture and non-agriculture. 
These sectors use two factors of production: capi
tal and labor. The aggregate economy-wide stocks 
of each of these factors are given exogenously, 
but the factor prices and the allocation of factors 
across sectors are determined endogenously 
within the model. 

Fig. A.1 shows agricultural output (A) on the 
vertical axis, and an aggregate of all non-agricult
ural output (N) on the horizontal axis. The dia
gram illustrates the shift in the production possi
bility frontier, from VV to WW, resulting from 
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N 

Fig. Al. Capital accumulation and the production possibility 
frontier. 

capital accumulation with a given labor force. It 
is assumed throughout that agriculture is the 
more labor-intensive industry and that constant 
returns to scale apply. At constant relative prices 
(p 0 = p 1), the shift in the production possibility 
frontier causes non-agricultural output to rise 
from N 0 to N1, while agricultural output falls 
from A 0 to A 1. 

Fig. A.2 shows the mechanism by which capital 
accumulation causes the production frontier to 
shift, as illustrated in Fig. A.l. Employment of 
capital and labor are shown on the two axes. The 
analysis utilizes the Stolper-Samuelson theorem 
that relative factor prices are determined by rela
tive commodity prices and technology, by which 

K 

A 

0 L 

Fig. A2. Capital accumulation and sectoral outputs. 
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we mean the production functions faced by each 
industry (Ethier, 1988). Commodity prices are 
held constant in Figs. A.l and A.2, and hence 
factor prices are also constant. 

In Fig. A.2, the slopes of rays OA and ON 
show the proportions in which capital and labor 
are employed in agriculture and non-agriculture, 
respectively, at these given factor prices. Con
stant returns to scale implies that the output of 
each industry can be read from the diagram by 
looking at the distance from the origin at which 
factor employment occurs. The initial aggregate 
factor endowment is given by E0 , requiring out
puts in agriculture and non-agriculture of A 0 and 
N0 , respectively, to achieve full employment with 
a total factor endowment of E 0 • 

Now assume that capital accumulation com
bined with a constant aggregate labor force moves 
the endowment point to E1• Commodity prices 
and technology do not change. Thus, production 
continues to occur on the rays OA and ON, as 
before. For total factor employment to become 
E 1, employment of both factors in non-agriculture 
must rise to N1, but employment of both factors 
in agriculture must fall to A 1• Agricultural out
put must also fall, in proportion to its decreased 
factor employment. 
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