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In this analysis we compare WTP estimates of responses separately modelling choice sets of forced 
choices from those of unforced choices in order to measure the effect of forced choice in Choice 
experiment. This comparison is done while still maintain constant task complexity and evaluated in WTP 
space. We find evidence to suggest that individual WTP are different in forced and unforced choice sets 
and in joint tests for parameter equality.  
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Introduction 

Continuous examination and refinement of Choice experiments (CE) have made it a staple tool 

of nonmarket valuation. Researchers must make a number of decisions to implement a CE, and each 

affects welfare estimates. One scrutinized choice is whether to make respondents’ choices forced or 

unforced, by including what is often called an “opt-out,” “status-quo,” or “Choose None” alternative 

(hereafter, referred to as “opt-out”). Without an opt-out alternative, welfare measurements are 

inconsistent with demand theory (Hanley, Mourato, & Wright, 2001) and produce biased results. 

Considerable work has focused on the opt-out’s form (Banzhaf, Johnson, & Mathews, 2001; 

Kontoleon & Yabe, 2003) and its heterogeneous welfare effects on various segments of people 

(Pedersen, Kjær, Kragstrup, & Gyrd-Hansen, 2011, 2012), but few specifically considered the effect of 

including or excluding an opt-out. Dhar and Simonson (2003) show significant differences among 

consumer products. Z. Kallas and Gil (2012) used a two-step valuation where the respondent made a 

forced choice in the first step and could opt-out in the second step. They formulated a forced model that 

ignored the respondent’s answer in the second step compared to the same model except the second 

step opt-out answer was included as an extra alternative in the first step, making it an unforced model. 

Their results showed some significant differences in forced and unforced WTP for rabbit meat. Both of 

these studies are for private goods. The most apparent study we found comparing forced and unforced 

choices was by Carlsson, Frykblom, and Lagerkvist (2007) considering animal welfare in, a quasi-public 

good. In a mixed logit model, they find that including an opt-out does not have a significant effect on 

marginal WTP, but significantly affects the number of significant attribute standard deviations.   

In Carlsson et al.’s (2007) case, a limitation exists to characterize the opt-out effect. To study 

opt-out, the authors used a split sample, some respondents were given an opt-out alternative and 

others were not. The difficulty is that introducing an additional alternative increases the choice 

complexity.  
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The purpose of our study is to study is to re-evaluate the effect of the opt-out alternative while 

holding constant the cognitive complexity in the CE, for the quasi-public good of recreational beach 

quality in Oahu, Hawaii. The paper proceeds with a short literature review on opt-out and choice 

experiment complexity effects. We then describe the application and data used, followed by statistical 

methods. The remainder of the paper presents model results and closes with conclusions and 

implications. 

 

Literature Review 

Opt-out alternatives have become fairly standard in DCE and are generally recommended 

(Adamowicz & Boxall, 2001; Hensher, 2010), specifically since opt-outs reflect reality (Carson et al., 

1994). Z. Kallas and Gil (2012) provide a comprehensive overview of the theory and implications of 

including (and types) an opt-out alternative and (Boxall, Adamowicz, & Moon, 2009) give a review of 

potential bias from including an opt-out alternative. Yet recent studies without opt-out alternatives exist 

(Hasund, Kataria, & Lagerkvist, 2011; Zein Kallas, Escobar, & Gil, 2012; Rigby, Alcon, & Burton, 2010). 

Most work has focused on how the opt-out alternative is described such as a “Choose None” or 

“Status Quo” option or on the respondent’s perception of the opt-out alternative across a number of 

fields such as environment (Banzhaf et al., 2001; Marsh, Mkwara, & Scarpa, 2011; Scarpa, Willis, & 

Acutt, 2007), food (Kontoleon & Yabe, 2003) and transportation (Hensher, 2010). Some have studied the 

opt-out alternative’s effect on different population segments (De Blaeij, Nunes, & Van den Bergh, 2007; 

Pedersen et al., 2011; Vujicic, Ryan, & Alfano). Ladenburg and Olsen (2010) used frequent opt-out 

reminders if the alternatives were too expensive, which reduced total WTP, but not attribute-specific 

WTP. Lastly, Rose and Hess (2009) studied the effect of a respondent-constructed reference alternative.  

In a broader context, the decision to include or what type of opt-out alternative is part of a 

larger framework of designing an effective choice experiment. Implementation of a meaningful DCE 
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requires a number of decisions, which can affect the choices and consistency of choices among 

respondents. Researchers have found substantial effects of design differences for multiple factors.  

Results change if a respondent considers a different numbers of alternatives or attributes under 

in a scenario (DeShazo & Fermo, 2002; Rolfe & Bennett, 2009). Day et al. (2012) found evidence of order 

effects in which the same CE scenarios presented in different orders can have meaningful effects. 

Similarly, others have found that the number of choice tasks to complete affects results from learning or 

fatigue (Savage & Waldman, 2008). Carlsson and Martinsson (2001) showed significantly different 

preferences comparing choices in the first and second half of scenarios, evidence of a learning effect. 

Finally, Boxall et al. (2009) show that CE complexity affects  the opt-out alternative and the subsequent 

welfare implications. 

Ultimately, these studies show that CE design affects results. While the presence of opt-out 

alternatives is a straightforward design aspect, comparing its effects exclusively its exclusive effect has 

gone unnoticed. As such it is pertinent to consider the effect of opt-out while holding constant the 

changing choice task complexity. 

Application and Methods 

We examine the opt-out effect within the context of a valuation of recreational beaches in 

Oahu, Hawaii among tourists and residents. Beach attributes and levels were selected and developed 

primarily to understand recreational beach choice for swimming and wading based on a number of 

sources including correspondence with the Clean Water Branch within the Hawaii Department of Health, 

the city and county of Honolulu Ocean Safety and Lifeguard Services, previous scholarly work (Mak & 

Moncur, 1998; Mourato, Georgiou, Ozdemiroglu, Newcombe, & Howarth, 2003; Murray, Sohngen, & 

Pendleton, 2001; Oh, Dixon, & Draper, 2006), and focus group feedback. 

The attributes of the beach valuation choice experiment are water quality (4 levels), sand quality 

(4 levels), congestion (3 levels), safety (3 levels), and round trip fuel costs (5 levels); described in Table 1. 
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Table 1: Choice Experiment Beach Attributes and Levels 

Attribute Level 

Sand Quality 

 

Excellent –White; all sand  
Good – Light tan; composed of 75% sand and 25% foreign materials 
Average – Dark tan/light brown; composed of 50% sand and 50% foreign materials  
Poor – Brown/gray; composed of 75% foreign materials and 25% sand 
 

Water Quality 

 

Excellent – Clear, aqua colored water; probability of illness from wading occurs in 5 out of 
every 1000 healthy adults 
Good – Visible particles floating in otherwise clear water, blue in color; probability of 
illness from wading occurs in 12 out of every 1000 healthy adults  
Average – Cloudier water affecting visibility, green in color probability of illness from 
wading occurs in 19 out of every 1000 healthy adults 
Poor –Murky water, brownish in color; probability of illness from wading occurs in 25 out 
of every 1000 healthy adults 
 

Water entry/ 
swimming safety 

 

Not Safe – Conditions safe for the majority of beach recreationists  
Safe – Conditions safe for experienced beach recreationists  
Very Safe – Conditions not safe for any recreationists  
 

Congestion 

 

Good – Ample open space, and little noise 
Average – Beach congestion and noise are present, but do not hamper the experience 
Below Average – Overcrowded and extremely noisy 
 

Roundtrip fuel cost $0,   $5,   $10,   $15,  $20  

 

In order to maintain task complexity, the choice experiment used the Dual Response method 

formulated by Brazell et al. (2006). In this study, dual response is somewhat like a follow-up certainty 

question in that immediately after a respondent provides their preferred choice in a forced setting, they 

immediately respond on if they would actually go to their previous forced choice, allowing the 

opportunity to opt-out. The technique has been used previously by Z. Kallas and Gil (2012), Kallas 

Escobar and Gill (2012), and Mentzakis, Ryan, and McNamee (2011). An example CE scenario is provided 

in Figure 1.  

Figure 1: Example Choice Experiment Scenario with dual response  



5 
 

 
 

 

As seen above, the CE communicated attribute levels via computer-augmented pictures, except 

for the risk of illness and round trip cost of fuel, which were presented as text. Each respondent 

completed ten scenarios within the CE, and each scenario contained three alternatives plus the follow-

up question. The survey was fielded in five locations around Oahu by a professional survey firm from 

late September to mid-October 2009, requiring that respondents be at least 18 years old and a United 

States citizen1. 

In the CE, every respondent initially made a forced-choice among three alternatives per 

scenario. The respondent could then opt-out after making the forced choice by saying “No” in the dual 

response question. “No” in the dual response question represents an opt-out decision, so their answer 

in the first step represents a real forced choice. For those who choose “Yes” in the dual response, it 

means the beach they selected in the first step represents an unforced choice. Therefore by utilizing the 

dual response question in the CE, every respondent must answer two questions per scenario such that 

some are making forced choices and others are making unforced choices, while maintaining choice 

complexity. 

                                                           
1
 Many of Hawaii’s tourists are from abroad so welfare results are really only representative of US WTP. 
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With this CE formulation, we can test the potential difference between forced versus non-forced 

choices but maintain the same choice set complexity; the complexity and the force choice effects are 

not confounded. To implement the test, we partition the sample scenario responses into two sets: 

scenarios in which the respondent opted out (said “No”) in the dual, i.e. forced choices, and the second 

set of scenarios in which the respondent did not opt out (said “Yes”) in the second step (unforced in the 

first step). This segmentation of the data allows us to test for potential effects of including an opt-out 

through Random Utility Theory (RUT) that discrete choice experiments rely upon (McFadden, 1973) as in 

equation (1). 

 
    

 
  

      

 
 

      

 
  

    

 
 (1) 

 

RUT asserts that the utility for alternative j by person i in scenario t is composed of a systematic 

component, C and X, which represent the payment vehicle and the non-payment attributes, 

respectively, and an unobserved component, e. By assuming the difference of the error between two 

alternatives is distributed Extreme Value, Equation (2) can be modelled as a conditional (i.e. 

multinomial) logit model. With the distributional assumption on e, the model’s parameters and standard 

errors are evaluated using maximum likelihood estimation. Because of the Extreme Value distribution, 

the random component must be scaled by μ, not directly affecting the estimation of α and β, but 

prohibits comparison of the parameters across models since multiple models are scaled by different μ.  

In this study, since the attributes are somewhat qualitative, we convert each attribute’s levels 

into separate dummies to measure differences in magnitude between each level. For example, there are 

three indicators for excellent, good and poor water quality, and average water quality is the omitted 

reference category. Each indicator variable is included in the model of utility in preference space shown 

in equation (2).  

 
                                                            

                                                          
(2) 
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Equation (2) represents standard practice of modelling DCE’s in preference space, in which the 

researcher makes distributional assumptions about parameters estimates, and then subsequently derive 

WTP estimates by dividing by the negative of α, the payment vehicle (the marginal utility of income). 

We instead consider the model in Willingness to Pay (WTP) space. Greene and Hensher (2010) 

show that with corresponding assumptions, WTP space is a specified form of the Generalized 

Multinomial Logit model formulated by Fiebig, Keane, Louviere, and Wasi (2010). WTP space models are 

advantageous versus preference space, especially in mixed logit models, where distributional 

assumptions in parameter space have led to unrealistic values and distributions once converted into 

WTP (A. R. Hole & Kolstad, 2012; Scarpa, Thiene, & Train, 2008; Train & Weeks, 2005). 

While the number of applications in WTP is much smaller compared to the standard parameter 

space framework, studies are prevalent and growing across disciplines such as health (A. R. Hole & 

Kolstad, 2012; Özdemir, Johnson, & Hauber, 2009), transportation (Sonnier, Ainslie, & Otter, 2007; Train 

& Weeks, 2005), food (Balcombe, Chalak, & Fraser, 2009; de-Magistris, Gracia, & Nayga, 2013), and the 

environmental issues (Scarpa et al., 2008; Scarpa & Willis, 2010; Thiene & Scarpa, 2009).   

Specifically, the model of indirect utility in our case can be re-expressed in Willingness to Pay 

Space as: 

 

      [(                                                      

                                                       )]
       

(2) 

 

              
  

 
 

which is equivalent to the parameter space model in (2). Beyond the immediate benefit of producing 

welfare estimates directly from model estimation, this approach also inherently accounts for the scale 

parameter in each β, such that comparison across models is immediately available, unlike estimation of 
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(2). In our case, using WTP space accounts for scale so that a LR test comparing Forced and Unforced 

models is really a test for significantly different parameters. If the same test were used in preference 

space, it is only capable of testing for significant differences in parameters or of the scale parameter, μ. 

We can also test for the effect of forced choices by using the pooled data of unforced and forced 

choice sets and adding an interaction for each attribute multiplied by the response if it was in choice set 

with a forced choice. This makes all attributes equal to 0 in unforced scenarios. The interactions 

represent systematic differences in the effect of an attribute in a forced response situation. 

Using the WTP space model, we can test the effect of forced choice versus unforced choice 

using a likelihood ratio test for equality based on Swait and Louviere (1993)2 with steps outlined in 

Louviere, Hensher and Swait (2000) (p. 364). The test statistic is: 

         ∑     (3) 

 

Distributed Χ2 with K(M-1) degrees of freedom, where K is the number of restrictions and M is the 

number of treatments. LLj is the log-likelihood of the pooled data, and ΣLLi is the summation of the log-

likelihood for each of the individual treatments. The null hypothesis of the test is that parameters are 

not significantly different between the two models. 

In this study’s case, LLj is the conditional logit model of forced and unforced scenarios combined, 

which inherently ignores the underlying difference of the two groups. The next step is to run the forced 

choice responses and unforced choice responses as separate datasets, and then sum each of their own 

log likelihood, i.e. ΣLLi. It is distributed Χ2 with 10 degrees of freedom (travel cost is constrained to equal 

one across the models), since the number of treatments (M) (forced and unforced) equals 2, and the 

number of restrictions (K) equals 10. If the test statistic exceeds the critical value, then there is evidence 

                                                           
2
 For recent applications of the pooled LR test used in a similar manner, see Yang, Hu, Mupandawana, and Liu 

(2012), de-Magistris et al. (2013), and Tonsor and Shupp (2011). 
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to suggest that the treatments sufficiently contribute to explaining the model, and reject the null 

hypothesis of no difference between the forced and unforced datasets. 

Instead, the same studies concluded that making distributional assumptions in WTP space 

produces more realistic values of WTP relative to preference space. We utilize Fiebig et al.’s GMNL 

based on the formulation by A. Hole, Gu, and Knox (2013). Based on the preceding model structure, we 

can compare the effect of forced versus unforced choice in WTP space. 

Results 

The summary statistics describing the tourists and residents in the sample are provided in Table 

2. The sample is generally more well-educated and appears to be much younger for both groups. 

Sampled tourists tend to have a greater household income compared to the United States average. This 

is unsurprising since the funds required to vacation in Hawaii are comparatively high to other alternative 

recreational trips within the United States. Sampled residents tend to be below Hawaii norms. Lastly, 

tourists appear to be representative in terms of the length of time spent on Hawaii. 

Table 2: Sample Summary Statistics 

Characteristics 
Hawaii 

Average1 
Resident 
Sample 

Tourist 
Sample 

US 
Average1 

Median Household Income 2 $67, 116 $56,930 $75,932 $52,762 

Female 49.9% 52.6% 48.3% 50.8% 

Associate Degree or More 39.1% 59.1% 68.8% 36.3% 

Age 18-25 10.99% 30.7% 27.8% 11.23% 

Age 55 or Older 27.8%  12.4% 16.9% 25.5% 

Days on Oahu2   8.0 7.37 

# of Socioeconomic Responses  371 373  
1Based on information from the Hawaii Tourism Authority and the US Census 
2Based on midpoint of each available response.  
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 The conditional logit results in WTP space of the separate models are shown in Table 33. Tourists 

completed 3510 choice sets (10 per person), and 341 were forced choices, 9.7%4. Column I represents 

results of a choice experiment without an opt-out alternative such as in Carlsson and Martinsson (2001). 

Each attribute is significant with the anticipated magnitude and direction. If we consider the model that 

only contains Unforced Choices (Column II), the results are fairly similar to the pooled results, with 

anticipated signs and magnitudes, as well as all variables remaining statistically significant. The WTP of 

appealing attributes decreased slightly compared to the pooled model, while WTP for the bad attribute 

levels slightly increased and decreased.  

The model of Forced choices is starkly different from the Pooled and Unforced results. None of 

the attribute levels are statistically significant. WTP changes dramatically changing, at least doubling in 

most case, as well as a change in sign (Poor Sand). These results appear to be extremely unrealistic. 

Table 3: Tourist Conditional Logit Results of Forced (I), Unforced (II), Pooled (III) and Pooled Responses with 
attribute interactions of forced decisions in Willingness to Pay Space  

 I II III IV 

Attribute 
Pooled WTP 
Responses 

Unforced WTP 
Responses 

Forced WTP 
Responses 

Pooled WTP 
Responses 

Forced Choice 
Interactions 

Round Trip Travel Cost 1 1 1 1  

Poor Sand  -17.92** 
(3.44) 

-19.43** 
(3.55) 

16.91 
(36.20) 

-21.50** 
(3.99) 

25.66** 

(8.27) 

Good Sand 6.29** 
(2.27) 

5.89** 
(2.19) 

20.56 
(38.19) 

6.31** 
(2.42) 

.270 

(7.52) 

Excellent Sand 13.18** 
(2.84) 

12.37** 
(2.74) 

39.24 
(59.64) 

13.62** 
(3.06) 

-2.20 

(7.47) 

Poor Water -38.26** 
(5.85) 

-35.98** 
(5.56) 

-110.35 
(158.24) 

-39.77** 
(6.28) 

10.10 

(9.43) 

Good Water 21.74** 
(3.46) 

19.19** 
(3.17) 

94.85 
(135.22) 

21.07** 
(3.56) 

4.50 

(6.96) 

Excellent Water 46.83** 
(6.21) 

42.60** 
(5.61) 

184.21 
(260.05) 

46.90** 
(6.39) 

2.51 

(7.44) 

                                                           
3 We attempted and were successful in some mixed logit models in WTP space, but convergence was 
problematic for the forced choice models. In the (immediate) future, we intend to pool the resident and 
tourist forced datasets to achieve model stability. 
4
It may be that there are significant differences in the characteristics of those who opt-out and those who do not 

as shown by Pedersen. A more complete scrutiny of this possibility should be considered. 
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Very Congested -10.30** 
(2.43) 

-9.71** 
(2.37) 

-26.58 
(41.83) 

-10.74** 
(2.65) 

2.40 

(6.42) 

Little Congestion 8.17** 
(2.15) 

7.62** 
(2.07) 

22.12 
(38.78) 

8.51** 
(2.31) 

-3.17 

(6.01) 

Unsafe Waters -21.14** 
(3.41) 

-21.22** 
(3.37) 

-29.85 
(47.85) 

-23.40** 
(3.80) 

15.49* 

(6.69) 

Very Safe Waters 11.09** 
(2.23) 

9.94** 
(2.09) 

40.32 
(60.64) 

10.97** 
(2.33) 

-.26 

(5.94) 

n 3510 3169 341 3510 

LL -2807.191 -2481.540 -310.577 -2794.387 

 **p-value<.01 *p-value<.05 
Standard Error Reported in Parentheses; clustered per respondent. 
N is the number of choice sets 
Note: The base category of each attribute is Average Quality 

 

We then test for differences in the forced and unforced responses based on the likelihood ratio 

test from (3), equal to                                       .   

Restrictions (K) equal 10 since the forced and unforced parameters must be equal in the pooled 

model, and there are two treatments (M), so the test statistic exceeds critical value for      
  with a p-

value of .0008. There is evidence to reject a pooled model and that separate models and parameters is 

appropriate.  

For the second specification; the forced and unforced data were again pooled, but with 

interactions on of each attribute level multiplied by an indicator if it was in a forced choice. The forced 

interactions represent potential differences in the effect of an attribute in a forced choice relative to an 

unforced choice, with interaction parameter estimates appearing in the second column of model IV. 

Two of the forced choice attribute interactions are significant, Poor Sand Quality and Unsafe Waters. 

The Forced Unsafe Water interaction reduces the WTP to avoid the attribute Unsafe Water to $-7.91 (-

23.40+15.49). For Poor Sand Quality, the forced choice actually reverses the sign of WTP from negative 

to positive (-21.50+25.66= 4.16), meaning that among those forced to choose, they have greater WTP 

for a beach with poor sand quality, similar to the result in III. 
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We turn our attention to the same analysis of residents in the sample, with results reported in 

Table 4. Residents sampled completed 3313 choice sets and 459 were ultimately forced choices, 13.9% 

of all decisions. The sign and magnitude of the Pooled and Unforced are as expected, each with 

significance. Differences in WTP between I and II appear small than for tourists. The Forced model in III 

yields similar mostly insignificant and sometimes counterintuitive results as it did for tourists. In this 

case though, good water and excellent water remain significant.  

Table 4: Resident Conditional Logit Results of Forced (I), Unforced (II), Pooled (III) and Pooled Responses with 
attribute interactions of forced decisions in Willingness to Pay Space 

 I II III IV 

Attribute 
Pooled WTP 
Responses 

Unforced WTP 
Responses 

Forced WTP 
Responses 

Pooled WTP 
Responses 

Forced Choice 
Interaction WTP 

Round Trip Travel Cost 1 1 1 1  

Poor Sand  
-11.99** 

(2.84) 

-16.40** 
(3.41) 

12.87 
(8.16) 

-16.83** 
(3.41) 

28.37** 
(7.38) 

Good Sand 
7.50** 
(2.36) 

7.45** 
(2.49) 

9.59 
(7.45) 

7.58** 
(2.53) 

1.12 
(6.46) 

Excellent Sand 
12.65** 

(2.83) 

12.70** 
(3.01) 

11.03 
(8.26) 

12.98** 
(3.01) 

-3.16 
(6.83) 

Poor Water 
-25.38** 

(4.30) 

-27.41** 
(4.88) 

-10.72 
(8.59) 

-28.08** 
(4.78) 

18.73* 
(7.89) 

Good Water 
16.77** 

(3.07) 

16.13** 
(3.23) 

20.29* 
(9.70) 

16.45** 
(3.22) 

1.69 
(6.45) 

Excellent Water 
43.31** 

(5.80) 

40.84** 
(5.92) 

58.42** 
(21.36) 

41.69** 
(5.74) 

10.23 
(6.37) 

Very Congested 
-15.76** 

(2.89) 

-16.60** 
(3.17) 

-8.77 
(6.59) 

-16.97** 
(3.14) 

9.21 
(5.71) 

Little Congestion 
9.20** 
(2.14) 

10.09** 
(2.36) 

2.96 
(5.47) 

10.35** 
(2.37) 

-7.67 
(5.25) 

Unsafe Waters 
-21.72** 

(3.41) 

-24.04** 
(3.92) 

-7.49 
(6.31) 

-24.57** 
(3.84) 

17.93** 
(6.02) 

Very Safe Waters 
7.66** 
(1.95) 

7.80** 
(2.08) 

6.95 
(5.70) 

7.96** 
(2.10) 

-1.75 
(5.00) 

n 3313 2854 459 3313 
LL -2834.424 -2374.819 -427.760 -2802.392 

 **p-value<.01 *p-value<.05 
Standard Error Reported in Parentheses; clustered per respondent. 
n is the number of choice sets 
Note, the base category of each attribute is Average Quality 
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 As before, we use the likelihood ratio test and calculate a test statistic to compare to the critical 

value for      
 , which equals                                      . The p-value is less 

than .0001. Therefore, there is evidence to reject the pooled model which imposes equal parameter 

values for forced and unforced choices. 

 Lastly, the pooled model with forced choice interactions with the attribute levels is in column IV. 

Each of the attributes is significant, and three interactions, Poor Sand, Poor Water and Unsafe Water 

attribute levels were significant. Unsafe Waters and Poor Water Quality drastically reduce the WTP to 

avoid those attributes, while Poor Sand again reverses the sign, such that forced responses have a 

positive WTP for Poor Sand quality. Based on the number of significant interactions, the difference in 

the results appears moderate.  

Conclusion 

The results from each of the models for tourists and residents show considerable evidence on 

the effect of forced choice. Specifically, joint tests for significant differences in the attributes were 

significant. Furthermore, there are some attribute-specific differences in forced vs unforced selection. 

This result is different from Carlsson, Frykblom & Lagerkvist (2007) who found no significant differences 

in attribute-level WTP, but did find significantly greater unobservable heterogeneity for their models of 

unforced choice. The result coincides somewhat with the slightly different models of Kallas and Gil 

(2012) with significantly different WTP for forced vs unforced model.  

To extend this work, we intend to analyze the data using a mixed logit model in WTP space, 

which relaxes the assumption of Independence of Irrelevant Alternatives, and would allow for closer 

comparison to the work of Carlsson et al. (2007).  
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This works provides evidence supporting the importance of including an opt-out alternative, 

even after maintaining task complexity. Forcing a choice in a scenario of undesirable alternatives 

produces different welfare estimates, and in our case, some attributes with the theoretically incorrect 

sign. Including an opt-out should be standard, with only strong justification in the particular application 

to convince a researcher otherwise. 
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