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ABSTRACT 

Quarterly and monthly three-equation models designed to predict (a) wholesale cash 
prices for fresh pork bellies at Chicago, (b) quarterly consumption, and (c) end-of-quarter 
stocks were developed and fitted, based on data for 1957-71. The major methodological 
contribution was a demand-for-storage equation that combined a statistical technique de­
veloped by Nerlove to measure ?rice expectations with a formula of supply expectations 
based on data published in the U.S. Department of Agriculture quarterly Hogs a.'ld Pigs 
report. The models appeared to give reliable forecasts of the endogenous variables for the 
first half of 197'2, which represents a period beyond the period of fit. Lea!;t squares re­
gression equations for predict.ing pork belly production up to two quarters ahead and 
models for pr" !-cting weekly changes in pork belly prices are also presented. 
Keywords: Pork bellies, quarterly models, cash prices, futures trading, econometric 
mo':lels, price forecasting. 
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PREFACE 

This bulletin describes the principal economic variables that influence prices, con­
sumption, and end-of-period stocks for pork bellies (the part of the hog from which 
bacon is obtained). Statistical analyses are summarized and presented so as to be used 
for analytical purposes or as a gui<!e in studying trends within and between marketing 
years. Major economic implications are also discussed in detail. No similar comprehen­
sive description of the forces that affect the pork belly economy is available. 

This rep ort was preparea. under a research contract No. 12-19-01-5-9 by Texas 
Tech UniversilY for the Commodity Ex<::hange Authority (CEA), U.S. Department of 
Agriculture (USDA). The Authority has responsibility for supervising and regulating 
trading in futures contracts for pork bellies on the Chicago Merchantile Exchange. Allen 
B. Paul, Chief, Competition and Pricing Branch, Economic Research Service (ERS), 
USDA, served as contracting officer. 

The material presented should be of interest primarily to persons who seek a wider 
understanding of the factors influencing the pork belly economy and of relations between 
cash and futures quotations for the commodity. Economists, statisticians, and other re­
search workers probably will be interested in the simultaneous equation techniques that 
were applied anO tested. The economic forces involved are ranked as to relative impor­
tance, and methods are provided for detemlining price levels of cash and futures quota­
tions that are consistent with current and future economic factors. 

Information came from many sources. Special acknowledgement is made to the 
;' ',hicago Merchantile Exchange for the loan of file copies of its annual. yearbook; Leonard 
J. Havercamp, Vice President, Wilson and Company, Inc. for price data; the Livestock 
Section, Statistical Reporting Service, USDA, for photostats of certain pages from the 
Pig Crop and Hogs and Pigs; and staff members of the Animal Science Department, Texas 
Tech University. 

Washington, D.C. 20250 July 1973 
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HIGHLIGHTS 

A set of quarterly three-equation models was formulated and fitted statistically to 
represent the economic forces which determine prices for cash pork bellies at Chicago, 
movement into consumption for the 48 States, and end-of-period U.S. stocks. These 
models were designed to permit estimates of price levels for cash and futures 
quotations. Fitted to data for 1957 through the first quarter of 1971, the models 
appeared to explain .::urrent prices and uillizanL>n satisfactorily for most periods from the 
second quarter of 1971 forward. 

Disposable personal incume and pork belly prices accounted for most of the vari­
ability in consumption over the years studied. Availability of eggs for consumption was 
examined for any effects on pork belly (bacon) consumption. When quantitative variables 
in the consumption relation were expressed in per capita terms, a complementary relation 
between eggs and pork bellies was found in all quarters. Prices of pork bellies tended to be 
higher when egg supplies were large than when they were small, other things being equal. 

Based on the best models, pig crops that will be marketed beyond the current quar­
ter seemed to affect quarterly storage policy in all but the April-June quarter. Demand 
for storage was assumed to depend on the trade's expectations about both prospective de­
mand and supply of pork bellies for one or two quarters ahead. Expectations with respect 
to demand were measured in part through use of a statistical technique developed by 
Nerlove that involved current prices and current and prospective consumer income. Ex­
pectations about supply were based on data on pig crops that would be marketed in the 
respective quarters, published in USDA's quarterly report Hogs and Pigs. Storage stocks 
of pork bellies normally increased from October to Mayor June and decreased during the 
remainder of the October-September hog marketing year. During periods in which stocks 
were being reduced, movement out of storage represented about 10-15 percent of esti­
mated total consumption. Stocks usually reached an annual iow around September 30; 
they are seldom carried from one marketing year to the next. 

A set of monthly three-equation models was developed. However, calculated prices 
from the models at times varied greatly from actual prices. Apparently, a month was too 
short a time for the basic economic forces to interact in a measurable way. Single-equ.l­
tion analyses from the first round of the three-stage least squares fits for these models 
were useful for some months. 

As published data were available either for production or consumption of pork bel­
lies, alternative ways of estimating were considered. Based chiefly on trade recommenda­
tions and on cutout percentages for hogs over a wide weight range, production was as­
sumed to equal 11.5 percent of liveweight commercial slaughter of hogs. Consumption 
was estimated from production adjusted for changes in stocks. 

Methods were developed to estimate pork belly production two quarters ahead from 
data in Hogs and Pigs. Equations were estimated for predicting (a) average live weight per 
head for barrows and gilts slaughtered, (b) average live weight per head for sows slaugh­
tered, (c) total number of barrows and gilts slaughtered, and (d) total number of sows 
slaughtered. For the near quarter, estimates were computed in two ways-directly for 
the quarter and indirectly by estimating for each month and adding these estimates. A set 
of "best" equations were developed for 1964-71, some of them based on the sum of the 
months and some, on a direct quarterly approach. A slight adjustment was required to go 
from data used in these analyses to equivalent liveweight commercial hog slaughter for the 
48 States. After the adjustment was made, liveweight slaughter of hogs, and hence, pro­
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I 
duction of pork bellies, wa); forecast for both the near and far quarter from data in each 
Hogs and Pigs; the error, on the average, did not exceed 2 percent. 

Relations between cash quotations in the models and futures quotations near the 
close of trading in the delivery month apparently stabilized from 1968 on. Such prices for 
pork belly futures tended to be above cash quotations for fresh or frozen bellies in Febru­
ary-May, suggesting higher quality standards for bellies that are deliverable on the con­
tract than for those normally sold in cash markets. Futures were usually below the cash 
market for fresh bellies in July and August. From midsummer through September, cash 
frozen bellies usually sold below fresh bellies. Normal spreads between the futures quota­
tion in the dc.livery month and cash prices per pound were estimated for pork bellies 
weighing 12-14 pounds at Chicago. For February, the futures premium was 3.45 cents; 
for March and May, 2.7 cents, aIld for July and August, 3.5 cents. 

Likely expectations by the trade regarding pork belly production were estimated for 
the following 6 months from September 1967 through March 1972, based on data for this 
period from Hogs and Pigs. This and related information was used in connection with the 
quarterly models to predict cash prices for two quarters ahead and, after adjustment for 
normal basis, to predict the level of futures quotations fer specified contracts beginning 
with February 1968 and ending with May 1972. Net errors from all sources for futures 
quotations averaged between 2 and 5 cents per pound for near-quarter predictions and be­
tween 3 and 7 cents per pound for far-quarter predictions. The most important error 
sources for the near-quarter predictions were the models and equations (when all prede­
termined variables were known), differences in cash prices between the period predicted 
and that at the close of the contract, and differences in basis from the assumed normal .. 
For the far quarter, errors caused by differences between initial estimates of sows far­
rowing and the pig crops and later official figures, particularly from the reports giving data 
only for 10 sta tes, and those caused by faulty estimates of beginning stocks were equally 
important. 

Regression analyses were based on data in the monthly USDA Cold Storage report 
and on data relating to daily hog slaughter and weekly bacon slicings in federally in­
spected plants and storage stocks at Chicago from the Daily Information Bulletin issued 
by the Chicago Merchantile Exchange. These analyses were run to determine the extent to 
which slaughter and slicings affected short-term movements in futures prices. Certain vari­
ables came in with signs that were consistent with economic expectations. These variables 
explained an average 2040 percent of the deviations in highs or lows occurring shortly 
after the data became available from the level that prevailed just before the reports were 
released. 

iv 
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.QUARTERLY AND SP'ORTER-TERM PRlCE FORECASTING 
MODELS RELATING TO CASH AND FUTURES 

QUOTATIONS FOR PORK BELLIES 

bv Richard J. Foote, Robert R. Williams, Jr., 
and John A. Craxen 1 

INTRODUCTION 

Trading in pork l>clly futures on the Chicago Merchantile Exchange began in September 1961 but the initial vol­
ume was small. Major changes in contract provisions were made by 1963 (21).2 Volume picked up sharply beginning 
with the July 1964 contract and has remained relatively large ever since. lnthe year beginning on July 1,1972, for ex­
,mlplc, tlle average value of open commitments \vas .lbout $220 million dollars. This amount was exceeded only by that 
for silver, soybeans, corn, cotton, cattle, and copper OHt of the approximately 30 commodities actively traded in the 
United States during the year. In 1969, transactions for pork belly futures numbered 2,175,775 contracts, the largest 
for any commodity traded that year. 1n its first 10 years, the pork belly con tract accoun ted for 9,300,000 transactions, 
more than was generated by any other commodity futures contract during its first decade. 

Currently, con tracts call for the delivery of 36,000 pounds of frozen bellies in the 12-14 pound weight range 
from approved warehouses. Deliveries made from approved warehouses outside Chicago are subject to an allowance 
representing transportation costs from the warehouse to Chicago. For the 1971 and 1972 contracts, bellies in the 10-12 
pound weight. range were deliverable at par and those in the 14-17 pound range, at a 3-cent discount. Beginning with 
l~e 1973 contracts, discoun ts will be applied of 1 cent per pound fN 10-12 pound bellies, 2 cents for 14-16 pound 
weights, and 4 cents for 16-18 pound weights. Grade standards are listed in detail in the contract. To be eligible for de­
livery during February through August, bellies must not have been in storage prior to December 1 of the previous year. 
AU must have been fresh or FFA (fresh freezer accumulation) at tim~ uf shipment from the packing plant to the 
approved warehouse. FFA means tll3.t bellies have been accumulating for a period not exceeding 15 days from date of 
slaughter. 

Chicago is the major (ash market for fresh and frozen pork bellies. Cash quotations are given for several weight 
ranges, the most important ~\eing 10-12, 12-14, 14-16, 16-18, and J8-20 pounds. Highest prices nonnally are paid for 
bellies weighing 12-14 pound, each, because they tend to have the highest proportion of lean meat relative to fat. Fro­
zen bellies during much of the year sell for about the same price as fresh belhes but usually begin to be discounted in 
summer and early fall as storr,ge stocks seldom are carried beyond September. The discount normally disappears from 
October on. Frozen bellies not needed for bacon at the end of the October-Sfiptember hog-marketing year frequently 
are used for sausage, which has a considerably lower value per pound. Many bellies do not move through the cash mar­
ket bu t instead are held by meatpackers for use in their branded lines of bacon. 

Bellies nOll11ally are sliced just before the bacon is sold through retail channels. Slicing may take place in meat­
packing plants or in warehouses or packaging plants operated by grocery chains or othei stores. Small quantities are 
sliced directly in retail stores. Data on weekly slicings in meatpacking plants under Federal inspcr:iion are published by 
USDA. The series is used \>y many people interested in the movement of pork bellies into con~umption. However, re­
search done for this bulletin demonstrates that the series is not a reliable indicator. ,)nly p:;rt of total slicings are 
covered and the proportion which is covered apparently varies from time to tinle. 

I Approved as Texas Tech University College of Agricultural Sciences Manuscript No. T-!-II O. 
During the time in which this research Was being done, Richard J. Foote Was profes.<or of agricultural economics and statistics 

lind Robert R. Williams and John A. Craven were graduate research assistants at Texas Tech University. Mr. Foote now is with the U.S. 
Agenc)' for International Development in Saigon, Vietnam, Mr. Williams is with the Federal Land Bank in Houston, and Mr. Craven is a 
graduate research assistant at the University of Illinois. 

J Underscorcd numbcrs in parentheses refer to items in Literature Cited. 



Storage stocks of bellies normally increase from the seasonal low on September 30 to a seasonal peak around the 
" end of May. The importance of storage relative to estimated production and consumption is shown in table 1 for 

1970-71, the most recen t complete marketing year at the time this bulletin was written. Although the proportions vary 
from year to year, the following basic implication would be true for any year: Storage tends to even out the disparity 
between production and consumption, but in no quarter is the storage movement large in relation to either production 
or consumption. The greater consumption in July-September is believed to reflect the heavy summer demand for bacon­
lettuce-and-tomato sandwiches. 

Table I-Pork bellies: Production, consumption and movement in 
. or out of storage by quarter, (year beginning October 1) 1970-71 

Quarter Production l Consumption I Storage 
2movement

mil. lb. 

Oct.-Dec. 700 633 67 
Jan.-Mar. 658 621 37 
Apr.-June 654 629 25 
July-Sept. 608 695 -87 

I Estimated by methods described in this bulletin. 
2Positive numbers renect movement into storage. 

No data on foreign trade in bellies are published by USDA. Such trade is believed to be small; some canned bacon 
enters from Denmark and possibly other countries. 

ALTERNATIVE WAYS OF ESTIMATING PORK BELLY 

PRODUCTION AND CONSUMPTION 


No published data are available for production or consumption of pork bellies but with data on stocks, one can 
be estimated from the other based on the fomlUla: 

(1) 

where: 

Qt = production for some gi'~()n period 

Ct = consumption for same period 

St = stocks at start ufperiod 

St+1 = stocks a t end of period. 


The options were to estimate C and derive Q or estimate Q and derive C. Actually, as discussed in the next section, 
plans called for approximating C first and deriving Q, then getting a better estimation of Q and deriving a better estima­
tion of C. Bu t the plans did no t work, as will be explained. Thus, the method finally adopted was to estimate Q and 
derive C. 

Consumption Measured by Bacon Slicings 

Reported weekly bacon slicings in meatpacking plants under Federal inspection are used by market analysts to 
measure cu rren t movement of pork beIlies in to consumption. These figures are publi~I!~d curren tly in the Daily Infor­
mation BlIlletill of the Chicago Merchantile Exchange (2). Weekly data were available back to October 1958 from the 
E.xchange year books (3), Less satisfactory data for earirer periods based on 4- or 5-week totals applying to individual 
months were published-in the National Pro~lisioner ~). W~ekly data were converted into a montllly series. Slicit~gs in 
weeks tllat began in 1 month and ended in the nex.lmonth were allocated into the appropriate month based on the 
number of packinghouse workdays in each montlL. Workday data came from a table developed by Hayenga and Hack­
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lander ill, p. 34). A comparable procedure was used for data from the National Prol'isioner. Estimates were carried 
back to February 1957 to match the earliest figures on stocks. 

Over the years, the proportion of meat produced under Federal inspection has increased. For all pork, monthly 
data are available on total commercial slaughter and slaughter from federally inspected plants. These figures are pub­
lished in USDA's monthly report Livestock Slaughter (:!J)' Estimated monthly bacon slicings in federally inspected 
plants were multiplied by the ratio of total commercial to federalJy inspected slaughter for all pork for the month. The 
resultant series was assumed to approximate C t in equation (I) from which an estimate of Qt for each month was de­
rived. 

Data on numbers of (a) barrows and gilts and (b) sows slaughtered monthly in federally inspected plants and on 
total commercial slaughter are published in LiJ1estock Slaughter. 

The same proportion by classes was assumed to apply both to total commercial and federalJy inspected slaughter. 
Based on these percen tages, mon tilly estimates were obtained of numbers of each class slaughtered commercially. If the 
estimated Qt (production of pork beJlies) were regressed on the two series, the respective regression coefficients should 
indicate the average weight of bellies obtained from each class. These weigh ts were known to be around 20-28 pounds 
for barrows and gilts; that is, two 10-14 pound belly cuts per animal. A moderately smaller weight would have been ac­
ceptable because some whole-hog sausage is made. Also, some bellies are used for pork and beans and oti1er canned pro­
ducts and hence may be omitted from data on slicings. The weight would be larger for sows. A time trend,expected to 
be negative, was included to allow for silifts over time toward leaner hogs. Allowance also was made for economic vari­
ables, such as hog prices, corn prices, or a hog-corn price ratio which might affect the average weight per animal. These 
analyses are shown in (±§., pp. 36-43). 

Results of these regressions were not consistent with expectations. First, tile lime trend for all analyses was posi­
tive. Second, regression coefficients for sows in some mon ths were negative. However, sales of sows at times are known 
to be small, so this discrepancy did not cause too much concern. Examination of the magnitude of tile coefficients for 
barrows and gilts did cause concern. These ranged from 3 to 25 pounds per animal, compared with the expected level of 
20-28 pounds. AIJ but four of tilC coefficients for the monthly analyses and all but one for the quarterly studies were 
less than 20 pounds. The average for all equations was 16 pounds. Positive coefficients for sows ranged from 14 to ]82 
pounds per animal; tile average was 60 pounds. Because of these findings, we wrote a large meatpacker for advice. In 
reply, plan t personnel poin ted out that once tile hogs have passed inspection, the bellies need not be sliced in a fed­
eraJly inspected n!ant. In fact, many are known to be sliced elsewhere. Thus, slicings in federally inspected plants do not 
necessarily indkate total slicings, and no valid procedures are available to reach a total. 

If the regressions had yielded reasonable coefficients, plans would have called for estimating Qt from the regres­
sion equations, data on slaughter numbers, and other variables involved-for each month. A new and presumably im­
proved C t would have been derived from equation (1), the new Qt' and data on stocks. Since the regressions Were not 
satisfactory, these plans were abandoned, and estimates of Qt and Ct were obtained differently. 

Production Estimated from Liveweight Hog Slaughter 

Three sources of information were used to derive factors to estimate production of beJlies directly from liveweight 
hog slaughter: (I) A large meatpacker indicated thatits firm used a figure of] 1 to 11-1/2 percent, (2) staff members of 
the Texas Tech University Animal Science Department believed a uniform percentage figure could be used for all mar­
ketable weights for both barrows and gilts and sows, and (3) cutout percentages given in (48, p. 71) also indicated a fair­
ly uniform level of 11.8 to 12.3 per-cen t for hogs in a 200-300 pound weight range. Based on this information, produc­
tion was assumed to equal 11-1/2 percent of liveweight hog slaughter. Consumption was estimated based on equation (1). 

Trading-day Variation for "Consumption" Estimated by Alternative Procedures 

A furtiler check was made of the relative reliability of the consumption data series derived from estimated total 
bacon slicings versus the series derived from production taken as 11-1/2 percent of commercialliveweight slaughter. 
Census Method IL for Seasonal Adjustment (23) was used to compare the two series. This computer program provides a 
"trading-day" measurement which indicates days of increased or decreased activity witllin each week. Based on known 
working patterns for the meatpacking industry, activity should be fairly uniform for the normalS-day workweek and 
reduced on weekends. This pattern was found for the consumption series derived from production. For the series based 
on estimated slicings, however, Wednesday equaled 90 percent of the weekly average; Friday, 40 percent; Saturday, lOC 
percen t; Sunday, 50 percent; and Monday, Tuesday and Thursday each equaled an offsetting above-average amount. 
111is finding does not seem reasonable. TIle general level for tlle consumption series derived from production in million 
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pounds also was much higher than for estimated slicings, suggesting that the estimating factor based on the ratio of 
commercial to federally inspected production for all pork was too low. The factor would be too low if, as believed, a 
substantial part of the slicing is done in plants that are not part of the meatpacking industry. 

QUARTERLY THREE-EQUATION MODELS 

A major part of this research project was concerned with measuring factor',. that influence the pork belly economy 
and with deriving systems of equations that could be used to estimate price levels for cash and futures qUCltations that 
would be consistent with basic economic factors. 

Stoken Q:!) gave a general discllssion of factors that affect pork beJly prices. His is the only published study in 
this area, except for short-term reviews by various commodity brokerage houses. 

Many statistical analyses have been published that consider relations between price and consumption of pork. 
Most of these allow for the effects of one or more competing items, such as beef, poultry, or fish, or all three_ Because 
the demand function for bacon probably differs materially from that for all pork, no reference will be made here to 
these price-consllmption relations_ Factors that affect the demand for storage for all pork, however, may be similar to 
those that affect such demand for bellies. Hence, studies that include an actual or implied equation relating to storage 
are discussed in the section on demand for storage. 

Many of the previous models were designed to predict data by quarter-years Or by months. Most of these make 
use of dummy (or o-() variables to distinguish between the several time periods within a given year. In these models, a 
given partial regression or comparable coefficient is specified for each pair of variables over all quarters or months but 
the intercept can vary based on the activity of the dummy variable. Particularly when storage is an integral part of the 
model, this practice seems unsound because certain factors may affect storage in a different way when stocks are in­
creasing than when they are decreasing. Thus, separate sets of equations have been used in this study for each quarter 
and month. 

The Price-Consumption Relation 

Consumer surveys or interviews would be needed to determine how people decide whether to eat bacon for break­
fast, which is presumed to be the major use for bacon. Some is used for bacon-Iettuce-and-tomato sandwiches and some 
for other purposes, such as wrap for fillet mignon or frankfurters. For the last-named uses, cost of the bacon is a small 
part of the total expense. Thus, most of the price elasticity of demand must be associated with use or lack of use at 
breakfast. 

Detailed scientific knowledge of how different foods enter into breakfast choices is lacking. But it was hypothe­
sized that eggs and bacon are complementary goods. Thus, when eggs are low-priced not only will more eggs be eaten, 
but also bacon would be added. Thus, the price or supply of eggs may affect the consumption of bacon. 

Based on the line of reasoning developed in (2), consumption of many farm products can be considered prede­
termined, in the economic sense, because economic factors that affect current production 'exerted their influence in an 
earlier time period and most production moves directly into consumption. This theory may be true for eggs when a 
time period of less than 6 months is involved. Birds hatched as replacement layers require 6 months to enter the laying 
flock. Further, foreign trade and changes in stocks are negligible in relation to the quantity of eggs moving directly from 
production into consumption. Some eggs are used for processing, but a good part of the variation in this use reflects the 
growth in demand for convenience-type foods. 3 Prices of eggs, on the other hand, probably are affected to some ex­
tent by current prices of bacon, as well as by many other factors not included in a model of the pork belly economy. It 
was assumed that the influence of eggs on the price and consumption of bacon could be examined by bringing in a single 
predetermined new variable, namely shell egg consumption in the current quarter. Using egg prices as a causal variable, 
however, might require adding one or more entire equations to the model because egg prices might need to be treated as 
at least partially endogenous. 

When their incomes are large, consumers are more willing to pay a relatively high price for meat to have with eggs 
and initially Illay be mare likely to choose eggs over other less expensive breakfast foods. Thus, changes in income 

3Recent research (22) suggests that such use is in part price determined. To the extent that this hypothesis is true, consumption of 
shell eggs cannot be treated as predetermined_ 
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should have a positive effect on consumption of bacon, after allowing for the effect of other factors.4 Disposable per­
sonal income, which essen tially reflects take-home pay, is a series that is commonly used when studying the demand for 
food and other nondurable goods. This series normally is published on an annual rate basis that is seasonally adjusted. 
Seasonal factors that affect income chiefly reflect such items as summer employment of students and bonuses paid 
prior to Christmas. Changes in income of this type probably do not affect eating habits significantly. But a rise or fall in 
seasonally adjusted income might well alter consumer attitudes toward bacon and egg consumption. For this reason, sea­
sonally adjusted income was used in the models. 

In models designed primarily to measure elasticity of demand, all price and income series may be deflated by di­
viding by a measure of the general price level, such as the U. S. Bureau of Labor Statistics Cost of Living Index. Also, all 
quantitative variables generally are expressed in per capita terms. Experience has shown that if interest centers on the 
development price-forecasting models, equally good results normally are obtained using nondeflated total data. Because 
these models were designed mainly as tools of price analysis rather than as measures of structural relations, equations 
were run initially based on nonadjusted data. Results suggested tllat measuring the effect of eggs on the pork bellyecon­
omy might be enhanced by using per capita data. Hence, a second set of analyses was run with per capita data in fue 
price-consumption equation. Both sets are discussed later on. 

Retail prices of bacon probably should have been used in fue demand equation if major interest had been centered 
on this equation. An additional equation would have been required to show factors that affect the relation between re­
tail bacon prices for the'United States, say, and wholesale prices at Chicago for pork bellies. Instead, the price of pork 
bellies at Chicago was used directly in all equations. Chicago is fue single most important cash market for pork bellies, 
and its cash quotations are probably the most closely related to futures quotations. 

The Demand-for-Storage Relation 

The carrying-charge structure of the futures market may be the most important factor in determining the demand 
for storage of :lI1y given commodity if such a markr~t exists in adequate volume. If the more distant futures are above 
nearby futures or the cash market enough to more than cover storage cost, storers can buy the cash commodity, sell a 
corresponding quantity of futures, and fuereby lock-in a storage profit regardless of what later happens to the price 
level. Thus, carrying-charge markets encourage storage, while partially or fully inverted markets discourage storage. This 
relation is behavioristic; it can account for the amount of storage, given the structure. But this relation cannot be used 
to measure the influence of storage demand on the overall price level as, in a sense, the relation is independent of the 
price level. 

Attempts to measure the influence of storage demand on prices for agricultural commodities have not been par­
ticularly successful. Such equations for all pork have been included in a number of models; the relevant studies are dis­
cussed briefly here. Harlow UJ) expressed end-of-quarter storage as a function of four lagged variables: (I) pork pro­
duction, (2) beginning stocks, (3) deflated retail price, and (4) mean temperature for the precedling quarter in relation 
to that for the year. tUl except temperature had a positive effect on storage. The fact that high prices tended to increase 
storage suggests that Harlow's function may have reflected the effect of price on consumption. If consumption is re­
duced, storage would increase for any given beginning supply. Alfuough these .variables explained 91 percent of the var­
iation in stocks over the period of fit, poor forecasts of storage were given by the model over the eight quarters that fol­
lowed this period. Fuller and Ladd C!Q) used a Nerlove-type expectationaJ equation for production of both beef and 
pork. The four lagged variables plus the difference between spring and fail hog farrowing represl~nted factors that affect 
fue storage of ail pork. Fall farrowings were used only in fue first and fourth quarters. Price variables were not consid­
ered. Including expectational variables alone with respect to production does not appear sound because the trade has 
access to likely hog production from Hogs and Pigs as well as similar data bearing on fed-beef production. Fuller and 
Ladd did not show forecasts for their model. Maki (!§) included an equation to predict year-to-year changes in end-of­
quarter 3torage holdings of pork. Causal variables were year-to-year changes in fue following variables: (1) Ending stocks 
for the preceding quarter, (2) commercial production of pork for fue current quarter, (3) average wholesale prices of 
pork during tlle preceding quarter, (4) a time trend, and (5) a dummy variable to designate fue quarter. These variables 

• A Counter argument is that well-to-do consumers arc more concerned with balanced caloric consumption and hence may eat less 
bacon.. To test this theory explicitly, analyses should have been run with all price and income variables on a deflated basis. As handled in 
this bulletin, income entcred all price-consumption relations with a positive coefficient that was highly significant statistically. Thus, it 
seemcd reasonable to require that income variables also enter with positive coefficients in the first round and storage relations. 
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explained 82 percent of the variation in stocks over the period of fit. Price forecasts from the models were made for 
eight quarters ahead. Maki Qi, p. 632) commented: "Live hog and wholesale pork prices were predicted with less ac­
curacy than beef and cattle prices; partly as a result of pork storage operations that were not adequately explained by 
changes in the quan tities of beef and pork". Crom 0 expressed ending stocks of pork as a function of price of pork, 
prices for two alternative grades of beef, supply available for consumption of pork, a time trend, and a »et of 0-1 vari­
ables relating to the quarter involved. Both pork price and consumption had positive coefficients. Hayenga and Hack­
lander Ql) considered that changes in stocks of pork during each month are associated with the current price of hogs, 
commercial slaughter of hogs to be handled per workday during the month, and the beginning level of stocks. Dummy 
variables were used to specify the month. The equation was estimated by two·stage least squares. Pork price and begin­
ning stocks each had a negative regression coefficient in affecting the in-movement. Coefficients for the dummy vari­
ables were negative from June through December; the largest negatives were in August anci September. Myers, 
Havlicek, and Henderson (!1) treated beginning stocks for each month as part of the supply of pork but do not include 
a prediction equation for stock as such. Instead, they estimated supply and consumption of pork by two different equa­
tions and treated end·of-month stocks as a residual. None of these approaches to the measurement of storage demand 
appeared entirely satisfactory. Hence, a different procedure was used in the models in tllis report. 

In our initial formulation, desired end·of-quarter stocks were assumed to depend clliefly on the difference be­
tween expected production and expected consumption for each of two quarters ahead. Stocks were assumed to accum­
ulate mainly because storage profits were expected. As stocks normally are not carried from one marketing year to the 
next, starers would look less far ahead at some point within tile marketing year. It was decided to let results of the sta­
tistical fit determine tile storers' time horizon rather than to attempt to determine what this horizon would be. Expec­
tations for production were assumed to reflect knowledge about the share of the pig crop that would be marketed in 
each quarter based on published information in the quarterly Pig Crop or Hogs and Pigs. Expectations for consumption 
were assumed to depend on expectations concerning consumer income based on a projection of recent trends and prices. 
Price adjustments were assumed to be based on a Nerlove-type formulation discussed subsequently. This formulation 
makes no assumption about how expectations are derived initially. 

The Supply-Demand Identity 

A complete structural model for supply and demand requires as many equations as endogenous variables. Price, 
consumption, and end-of-quarter stocks are predicted. Hence, three equations are necessary. One equation used is the 
identity labeled earlier as equation (1). Price must be held at a level that maintains this identity. 

Variables and Initial Equations 

The initial equations are shown below. In these and subsequent equations, t relates to the current quarter, t-l 
to the preceding quarter, and t+l to the following quarter. 

Ct + St+ 1 = Qt + St 	 (1) 

Ct =f(P t, It, E t ) 	 (2) 

* * * * St+1 =f(Ct+1 -Qt+1, Ct+2 -Qt+2)· 	 (3) 

Variables WiU1 an asterisk represent expectations by persons in the trade who determine storage policy. St+1 equals 
storage at ti1e end of the current quarter. 

In the equations: 

Qt - Estimated production (million pounds) of pork bellies during the quarter. 

St - Cold·storage stocks (million pounds) of bellies, first of quarter. 


- Derived consumption (million pounds) of bellies during the quarter. 
Ct 
P	 - Average wholesale price (cents per pound) at Chicago for 12-14 pound fresh or FFA bellies for the quarter.t 
It 	 - Disposable personal income (billion dollars) for the quarter at seasonally adjusted annual rates. 


- Civilian consumption (billion) of shell eggs for the quarter. 
Et 

Derivation of the Storage Equation 

Data l.1quired for equation (3) do not exist because they relate to expectations, in this case, by persons who de­

termine storage policy. Thus, the figures must be estimated or derived. 
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* * 
As discussed in previous sections, Qt+ I and Qt+2 are assumed to depend chiefly on actual or expected pig crops 
that will be marketed in the respective quarters based on information in the latest Hogs and Pigs. The relation can be ex­
pressed as follows: 

* Qt+l =f(F t_ 1 X L t- 1 ) (4) 

F t = Million head of sows farrowed during the quarter. 

= Estimated number of pigs saved per litter during the quarter. 
Lt 

Approximately 6 months are required from the time when pigs are born (farrowed) until they reach a marketable 
weight of 200-240 pounds. 

A later section of this report discusses a set of five equations for each quarter that together predict Q for up to 
two quarters ahead from information in quarterly issues ofHogs and Pigs. This set was used to estimate Qt in equation 
(1) when the models were used to predict expected levels for cash and futures prices. For equation (3), however, the re­
lations implieo by equation (4) are considered adequate in measuring basic factors that affect storage policy. Variation 
in the size of the pig crops is the major factor affecting total hog slaughter in any given quarter. 

Each Hogs and Pigs gives data on previous pig crops that relate to Qt ann Qt+ I and on F t, which affects Qt+2. 
These variables essentially are known, since sows that are to farrow in the current quarter must have been bred before 
that quarter. The number of pigs saved per litter for the current quarter, however, depends partly on weather conditions 
at the time of farrowing. Each quarterly issue shows a projected L for the current 6-month period for the Unitedt 
States, based on trend projections for each State weighted by sows that are to farrow. In the data set for this study, the 

*projecte*d L t was adjusted to a quarterly basis and designated as Lt. This variable was used with F in equation (4) tot 
obtain Qt+2. Certain complications exist in using data from Hogs and Pigs because farrowings in the March and Septem­
ber issues relate only to the 10 major Corn Belt States, whereas U.S. totals are needed. These problems and their solu­
tions are discussed in the Appendix. 

Concerning Ct+ 1 ;md C1+2 , persons who made storage policy would probably allow for expected consumer in­
comes and prices of bacon or pork bellies in these future periods. The assumption was made that persons storing bellies 
probably would not consider future egg supplies or prices. The equation for expected consumption is: 

(5) 

Forecasts of consumer income are available from various sources, such as the Wharton Schoul of Finance and 
Commerce a t the Universi ty of Pennsylvania (see ~, based on large-scale econometric models of the general economy. 
However, the Wharton forecasts have been available only since 1963. For the pork belly model, we assumed that storers 
would know the likely level of disposable personal income for the current quarter and would project based on the most 
recent quarter-to-quarter change. This relation can be expressed as: 

(6) 

where: 

~It =It - 't-1 . 

Over the period of fit, ~'t was negative in one quarter and the amount was negligible. Thus, projecting an upward trend 
based on the most recent slope would be fairly reasonable, unless a better method could be devised. 

Equation (3a) allows for the substitutions discussed up to this point in relation to equation (3): 

*' * St+1 =f(Pt+I,It+I,Ft_1 X Lt_ l , 
(3a) .. * * 

P1+'2, 't+2, F t X Lt)· 

* * * 't+ I and 't+2 would be highly correlated over the period of fit. For this reason, It+ I and ~It were used instead. (Actu­
aUy these also were higllly correlated; in many anal~ses, only' one came into the model with signs that were consistent 
,vith economic expectations.) As discussed below, "Pt+ 1 and Pt+2 each reflected the basic bullishness or bearishness of 
the current price level, based on a Nerlove-type estimation procedure. For this reason, Pt+2 was omitted. Equation (3a) 
thus became: 

(3b) 
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All variables except P * t+ I could be derived from existing data. 
The Nerlove approach was developed initially to study changes in crop acreage @). Producers were assumed to 

base planting decisions on expectations of prices at time of harvest. Obviously, no data were available for these expecta­
tions. However, Nerlove's method provides for estimating supply relationships from existing data on prices and previous 
acreage response (see also 1.2). 

The follOwing equation represents the heart of the Nerlove approach when applied to price expectations: 

Pt - Pt- I = (30\-1 - Pt-I)' (7) 

According to the equation, decisionmakers adjust their expectations in proportion to the error that they made in the 
most recent period. Confirmation of this behavior can be found in observations of farmers' reactions to price-support 
programs for grains when prices for some unforeseen reason, such as the 1970 corn blight, deviate widely from previous 
levels. Persons who make decisions about meat storage policy probably adjust their expectations in a similar way. As­
sumptions are not needed about how expectations were obtained initially since the models are concerned with changes 
in expectations. 

The follOwing algebraic derivation was needed to use equation (7) with equation (3b): 
1. Equation (3b) was rewritten in the linear form 

,. * 
St+ 1 = a + b 1 P t+ 1 + b2 I t+ 1 

* (3c)
+ b3~lt + b4(Ft- l X Lt- I) + bs(Ft X L t) 

* =bIPt+1 + °t+1 

where: 
* * 0t+1 =a+b21t+ 1 +b3Mt+b4(Ft_1 X Lt_I)+bs(FtX Lt)· 

2. Equation (3c) was lagged by one time period to get 

and was rewritten as 

so that 

(8) 

3. Equation (7) was rewritten as 

* and equation (8) was substituted for Pt- I to get 

* 1
Pt = {3Pt- 1 + (1 - (3) b;'(St-1 - 0t-I)' 

4. Equation (8) was moved ahead one time period and rewritten to simplify the coefficients, giving 

* (9)Pt+1 =BIPt+B2St+B3IIt· 

5. Equation (9) was substituted in equation (3c), giving 

St+ I = b I (B I P t + B2 St + B3 0t) + 0t+ I . 

This result can be rewritten as an implied linear function: 

* * * * St+1 = f(Pt> St' It> ~lt_I' Ft- 2 X Lt- 2 , Ft- I X Lt- I , I t+1' ~It> Ft- I X Lt- I , Ft X Lt)· 
* Some of the variables on the right of the prevoius equation would be highly correlated. It+ 1 *and ~It were chosen 

to represent all of the income variables. Ft-I X Lt_ 1 was assumed to represent itself and Ft-I X Lt_ 1 adequately. 
Hence, the initial formulation chosen for the statistical fit was: 

(3d) 

This equation plus equations (1) and (2) constituted the basic model in this bulletin. All were written in linear form. 
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In the past, the Nerlove formulation has been used chiefly with models based on annual data. Or it has been used 
for quarterly models that assumed one regression coefficient for all quarters and an intercept that shifted based on use 
of dummy variables. For the equations developed in this bulletin, the b's involved in equation (3c) were presumed to be 
differen t in each quarter. Thus, the b 1 involved When equation (3c) is lagged by one time period, as in step 2 of the alge­
braic derivation, might be different than when the equation is not lagged. Theoretically, either of two effects might be 
invQlved: (1) The Nerlove approach might be unusable; or (2) the approach might be usable for forecasting but nor for 
deriving the structural coefficients, such as the (3 in equation (7). Because major emphasis here was placed on a model 
that would give good forecasts, we adopted a trial-and-error method, starting with lhe Nerlove approach. Signs for many 
of the coefficients, including all but one for variables known to be important in the models based on total data, were 
consistent with economic expectations. Also, the models gave good forecasts both in and outside the period of fit. Thus, 
the chief effect was assumed to be of the second type. In the models based partly on per capita data, signs of coeffi­
cients for all dominant variables are consistent with economic exoectations. 

Methods Used in Fitting Equations 

Alternative Methods of Fit 

Many of the previously discussed models that involve simultaneous relations for the beef and pork economies 
were formulated so that they could be fitted statistically by a recursive approach involving multiple regression analysis 
based On ordinary least squares (OlS). Essentj.ally all electronic computers in research have programs for such analysis. 
Also. the work can be done on desk calculators through well-known procedures. Two problems exist with the recursive 
approach: (I) Some models cannot be formulated in tlus way and (2) Recursive models nomlally are not efficient sta­
tistically. 

In 1954, Theil ~) published a procedure referred to as "two-rounds estimates." In 1957, Basmann Q) proposed 
methods which now are called two-stage least squares (2-SLS). Wallace and Judge ~ in 1958 showed that these two 
methods are mathematically equivalent. The 2·SLS approach described by Basmann is the one chiefly used now for sys­
tems of equations because it can be handled on a computer by two successive runs based on OLS. The metl10d is as fol­
lows: In equations \vith Inere than one endogenous or simultaneously determined variable, (2) and (3d), for example, 
each of these variables on the rig.ht of the equality sign is treated as a function of all or selected predetermined variables 
from the entire model. These equations are filled by OlS. Calculated values (purged of their endogeneity) are substi­
tuted in the initial structural equation for these endogenous variables and the equations are fitted statistically by OLS. 
Coefficients obtained from U1C second round are statistically consistent and as efficient for large samples as any others 
based on the same amount of information. Some of the previously discussed livestock models were fitted by 2-SLS. 

In 1962, Zellner and TIleil ® published a procedure known as three-stage least squares (3-SLS). In tl1is method, 
the residuals frol11 equations fitted by 2-SLS are used to estimate the joint covariance matrix of the disturbances of the 
several simultaneously determined equations in Ule model. The equations are refitted using this information. Coefi­
cients obtained are statistically consistent and, at least for large samples, are more efficient than for 2-SLS because more 
information is used in obtaining Ulem. A computer program based on this approach was prepared by Stroud, Zellner, and 
Chau in 1963 and revised by Thornber and Zellner in 1965 @' USDA modified the program for use on an IBM 360/50 
and tapes of the program are available. 

Tn 1967, Cragg (:!) published results of a comprehensive study which used tl1e Monte Carlo approach to appraise 
the relative merits of various fitting procedures when small samples were used and various types of specification errors 
existed. Although no method was found uniformly best, he concluded that the 3-SLS and full-information, maximum­
likelihood approaches were best, on the average, followed closely by the 2-SLS and limited-information, maximum­
likelihood metl1ods. OLS usually came out poorly when simultaneous relations were involved. Full-infomlation proce­
dures are exceedingly difficult on the computer; only large-scale machines can be used (see Foote and Eisenpress, J). 

Given a computer program for 3-SlS, we believe that this procedure should be used initially for most models. 
Time required to fit a model of the type used in this study was only about 5 seconds for one period within the central 
pr<x:essing unit of the IBM 360/50 at. Texas Tech University. The printout showed results for the first-round equa­
tions and also those for 2-SLS and 3-SlS. However, the method has been rarely used in applied published research to 
date. 

First-Round Equations for 3-SLS as a Forecasting Tool 

TIle first-round equations in 2-SLS and 3-SLS are estimated as an intermediate step in obtaining consistent and ef­
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ficient estimates of the coefficients on the structural equations. However, models of the sort developed here frequently 
allocate supply into alternative uses (in this case, Ql + St into Ct and St+ t) with reasonable accuracy, but are poor as 
price indicators. Thus, it appeared desirable to compare price estimates and predictions from the first-round equations 
with those from the model because the first-round equations treated price as a dependent variable. If sufficient observa­
tions are available, the first-round equations n0n11ally contain all predetermined variables in the model; no attention is 
paid as to whether these variables come in with signs that are consistent with economic expectations. If the first-round 
equations are to be used as a potential forecasting tool, however, variables whose coefficients carry signs that are not 
consistent with economic theory should be dropped, particularly if their inclusion in the model is questionable. (See the 
next. section.) Dropping such variables should not interfere with the subsequent use of calculated values from Ulese equa­
tions in 2-SLS and 3-SLS because the sole purpose of the first round is to provide reasonably good substitutes for cer­
tain endogenous variables that are purged of their endogeneity. In fact, given problems of multicollinearity in small sam­
ples, this procedure may well improve the accuracy of the succeeding two rounds. 

For both the quarterly and monthly modc1s, price predictions from the best of the first-round equations over the 
period of fit were somewha,; better than rrom the best of the reduced-form equations derived from the models (see 
tables 4, 5, and 13). Reduced-form equations from the quarterly models did betler over the most recent price cycJ~ 
(table 6). 

Myers, Havlicek, and Henderson CQ) also used !1rst-round equations as a prediction tool. Their results were com­
pared with those from models fitted by 2-SLS. However, these economists essentially employed a recursive approach 
rather than a matrix solution of the full system or equations as was done in the mod~ls we used. They concluded: "For 
nvc of the endogenous variables the structural equations predicted a greater number of correct changes than the first 
stage equations, while for pork supply and pork demand both sets of equations predicted the same number of correct 
changes" ill, p. 2). These predictions covered an IS-month period outside the period of fit. 

Dropping Variables with Coefficients Having Signs Contrary to Economic Expectations 

In most economic analyses, some variables are known to be important and others are of questionable value. In 
equation (2), for cxample, economic theory said that the coefficient on Pt should be negative and the coefficient on It 
should probably be positive. If Et were important, the coefficient should be positive, but advance knowledge did not 
verify El's importance. A rule of thumb has developed that if a questionable variable like E comes in with a sign con­t 
sistent with economic expectations, it is kept in the analysis; if the sign is contrary, the variable is dropped.5 A similar 
situation prevailed ror the equation on storage but il was more complex because more variables were involved, some of 
which were highly correlated. Within the correlated groups, chances were good that only one or two would come in 
with correct signs. Also knowledge was not available as to how far storers look ahead. Again, the rule was adopted that 
if variables not known to be important came in with signs that were expected, they were kept; otherwise, they were 
dropped_ 

TI1C following rules were used in succession to derive the final equations. The comments relate to the initial for­
mulation of the model based on equations (I), (2), and (3d). 

I. and Ule income variables, except in equation (2), were considered first. Any with negative signs were Et 
dropped. In the analyses based on total data, E was positive only for equations relating to the July-September quarter. t 
In most parts of the year, egg supplies are ample_ Hot weather at times results in low production and high prices for eggs 
in JUly-September. Apparently, only when egg prices are extremely high do U1ey exert a significant effect on consump­
tion of bacon. However, when egg consumption was included as a variable in July-September, all income variables came 
in with negative signs in the first-round equation and the equation for St+ t. (t had the expected positive sign in equa­
tion (2) an'd hence entered the reduced-form equation for price. As income was believed to be the more important.vari­
able, eggs were dropped from equation (3). When Et was omitted from the model for the July-September quarter, It+l 

and ~It both Came into equation (3d) with positive coefficients, and It and Alt both came into the !1rst-round equation. 
However, calculated prices from the first-round equations were considerably more accurate for the July-September 

5 Another possibility would be to include the variable with a coefficient consistent with economic theory but of a magnitude that 
makes its effect small over the period of fit. 

For somc models, it is impossible to determine thc signs in the reduced-form equations that would be consistent with specified 
signs in the structural equations. Had this fact been true for the models presented here, the procedure of specifying in advance the signs 
in the flfst-round equations could not bejustified. 
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quarter when Et was retained and the income variables were dropped. Hence, equations and results for*this quarter are 
shown [rom both sets of analyses. In all other quarters, E t was dropped because o[ a negative sign and It+ 1 or ~It came 
into equation (3d) with positive signs. It or ~lt, or both, came into the first-round equation with the expected sign. For 
aU quarters and formulations, It entered equation (:;) with a positive sign. Had the sign It been negative, reformulation 
of the models probably would have been required. 

When quantitative variables in equation (:;) were expressed in per capita terms, both Et and one or more income 
variables came into the first round and equation (2) with the expected positive signs, and income variables also entered 
equation (3d) with positive signs. However, the coefficient on E in equation (2) differed significantly from zero only in t 
the July-September quarter. * 

2. (Ft_ X Lt- t ) and (Ft X Lt ) in equation (3d) and the first round were considered next. When coefficients 1 

were positive, these variables were dropped. Their retention implied that storage policymakers or persons determining 
price, or both, consider the number of hogs that will be marketed beyond the current quarter. For models based on 
total data, (F t'-I X Lt~l)' which relates to marketable supplies of hogs one quarter 'lhead, was retained in the first­
round equations for the first, third, and fourth quarters ofthe calendar year. (F t X Lt), relating to marketable supplies 
of hogs two quarters ahead, was retained in the first round for the tilird and fourth quarters. In equation (3d), however, 
these variables were r<!tained only in the first quarter. Such results imply that,tilese factors had a measurable effect in 
determining prices, but that the storage equation was not sensitive enough to isolate their effect, if any, on the quantity 
stored, Different results were obtained when equation (2) was run in per capita ternlS. These results are discussed later. 

3. (Ft-2 X Lt- 2 ), which relates to marketable supplies of hogs for the current quarter, and St were required to 
have negative coefficients in the first·round equations. They did for all final formulations. Had they not, with the pos­
sible exception of St in the October-December quarter, reformulation would have been required. When variables for the 
first-round equations were chosen initially, a decision was made to let (F X Lt- 2) represent itself and Qt. To the ex­t - 2 

ten t that weights per head, retention of gilts for breeding, or slaughter of sows depend on current price, Qt is partially 
endogl!l1ouS, whereas (Ft"2 X Lt- 2 ) is fully predetermined. As discussed in 0, the endogenous inf1uences appear to be 
minor. However, sillce (F - X Lt_ 2) and Qt could not both be included in the first-round equations because of prob­t 2 

lems of mlllticollinea~ty, (F t- X L t- 2 ) appeared to be the better choice.2 

4. Pt (or really PL) was required to have a negative coefficient in equations (2) and (3d) for the 3-SLS fits. TIle co­
efficient was negnlive for all final equations but not for some intermediate steps. Actually, P t was never dropped. Major 
reformulation of n model would have been required had price come into either of these equations with a positive sign in 
the final stages of the ntling process. 

5. No sign was specified for (F t- 2 X Lt- 2 ) or for St in the 3-SLS fits. Sl came into the algebraically derived re­
duced-form equations for price (see next section) in two ways: as a part of equation (1) and as a part of equation (3d). 
TIle net effect on price was negative in all but the fourth quarter for models based on total data and in all quarters for 
models. based on per capita data. Beginning stocks were negligible in relation to total supply in the fourth quarter. Qt, 
which was measured in pounds and came into the reduced-form equation for price througll equation (J), was approxi­
mately 25 times its cOllnterpart (Ft- 2 X L - 2 ). which was. measured in numbers of animals and came in through equa­t 
tion (3d). Each barrow or gilt marketed contained two bellies, typically weighing 10-14 pounds apiece. Opposite signs 
were given for these variables in the reduced-form equations for price in some quarters. There, tile larger effect was 
given by the uniformly negative coefficient on Qt after the relative size of the variables was allowed for. 

This set of procedures resulted in retaining some variables in the first-round equations that were not in the final 
struclnral equations. In other words, the direct effect of these variables on price was measurable, but their effect on other 
endogenous variables was not. Except for eggs, discrepancies chief1y involved the storage relation. TIlis relation proba­
bly is the weakest in the model, and many potential variables (hence, few degrees of freedom) were involved. Monte 
Carlo slurlies or other types of experimentation would be highly desirable methods to use in handling 3-SLS equations 
for forecasting., when working with small samples and many highly correlated predetermined variables. 

II should be noted that the several runs throUgll the computer all were made before testing how close calculated 
values were to actual values for the three variables simultaneously determined by the model. Only after each model had 
been finalized were computed values obtained. Also, the models were tested for years both in and foIlowinB thos0 in­
cluded in tile data set used for fitting. In assessing relative merits of the alternative models, largest weight should be 
placed on indicated forecasting accuracy for quarters outside the period of fit. For these models and equations, such in­
formation was limited, and stock data for some such periods were morc than double any included in the model. Hence, 
chief reliance Was placed on forecasts within the period of fit. 
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Equations to Obtain Calculated Values for the Simultaneously Determined Variables From the Structural Models 

After the structural equations, such as equations (2) and (3d), have been fitted by appropriate statistical means (in 
this report by 3-SlS), the so-called reduced-fonn equations can be derived by matrix or ordinary algebra. These latter 
equations can be used to obtain calculated values of the simultaneously determined variab.les that meet all specifications 
of the model. Because a complete model has as many equations as simultaneously determined variables, a unique calcu­
lated data set is obtained for each period for which basic data are available. 

We can consider the structural equations as initially formulated based on total data. As shown below these are re­
written with the simultaneously determined variables grouped in separate columns on UlC left and all equations expressed 
in linear fonn: 

Ct+St+ 1 ==Qt+St=A I (I) 
CI -b2l Pt = a2 + b22 It + b23 Et = A2 (2) 

* SI+I - bJI Pt 	= aJ + bJ2 St + bJ3 lt+1 
+b 34 11lt +b 3S (F t- 2 X It-2) 

* + b36 (F t-t X It-t) + b37 (F t X Lt) = A3 • 	 (3d) 

If desired, this system of equations can be rewritten in the following matrix form: 

(10)~ =~21) (~:+I\ = (~~)
b31 PI ') A3 

or 
CX=A. (lOa) 

The ma trix soil! tion 

X=C-iA (lOb) 

provides the desired vector of calculated values for any given period if actual values for the variables detennined outside 
the model are substituted as required to obtain specific values for the elements of the A nctor for that period. 

At times, a direct algebraic solution is preferred. When equations (2) and (3d) are subtracted from equation (1), 
the following equation for Pt is obtained: 

(11) 

When the calculated value of Pt fron.1 equation (II) is substituted for Pt in equations (2) and (3d) for each period and 
specific values for the A's for each period also are entered, calcula ted values for Ct and St+ 1 result that are consistent 
with equation (I). Equa tion (11) for i\, as derived from the structural models, is called the reduced-form equation for 
Pt in the remainder of this report. 

Estimated Equations 

Consumption Expressed in Total Terms 

As discussed previously, the models were first fitted based on the consumption-price relation shown in equation 
(2). A later fit involved expressing all of the quantitative variables in that relation in per capita terms. In theory, ana­
lyses .run in per capita terms have certain advantages. Also, it was found that when based on total data, Ule separate ef­
fects of income and egg consumption on consumption of pork bellies were difficult to isolate because of correlated 
trends. Expressing both series in per capita terms was done to reduce the correlation and this reduction did occur. 

TIle estimated structural equations based on tolal data obtained from the 3-SlS computer printouts are shown 
below. Also shown are the reduced form and first-round equations for price. Multiple coefficients of detemlination 
(R2) are included for the first-round equations as Ulese were fitted by OlS. Theil's U2 inequality coefficient, somewhat 
comparable with (I-R2), is discussed in a subsequent section. This coefficient was calculated for values both from the 
first-round equations and from the models. The number shown in parentheses below each coefficient is its standard 
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error. These errors are not available for the reduced-form equations relating to Pt. Coefficients for the Durbin·Watson 
test of serial correlation in the residuals are not given because this test would apply only to the first-round equations 
and only approximately as lagged values of endogenous variables are involved. 

. Estimated Structural Equations for January-March 

Identity 
~ A 

Ct == Qt + St - St+ I 

3-SLS for Ct and St+ 1 
~ 	 A 

C1 == 510.1 + .3225 It -4.504 Pt. 

(14.2) (.0243) (0412) 

SI+I = 285.4 + .04359 St + 2.802 ~ll + 6.908(Ft_2 X Lt- 2 ) 

(93.0) (.27760) (1.l47) (4.489) 

* ~ - 10.94(Ft_ 1 X Lt- I) - 3.035(Ft X Lt)-2.922 Pt 
(4.01) (1.537) (.852) 

Estimated Structural Equations for April-June 

Identity 
~ ~ 

Ct =Qt + St -St+1 

3-SLS for Ct and St+ 1 
~ 	 A 

=560.9 + .2378 It - 4.203 PtCt 

(4.7) (008!) (.158) 
A * 	 ~ 
St+1 = 3318 - 2.123 St + 1.561 It+ 1 -127.3(F t_ 2 X Lt - 2 ) - 37.37 Pt 

(2912)(2.377) (1.329) (114.0) (31.67) 

Estimated Structural Equations for July-September 

Identity 
~ A 

Ct =Qt + St -SI+l 


3-SLS for Ct and St+ I with Et excluded 

~ 	 A 

Ct =585.2 + .3363 It - 4.967 P t 


(lO.8) (.0168) (.292) 


A * 
S(+1 ==.5] + .1522 St + .02082 ~It + .00050071 1+1 + ,4800(F t - 2 X Lt - 2)- .2435 PI 

(8.10) (.:364) (.61680) (.0104900) (1.7320) (1.0770) 


3-SLS for Ct and St+ 1 with E[ included in first round and tested in the consumption equation 


<\ == 582.4 + .3442 It - 4.991 PI 

(to.7) (.0171) (.293) 


SI+I =-11.17 + .1864 St + .7252(Ft_ 2 X Lt- 2 )- .1055 PI 

(28.07) (.0797) 	 (.8058) (.2850) 
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Estimated Structural Equations for October-December 


Identity 

A A 

Ct = Qt + St - St+ 1 


3-SLS for Ct and St+1 

A A 

= 562.5 + .2899 It - 4.733 P t Ct 

(11.3) (.0192) (.365) 

St+ 1 = - 25.33 + 1.115 St + 2.011 ~It + 2.438(Ft_ X L - ) - .9459 Pt­2 t 2 

(106.50) (.595) (.855) (2.463) (.9516) 

Reduced-Form Equations for Price Derived fwm 3-SLS Equations 

Janualy-March 


Pt = 107.12 - .1288 St + .043431 t + .3773 ~It + .9302(F _ X L - )

t 2 t 2 

* - 1.473(Fl-t X Lt_ l ) - .4087(Ft X Lt) - .1347 Qt 

April-June 


A * 
1\ = 93.31 - .07513 St + .005720 It + .03755 I t+1 - 3.062(F t_ 2 X Lt- 2

) - .02406 Qt 

July-September with Et excluded 
A * 
Pt = 112.40 - .1627 St + .06454 It + .000096 I t+1 + .005412 ~It 

+.092II(Ft_z X Lt-z)-.1919Qt 

July-September with Et permitted to enter 

PI := 112.07 - .1596 St + .06753 It + .1423(Ft_2 X Lt- 2 
) - .1962 Qt 

October-December 

PI =94.60 + .02025 St + .05105 It + .3541 ~lt + .4293(Ft-z X Lt-z) - .1761 Qt 

First-Round Equations for Price 

January-March 

Pt = 95.49 - .1910 St + .04467 It + .2461 ~lt -1.253(Ft_ 2 X Lt- 2 
) -2.504(Fl-t X L _ l )

t 

(3.60)(.0212) (.00415) (.1110) (.438) (.467) 

R2 = .986 

April-June 

i\ = 9i.47 -.07129 St + .04355 I -3.610{F t- y. Lt- )t 2 2 

(5.21) (.01972) (.00454 (.347) 
R2 = .954 

July-September with 'Wt excluded 

P =92.48 - .2423 St + .0120511 + .1676 ~Itt 

(16.93) (.0326) (.0 I 089) (.3153) 

•,4256(Ft_2 X Lt_2 )-.4644(Ft-t X Lt-t)-1.012(F X L )
t t

(.8991) (.5154) (.829) 

R2 = .923 
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July-September with E includedt 

Pt =32.66 - .2328 St .- .9694(F t _ 2 X Lt -2 ) - .81 OI(F X L - 1)H t 

(21.43) (.0217) (.6608) (.2777) 

.. 
- .7129(F t X Lt) + 5.920 Et 

(.4193) (1.520) 

October-December 

Pt = IlLS - .4213 St + .03025 It - 1.316(F t _ 2 X Lt- 2 ) 

(9.2) (.0890) (.00931) (.346) 

* -.2759{Ft_ 1 X Lt-l)-2.169(F X Lat 

(1.1 080) (1.196) 

Results for the July-September quarter with and without E arc shown. When E was permitted to enter, it camet t 
into the first-round equation with an acceptable positive sign and hence was initially retained. However, all variables re­
lating to income 1~'lIlle ill with negative signs in the first round and also the storage relation and were dropped. As in­
come was considered an important variable, analyses were rerun omitting E from the model. When Et was included, t 
tile sign in equation (2) was negative. Thus, E was dropped from tilis equation in all formulations. For other quarters,t 

Et entered in all equations only with a negative sign and was dropped. When all quantitative data in equation (2) were 
expressed in per capita terms, both income and egg consumption entered all equations with the expected positive signs. 
111cse equations are presented later. 

Estimates by 2-SLS arc not shown. [n all cases, the 2-SLS and 3-SLS coefficients for equation (2) were almost 
identical. Magnitudes of the coefficien ts differed substantially for equation (3d), but usually the signs were the same. 

The structural coefficients have been discussed in considerable detail already, and relative accuracy of forecasts 
from the ulternative equations are taken IIp later on. The only sign that was contrary to economic expectations for tile 
final models was that for St in the reduced-form equation for Pt in the October-December quarter. Stocks nomlally arf: 
at their marketing-year minimum at the beginning of this quarter and the magnitude of the coefficient is small. These 
analyses were not designed to measure price and income elasticity; hence, related calculations are not shown. 

Consumption and Related Variables Expressed in Per Capita Tenus 

When most demand studies were bused on single-equation analyses, data for consumption and personal income 
commonly were expressed in per capita terms. In the type of model we used, with an identity like equation ([) ex­
pressed in terms of totals, use of per capita data complicates the fitting process, Thus, the tendency exists to run the 
study initially in total terms. When we used totals, results of the first run suggested the desirability of an additional run 
in per capita terms. 

The complication involved in using per capita data arises because of the difficulty of handling a nonlinear endoge· 
nous variable, like per capita consumption, in the algebraic derivation of the reduced-form equations. Also, in deriving 
the statistical theory that underlies such models, an assumption is made that all simultaneously determined variables 
come into the equations in linear form. Klein (~, pp. 120-121) suggested tile following linear approximations for non­
linear variables: 

(12) 

(13) 

[n relation to equation (2), 't and Et arc predetermined. They can be expressed in per capita terms directly with 
no problem because they arc a part of the A-terms in the algebraically derived reduced-form equations. If N represents 
total population (millions) for the 48 States, the new desired dependent variable in equation (2) equals CtiNt. This 
variable was converted to a linear approximation by use of equation (13): 
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et == ~t +:t -(~\ Nt. 
Nl t Nt Nt Nt) 

In the fitting process for 3-SLS, equation (2) becomes: 

ItCt Et 
N"=a2 + b2l Pt +b22 N+ b23 N'". (2a) 

t. t t 

(The distinction between N and Nt is discussed later in this section.) The linear equivalent of Ct/N t is substituted for 
CtlNt in the 3-SLS fit of this equation. In the first-round equation, It/Nt is substituted for It, Et/N; is substituted for 
Et, and Nt normally would be used as an additional variable. The variable Nt should come into the first-round equation 
with a positive sign. However, Nt is so highly correlated with It over the period of fit that problems arise in measuring 
the positive effect of income on pric~ in this equation. Hence, Nt was dropped. Quantitative predetermined variables 
from equations (\) a~d (3d) enter th(~ first-round equation in total terms. 

In the algebraic solution for the reduced-form equation relating to P t , the initial equation (2) becomes: 

Ct Et(Ct ) It (Et )N -bllPt = a2 -=- + b22 N+ b23 -, + ~ Nt 
t Nt t Nt Nt 

(2b) 

~ AI -A;-A3Pt := -:::::----=----"­ (11 a)
Ntb21+b31 

I.n solvin!;; for Ct and St+ I' the computed P t can be substituted into the following to obtain Ct : 
- ~ , 

Ct=Ntb2IPt+A2· 

The resulting Ct, together with St+ I obtained from equation (3d), will satisfy equation (\). 
Et and It are shown in per capita terms in the original source material for these variables. Et relates to civilian con­

sumption and was divided by the population consuming civilian supplies to place it on a per capita basis. Notationally, 
this process is shown by using N; rather than Nt. Ct is based on production and stocks in the 48 States and includes mil­
itary consumption_ Thus, Nt was the appropriate denominator. It relates to 50 States and hence should have been di­
vided by total population for the:: 50 States. However, by error, it was computed as It/Nt. As this series would be almost 
perfectly correlated with the correct series, per capita income in the models was used in this form. The errOl, however, 
required computation of It/Nt for future use in the models and prevented direct use of personal disposable income per 
capita as published in various official. sources. Historic data on Nt and N~ for July J and January 1 are given in ~, p. 
3). Interpolations were made to obtain midquarter (and for later analyses, midmonth) estimates. Current monthly data 
relating to total population are shown in the Survey ofCurrent Business ~, p. S-13). 

The sensitivity of 3-SLS estimates to seemingly minor changes in the data is illustrated by the following example. 
lluee variables in equation (2) and two variables in the first-round equation were expressed in per capita rather than 
total terms. As a result, significant changes in variables that carne in with signs that were consistent with economic ex­
pectations were found, not only in these equations, but also in equation (3d) and hence in the reduced-form equation 
for price. 

As noted previously, Et/N; and It/Nt entered equation (2) with the expected positive signs in all quarters. 
EllN; and one or more variables relating to income also entered the first-round equations with positive signs, and one or 
more variables relating to income entered equation (3d) with positive signs in all quarters except April-June. The vari­
able relating to current marketable supplies (Ft- z X Lt - z) shows in these first-round anal¥ses the expected negative 
sign. Marketable supplies for both one and two quarters al1Cad, (F t- t X Lt- I ) and CFt X L ), show an effect for the t 
January-March and October-December periods, with (F X Lt_ l ) only coming in for the other two periods. In termst- I 

of storage policy. the marketable supplies for one quart.er ahead have a measurable effect in January-March. For July­
September and October·December, a measurable effect is shown for supplies projected to the distant quarter, but not 
for the nearby one. 
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As bef~m!, the equations obtained from the 3-SLS computer printouts or derived by algebra from these are shown 
below. A number in parenthcse below a coeft1cient is its standard error. These errors were available only for rhe fitted 
equations. The fitted equation treating the linearized value of Ct/Nt as dependent and the algebraic equivalent for which 

is written on the left of the equality sign are both shown.Ct 

Identity 

Ct 
3-SLS fOr Nand St+l 

t 

Derived for Ct 

ldentity 

Derived for Ct 

Identity 

Ct
3-SLS for Nand St+1 

t 

Estimated Structural Equations for January-March 

A A 

Ct=Qt+St-St+1 

Ct Yt ErA 

-= 3.045 + .0001399 -- .02349 P + .001133 N' 
Nt NI t 

t 


(.462) (.00003S3) (.00223) (.005086) 


St+1 = 1379 - 1.939 St -I- .4943 1;+1 +4.766 ~It - 11.05(F t_ X Lt- 2 )2 

(1836) (3.557) (.8790) (3.106) (27.42) 

- 38.9! (F t - I X Lt-I) - 14.121\ 

(47.79) (19.14) 

Estimated Structural Equations for April-June 

A A 

Ct = Qt +St -St+1 

Cr It E
N = 2.368 + .00007728 N - .02187 P 

A 

t + .01352 N't 

t t t 

(.237) (.00002560) (.00153) (.00289) 

St+ 1 = - 102.4 + .6683 St + 6.614(Ft_ X L 2 } - .1570 Pt2 t ­

(58.6)(.1559) (1.820) (.6453) 

Estimated Structural Equations for July-September 

A A 

Ct =Qt +St -St+1 
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Derived for Cl 

Iden ti ty 

Cl
3-SLS for -N and St+ 1 

1 t 

Derived for C t 

January-March 

April-June 

July-September 

C It ~ t Et 
Nt =2.116 + .0001980 Nt - .02605 P t + .01805 N; 

(.400) (.0000331) (.00176) (.00489) 

St+l =8.91 + .1345 St + .0047831(+1 + .8115(F t_2 X ~-2) 

(44.44) (.1233) (.013760) (1.0300) 

.5537(F t X L~)-.3200Pt· 


(1.2010) (.4843) 


Estimated Structural Equations for October-December 

Ct It EA 

N =3.170 + .00007841 'N- .02J 18 PI + .004189 ~ 
t t N~ 

(.393)(00003570) (.00191) (.004211) 

St+ 1 = 34.5 + .6453 St + .1249 Ii+ 1 + 2.712(F t-2 X Lt- 2 ) 

(152.7) (.6093) (.0470) (2.239) 

-4.206(Ft XL;) - 1.733 P 
(3.477) (1.312) 

A AIt Et
Ct =38.8 + .01487 'N-4.777 Pt + .7947 Nt + 2.965 Nt 

t t 

Reduced-Form Equations for Price Derived from 3-SLS Equations 

E 
+ .5955 N~ + .6572 Nt 

1 t 
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October-December 

First-Round Equations for Price 

January-March 

A It 
Pt = 84.41 - .1942 St + .01127 'N+ .1871 .!lIt -1.415(F _2 X L - 2)t t 

t 

(15.92) (.0306) (.00154) (.1349) (.510) 

*\ Et R2 = .984-2.276(F t _ X ~_1)-.1917(Ft X LtJ+ .09953 N'1 
t 

(.562) (.4487) (.21570) 

April-June 

A It 
= 60.72 - .7384 St + .01138 N- 3. 1 90(Ft_2 X Lt- 2)Pt 


t 


(12.56) (.01671) 	 (.00101) (.348) 
Et 

-.3510(Ft_ 1 =Lt_ l ) + .2972 N' 
t 

(.2715) (. I 359) 

July-Septcmber 

A It 
Pt = 29.80 - .2045 St + .004933 N+ .1724 .!lIt -1.601(Ft_2 X Lt- 2) 

t 

(11.91) (.0170) (.001230) (.1393) (.336) 

R2 =.976Et-1.020(Ft_ 1 X Lt_ I )+ .9574N­
t 

(.299) (.1624) 

October-December 

Pt = 63.36 - .2957 St + .0071471t Nt + .1716 .!lIt - 2.002(Ft_2 X ~-2) 
(14.00) (.0673) (.001823) (.1758) (.291) 

R2 = .969 

(.901) (1.0280) (.1762 

O>mputed Values and Forecasts From the Alternative Equations 

Calculated Values Over the Most Recent Price Cycle 

Prices of pork bellies historically have fluctuated widely. Dramatic moves occurred during January 1970-June 
1972. In monthly averages, cash prices at Chicago declined from 45.0 cents per pound in January 1970 to a low of22.0 
cents in January 1971. They remained low through most of 1971 but by January 1972 had reached 35.3 cents. The 
monthly averages reached their high of35.8 cents in June, but prices went up to the 38-centIevel by the end of June. Data 
used in fitting the equations ran through the first. quarter of 1971. Thus, part of the latest cycle was within the period 
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of fit and part was outside. Calculated and actual values from the quarterly nl.J.!els are shown in tables 2 and 3 for the 
first quarter in 1970 through the second quarter in 1972. Data from published sources issued through May 1972 were 
used in the calculations. Thus, calctilations for April·June 1972 partly represent a near·quartet prediction from the 
March 1972 flogs and Pigs. 

Table 2 contains actual and calculated quarterly average prices from first·round and reduced·form equations and 
from the two sets of analyses based on consumption in total and per capita terms. As discussed previously, for the anal· 
yses based on total data, E( entered with the e..xpected positive sign only in July·September and, when it did, variables 
relating to income entered with negative signs in all equations other than (2). As income was considered the more im· 
portant variable, equations based on total data for this quarter were rerun with E t arbitrarily excluded. Equations for 
both analyses arc shown on page 3. Calculated values and related coefficients for both are given later in the report. 

Table 3 shows actual and calculated valuQs for consumption and end·of·quarter stocks from the algebraic solution 
for the models fitted by 3·SLS for the same quarters as in table 2. Results from first·round equations are not presented. 
These equations were not computed because they were not needed for the 3·SLS fits. The calculated consumption and 
stock data satisfied equation (I) except for rounding errors of no more than 2 million pounds (about 1/4 of I percent, 
or less). 

Table 2-Pork bellies: Average cash prices for fresh or FFA, 12·14 pounds, at Chicago, actual and 
calculated by quarter, 1970·72 

Calculated P t when Ct was based on-

Total data Per capita data 

First- Reduced- First- Reduced-
Year and Actual 

round form round form 
quarter P t equation equation equation equation 

Cents per pound 
When E was permitted t 
to enter: 

1970; 
I 43.5 42.9 44.1 42.6 42.4 
II 41.0 43.0 ~2.9 42.8 39.5 
III 37.6 37.0 39.8 36.8 38.9 
IV 24.0 24.5 23.2 24.0 24.2 

1971 : 
I 23.1 25.3 26.2 24,8 , 24.3 

.' . 
II 23.3 27.1 26.7 28.7 22.5 
III 24.0 24.3 25.6 23'.9 23.1 
IV 25.7 16.5 31.5 20.6 29.7 

1972: 
I 34.4 29.8 ,31.9 30.3 29.4 
1I1 35.0 36.1 34.9 37.4 ; 24.6 

When Et was arbitrarily 
excluded: , .. ... " 

Third quarter: 
1970 37.6 36.7 39.9 - -
1971 24.0 22.1 23.5 ~ -

Note: - =not estimated. 

1 Calculated values based on data in (40, March 1972) and (31, May 1972). 
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Table 3-Pork bellies: Consumption and end-of-quarter stocks, actual and calculated, by quarter, 1970-72 

Consumption (Ct) Stocks (St+ 1) 

Year and Calculated when Ct Calculated when CtActual Actual 
quarter was based on - was based on-

Total I Per capita Total I Per capita 

Million poullds 
When Et was pennitted 
to enter: 

1970: 
I 
II 
III 
IV 

524 
553 
622 
633 

527 
544 
621 
656 

515 
552 
622 
639 

61 
67 
10 
76 

58 
76 
12 
54 

69 
68 
11 
70 

1971: 
I 
II 
III 
IV 

621 
629 
695 
638 

625 
625 
719 
632 

614 
636 
719 
623 

114 
139 
52 
86 

110 
143 

28 
91 

120 
132 
28 

101 

1972: 
I 
III 

582 
594 

613 
599 

600 
632 

108 
106 

79 
148 

91 
115 

Million pounds 

When Et was arbitrarily 
excluded: 

Third quarter: 
1970 622 621 - 10 11 ­
1971 695 720 - 52 27 -

Note: - =not estimated. 
I Calculated values based on data in (40, March 1972) and eli, May 1972). 

For the first three quarters of 1971, all models and equations predicted continued relatively low prices, and the 
simultaneous equation models predicted large consumption and stocks. Stocks resulting at the end of the third quarter 
were the largest on record for that date (prior to 1971), although they were much smaller than actual stocks. The struc­
ture of the futures market in the fall of 1971 permitted locking-in storage profits far above storage costs for those firms 
that could use these stocks in the spring of 1972. (Bellies placed in storage prior to December 1 are not deliverable on 
futures contracts for the follOwing year.) 

First-round equations predicted prices for the last quarter of 1971 that were too low; the models predicted prices 
that were too high. However, the models were correct with respect to the direction of price change in the cash market. 
Monthly average prices for the last half of 1971 reached a low of23.7 cents in September and advanced to 28.0 cents by 
December. They averaged 35.3 cents in January. For the first quarter of 1972, all equations were accurate for the cash 
market; all predictions for the quarter were below the average price for cash in January. Cash prices declined during the 
quarter, reaching a monthly average low of 33.4 cents in March. All equations except the reduced form based on per 
capita data predicted correctly for the second quarter of 1972. All were above the level of cash prices in March and 
April; the high for the quarter was 38 cents in mid-June. Examination of Theil inequality coefficients (discussed in, ~ 
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the next two sections) suggested that the model based on per capita data for the April-June quarter should not be 
used for forecasts because the price coefficients were nearly double those for the model based on total data_ In all 
other quarters, the models based on per capita data appeared to be preferable over those based on total data for use 
beyond the period of fit. Or, at least, they were nearly as reliable as models base~ on total data. Some first-round 
equations also appeared to be useful. 

Measures of Predictive Accuracy 

Theil discussed in detail statistical and economic criteria for the appraisal of forecasts (26, pp. 22-48). As he 
pointed out, in connection with the analysis of business cycles and similar phenomena, major interest may center on ac­
curate prediction of turning points because trends, once started, usually continue for some time in the same direction. 
In connection with commodity prices, on the other hand, we believe that major interest is centered on accurately pre­
dicting the magnitude of change from one period to another. For example, monthly average pork belly prices declined 
steadily from 42.6 cents per pound in July 1970 to 22.0 cents in January 1971. Given the developing supply situation 
for hogs, a decline was generally expected. The important consideration in July 1970 was the depth to which prices 
would fall. The key measurement appeared to be what part of the total change was predicted by the model. 

With respect to using the correlation coefficient to ~easure predictive accuracy, Theil said: "Its disadvantage is 
that perfect (positive) correlation does not imply perfect forecasting, but only the existence of an exact linear relation 
with positive slope between the individual predictions (Pi) and the actual values (Ai), 

Pi = a +{3Ai, {3 > 0, 

whereas perfect forecasting requires, in addition to this, a =0 and {3 = 1" (26, pp. 31-32). He proposed instead an in­
equality coefficient: 

(14) 

in which the positive root is used. In this formula, Pi relates to predicted changes and Ai to actual changes. The maxi­
mum value that UI can assume is unity and perfect forecasts give a value of zero. 

To avoid using Pi in the denominator, Theil proposed the follOwing modification, again based on the positive root 
C.:!:1, p. 28): 

L(Pi -Ai)2 
(15)

LA·2
1 

Perfect forecasts again give a value of zero. A value of unity indicates the same root mean square error as a naive no­
change prediction. If U2 > I, the forecasting procedure is performing less accurately than a naive no-change prediction. 
No upper limit exists for the v:l1ue of U;. 

As pOinted out by Myers, Havlicek, and Henderson, if Pj is the predicted level and Aj is the actual level, equation 
(15) converts to ill, pp. 25-26): 

L(Pj -Al 
(15a)

L(Aj ~ Aj - 1)2 • 

Thus, the coefficien t depends on the error of prediction in relation to the magnitude of the actual change. If the aver­
age square of the errors exceeds the average square of the actual changes, the coefficient is greater than unity. 

U1 appeared to be an ideal coefficient to measure the type of errors that are of interest in connection with com­
modity forecasts. Howevt:'r, because the change in actual values is used in the denominator, we had to decide what 
change to consider. For monthly or quarterly models, month-to-month or quarter-to-quarter changes are of greatest in­
terest. Howe:~'er, if strong seasonal movement~ are involved, as for stocks, a low U2 might occur merely because of the 
normal seasonal change. Also, at times, interest may center in a longer term prediction. For these reasons, the U2 coef~ 

6cients were computed in terms of period-to-period and year-to-year changes for each quarter or month. The numera­
tor for equation (l5a) was the same for both sets of changes, but the respective denominators differed. 
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Comparison of Resul'i's Based on Theil's U2 Coefficients 

Table 4 shows U'2 coefficients for all quarterly models considered, based on year.to-year comparisons. Quarter-to­
quarter data appear in table 5. These results, insofar as possible, cover the period of fit. Some forecasts for the earliest 
periods had to be ignored because t-1 values did not exist. Table 6 contains similar coefficients for each set of equa­
tions based on data for the 10 quarters within the most recent price cycle. Comparisons were quarter to quarter. 

In every case, the U2 coefficients were less than unity, indicating that calculated values from the model were bet­
ter than a no-change forecast. When data for the price-consumption equation were on a total basis, price predictions 
from the structural equations over the period of fit averaged better than those from the first-round equations in three 
out of the four quarters. When consumption was expressed. in per capita terms, price predictions from the structural 
equations were belter in two quarters. Inclusion or exclusion of egg consumption in the third quarter for equations 
based on total data had little effect on the U2 coefficients based on the modeL However, the arbitrary exclusion raised 
considerably the coefficient on price based on the first-round equation. In six. out of the eight price comparisons, U2 

coefficients were better when consumption was expressed in per capita rather than total terms. [n these price compari­
sons, first round were compared with first-round, and reduced form with reduced form, quarter by quarter. 

For the most recent price cycle, best results on price were given by the reduced-form equation for the model 
based on per capita data; next best came from the reduced-form equation for the model based on total data. In both 
models, first-round equations were poorer by a considerable margin. Consumption and stocks over the last price cycle 
were estimated more accurately from the models based on per capita data. 

MONTHLY MOLJELS THAT ARE COMPARABLE WITH QUARTERLY MODELS 

Variables Used in Initial Fits 

Variables used in initial monthly models were nearly equivalent to those in initial quarterly models based on to-

Table 4-Pork bellies: Theil U2 coeftlcients based on year-to-year comparisons over the 
period of fit' 

Variable 

Price based on ­

First- Reduced-
Ending

Quarter round form Consumption 
stocks

equation equation 

Consumption on total basis: 
I 0.089 0.122 0.176 0.283 
II .186 .178 .236 .192 
m 

a .161 .158 .063 .360 
b .196 .156 .063 .343 

IV .194 .164 .198 .381 

Consumption on per 
capita basis: 

r .097 .095 .224 .338 
II .154 .306 .321 .269 
lIla .114 .157 .065 .347 
IV .130 .105 .140 .282 

'Data relating to consumption and stocks begin with April-June 1957. Computations 
began with the earliest t-l comparison. III-a covers analyses for which Et was permitted to 
enter; III-b covers those for which Et was arbitrarily excluded. 
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tal data. However, Etl ~It> and Tt+ I Were included or excluded initially in the models for each month in the quarter de­
pending on whether they had entered with correct signs in the final equations for the quarter. All of the variables relat­
ing to farrowing times pigs per litter were retained in the initial runs. Monthly data were used for Pt , Qt' Cp St, and 
Sl+I' All other variables were based on quarterly data; the quarterly figure was used for each of the 3 mon ths within 
each specified quarter. 

Variables whose coefficients had signs that were contrary to economic expectations were dropped, based on the 
same rules that were applied to the quarterly models. Reduced-form equations for price were derived by algebra from 
the final structural equations, using the same procedures that were applied to quarterly models. 

First-Round Equations for Price Based on Per Capita Data 

In the quarterly models, first-round equations for price with per capita data gave better results in most periods 
than did those using only total data. Criteria listed in tables 4,5, and 6 were used. In the monthly models, first-round 
equations for price with total data did betl.er on the average than reduced-form equations for price (table 13). Given 
these two sets of results, a decision was made to run first·round monthly equations for price a second time based on the 
following additions and substitution!l: 

(I) It was dropped and replaced by ItINt; It previously had been included in all months; (2) Et/N~ was substi­
tuted for El or added as a variable. Et had previously entered with a positive sign only for the months of July? August, 
and September. 

After the first run with these changes'in the initial variables, variables whose coefficients had signs that went 
against economic expecta lions were dropped, based on the same rules applied previously. 

Models based on total data were poor predictors of price. Hence, no attempt was made to rerun these models with 
per capita data. 

Table 5-Pork bellies: Theil U2 coefficients based on quarter-to-quarter comparisons over 
the period offit l 

Variable 

Price based on -

First· Reduced-
Ending

Quarter round form Consumption 
stocks

equation equation 

Consumption on total basis: 
I 0.279 0.380 0.221 0.205 
II .381 .362 .252 .399 
UI 

a .371 .360 .060 .040 
b .448 .359 .061 .037 

IV .248 .210 .411 .228 

Consumption on per 

capita basis: 


I .301 .295 .261 .245 
II .312 .619 .344 .525 
IlIa .262 .359 .062 .038 
IV .165 .133 .291 .169 

I Data relating to consumption and stocks begin with April-June 1957. Computations 
began with the earliest t-I comparison. Ill-a covers analyses for which Et was permitted to 
enter; IU-b covers those for which ~ was arbitrarily excluded. 
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Table 6-,Pork bellies: ll1eil U'2. coefficients based on quarter-to-quarter comparisons 
over the most recent price cycle t 

Variable 

Price based on -

Analysis 
First­
round 

e'luation 

Reduced­
form 

equation 
Consumption 

Ending 
stocks 

All quarters: 
Total basis2 

0.682 0.497 0.346 0.325 

Per capita basis .532 .412 .274 .258 

Omitting IV of 1971 J: .418 .366 .377 .334 
Total basis'2 
Per capita basis .443 .341 .276 .243 

t January-March 1970 through April-June 1972. 
'2 The model used for t,he July-September quarter was that for which Et was arbitrarily 

excluded. 
3 For this quarter, beginning stocks (St) were more than double any over the period of 

fit. Large price errors occurred in all methods. 

Results 

To save space, results from the monthly models are presented in tabular form. 
Table 7 shows the regression coefficients (b's) and their standard errors eS.E's) from the first-round equations 

based on total data with price dependent. Variation explained over the period of fit ranged from 89.8 to 98.3 percent. 
This figure was obtained by taking 100 times the R2 shown in the table. In the quarterly models, when egg consump­
tion entered with a positive sign in the third quarter, the income variables carried negative signs in the first round and 
hence were dropped from these equations. 

Table 8 presents similar information for the first-round equations for price that initially included the egg con­
sumption and income variables expressed in per capita terms. ItlNt came in with a positive sign every month. ~It en­
tered with a positive sign in 5 months. Et/N~ entered with a positive sign in alJ months except January and February. 
Variation in price explained by these analyses over the period of fit ranged from 91.5 to 98.3 percent. For each month, 
the R2 was about the same or somewhat larger for the analyses based on per capita data compared with those based on 
total data. 

Results from the 3-SLS equations relating to consumption eCt) and end-of-month stocks (St+ t), are in tables 9 
and 10, respectively. Eggs were permitted to enter the consumption equation during the third quarter and had a posi­
tive sign only in July. Income entered with a positive sign, and price with a negative sign, in all months. Price entered 
the storage equation with the expected negative sign in all months except April, September,and October. Price was 
dropped if it had a positive sign. Income variables entered with negative signs in all but 4 months; thus, they were 
dropped for those months. Variables relating to pig crops that would be marketed beyond the current period entered 
with the expected negative sign in 7 of the 12 months. 

Table 1 I shows the algebraicalJy derived reduced-form equations for price. Beginning stocks carried a sign con­
trary to economic expectations from October through December in both the per capita and total quarterly models. 

In table 12 are calculated and actual values for each of the three simultaneously determined variables by month 
from January 1970 through June 1972, based on data published through May 1972. Calculated prices are given from 
the reduced-form and both of the first-round equations. Calculated values for Ct and St+ t are from the models. Large 
price errors existed for some months, particularly in 197 I when stocks were by far the largest on record. The models 
tended to underestimate stocks and overestimate consumption in the latter part of that year. Stocks were accumulating 
because hog production was supposed to drop sharply in 1972. Further, an unusually wide carrying charge for futures 
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Table 7-Analyses based on total data: First-round equations to estimate Pt from selected predetermined variables 

Variable and 
coefficien t 

Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

It: 
b 
S.E. 

0.03781 
.00511 

0.03771 
.00585 

0.04371 
.00761 

0.03858 
.00622 

0.04984 
.00674 

0.03980 
.00763 

0.02552 
.00692 

0.04106 
.0.1145 

0.04761 
.01134 

Alt : 
b 
S.E. 

.5070 

.1387 
.4581 
.1561 

.1208 

.1805 

E1: 

b 
S.E. 

7.682 
2.033 

4.865 
1.944 

2.119 
1.710 

IV 
Q\ 

St: 
b 
S.E. 

Ft- 2 X Lt - 2 : 
b 
S.E. 

-.2510 
.0281 

-1.663 
.572 

-.2032 
.0285 

-.2769 
.5612 

-.09532 
.02323 

-.08457 
.02699 

-2.961 
.474 

-.05342 
.02884 

-3.607 
.573 

-.1121 
.0309 

-3.221 
.611 

-.2402 
.0292 

-2.241 
.629 

-.3113 
.0361 

-.6375 
.8215 

-.4801 
.0492 

-.03900 
.71830 

-.4754 
.0737 

-1.079 
.277 

-.3034 
.0810 

-.9434 
.4119 

-.2601 
.0634 

-.9849 
.4224 

Ft - t X Lt- l : 
b 
S.E. 

-2.385 
.578 

-3.488 
.610 

-3.185 
.338 

-.4205 
.6656 

-.2132 
.3697 

-.8161 
.3439 

-1.153 
.J.97 

-.3616 
1.2680 

-.6619 
1.2910 

* Ft XLr: 
b 
S.E. 

-.05125 
.21240 

-.2723 
.2705 

-.08267 
.44640 

-.8081 
.5215 

-.9194 
.4541 

-1.749 
.405 

-2.130 
1.389 

-2.770 
1.392 

Constant: 
a 
S.E. 

R2 

107.6 
4.6 

.983 

102.6 
6.1 

.976 

80.7 
6.1 

.946 

80.8 
7.1 

.904 

87.6 
8.3 

.898 

101.9 
12.0 

.920 

-.2 
2.9 

.918 

39.8 
27.1 

.925 

74.3 
23.6 

.939 

92.4 
7.8 

.930 

95.0 
10.9 

.897 

117.0 
11.7 

.936 

Note: - "" variable that does not enter the equation. 



Table 8-Analyses based in part on per capita data: First-round equations to estimate P t from selected predetermined variables 

Variable and 
coefficient 

Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

It/Nt: 
b 
S.E. 

0.008830 
.001611 

0.009076 
.001966 

0.01215 
.00190 

0.01067 
.00174 

0.01249 
.00229 

0.01061 
.00237 

0.007360 
.002348 

0.004844 
.002454 

0.001873 
.001531 

0.005791 
.001842 

Om055 
.00212 

0.01016 
.00373 

~It: 
b 
S.E. 

.5001 

.1841 
.4370 
.2184 

.1183 

.1764 

.2461 

.1734 
.2527 
.3300 

ErlN't: 
b 
S.E. 

.2405 

.1113 
.3244 
.1950 

.3269 

.3031 
.3886 
.2998 

1.009 
.366 

.8559 

.4736 
.8320 
.7277 

.6892 

.1857 
.7890 
.2163 

.6467 

.3505 

tv 
-...J 

St: 
b 
S.E. 

Ft - 2 X Lt- 2 : 

b 
S.E. 

\ 
-.2464 

.0351 

\-1.810 
.721 

-.1875 
.0336 

-.5634 
.6968 

-.09583 
.02283 

-.08037 
.02817 

-2.704 
.511 

-.05630 
.03610 

-3.199 
.781 

-.1168 
.0381 

-2.669 
.835 

-.2289 
.0363 

-2.128 
.792 

-.2877 
.0503 

-1.253 
1.205 

-.4472 
.0471 

-.7263 
.4972 

-.3550 
.0704 

-1.675 
.308 

-.2268 
.0677 

-1.952 
.421 

-.2030 
.0800 

-1.667 
.658 

F 
t
_ 

1 
X L 

t 
_ 

l 
: 

b 
S.E. 

•
F t X 1,: 

b 
S.E. 

\-2.254 
.766 

-3.250 
.842 

-2.971 
.338 

-.2657 
.4196 

-.7889 
.8545 

-.1894 
.5735 

-.5800 
.5711 

-1.186 
.628 

-.1159 
.9948 

-1.821 
.350 

-.8778 
.9298 

-.2914 
1.0578 

-.5178 
1.0157 

-1.310 
1.122 

-1.560 
1.779 

-1.278 
2.010 

Constant: 
a1 

R2 1 
103 

. 
2 
.983 

93.8 
.972 

49.1 
.970 

43.8 
.933 

57.2 
.915 

66.0 
.939 

20.8 
.931 

38.8 
.938 

50.2 
.970 

42.2 
.980 

44.7 
.967 

72.0 
.961 

Note: - =variable that does not enter the equation. 
I A least-squares program was used for these calculations and it did not compute the standard error of the constant term. 



Table 9-Equation (2) based on 1\ with. C, (consumption) as dependent variable (3·SLS) 

Variable and 
coefficien t Jan. Feb. Mar. Apr. May June July' Aug. Sept. Oct. Nov. Dec. 

Pt : 
b 
S.E. 

-1.688 
.217 

-1.660 
.213 

-1.027 
.473 

-1.460 
.301 

-1.911 
.330 

-.9360 
.2135 

-2.116 
.259 

-1.709 
.291 

-1.409 
.233 

-1.993 
.350 

-1.209 
.317 

-1.332 
.222 

t-.) 
00 It: 

b 
S.E. 

.1103 

.0145 
..1190 
.0142 

.09779 

.02457 
.1021 
.0143 

.08150 

.01734 
.05815 
.01197 

.08252 

.02280 
.J 082 
.0172 

.1251 

.0131 
.1069 
.0165 

.08466 

.01576 
.09027 
.01493 

Constant: 
a 
S.E. 

190.7 
8.3 

152.9 
6.2 

160.8 
1l.8 

171.7 
8.3 

202.5 
9.5 

187.9 
7.3 

18.9 
99.2 

198.1 
10.7 

180.2 
8.1 

205.2 
9.9 

177.6 
9.2 

177.4 
8.1 

'Et also cntcred with a b of 15.69 and an S.E. of8.10. 



Table JO"~Equation (3d) based on 1\ wnh S, + I (end-or-month stocks) as dependent variable (3-SLS) 

Variable and 
cocflicien t 

Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

?t: 
b 
S.E . 

•
1t+1: 

b 
S.E. 

-1.280 
.439 

-1.529 
.618 

-0.6476 
.3390 

-118.4 
J02.6 

5.790 
4.940 

-0.1826 
.3073 

-0.5689 
.4162 

0.2106 
.2615 

-0.8391 
.3250 

-0.21.35 
.3410 

Al t : 
b 
S.E. 

1.506 
.6\2 

1.695 
.838 

.7479 

.3088 

t-.l 
\0 

St: 
b 
S.E. 

.7058 

.1520 
.5775 
.2041 

.8517 

.0842 
.9988 
.0464 

-5.191 
5.789 

.8302 

.0846 
.5913 
.1241 

.5620 

.0969 
.4634 
.0569 

1.132 
.197 

1.007 
.136 

1.163 
.152 

F t­ 2 X Lt­ 2 : 
b 
S.E. 

1. 724 
2.1.18 

3.315 
2.165 

2.110 
1.05:; 

3.060 
.752 

-432.3 
368.9 

2.037 
.867 

-.4859 
1.0930 

-.05678 
.87010 

.8050 

.7317 
.04288 
.51770 

-.2287 
_8093 

.8986 
1.0470 

Ft_ 1 X Lt - 1: 

b 
S.E. 

•Ft X Lr: 
b 
S.E. 

-6.496 
1.792 

-J.I47 
.682 

-7.519 
3.164 

-.4376 
1.1010 

-l..245 
.886 

-.4403 
.4894 

-.02122 
.81230 

-.2973 
.6104 

-.1191 
.5706 

Constant: 
a 
S.E. 

165.8 
51.7 

167.6 
74.0 

26.3 
30.8 

-33.6 
22.4 

10,460 
9,029 

-35.3 
30.4 

31.6 
40.9 

12.9 
24.1 

-10.7 
8.1 

1.2 
15.9 

39.5 
34.2 

-7.3 
43.6 

Note: - =variable that docs not enter the equation. 



Table II-Coefficients for reduced-form equations to predict price (3-SLS) 

Variable Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

It 0.03716 0.03732 0.05840 0.06993 0.000677 0.05199 0.03074 0.05636 0.08878 0.05364 0.04134 0.05840 

~It 

• 
it+l 

.5074 .5315 

.04813 

.3652 

Et 5.945 

w 
0 

St 

Qi 

-.09912 

-·.3369 

-.1325 

-.3136 

-.08883 

-.5972 

-.00082 

-.6849 

-.05146 

-.008312 

-.1518 

-.8940 

-.1522 

-.3725 

-.2282 

-.5209 

-.3808 

-.7097 

1.0662 

-.50J8 

1.0034 

-.4883 

1.1055 

-.6470 

Ft- 2 X Lt- 2 .5808 1.040 1.260 2.096 -3.593 1.821 -.1810 -.02958 .5713 .02152 -.1117 .5801 

Ft - 1 X Lt'-l 
,. 

F t X Lt 

-2.189 

I -.3864 

-2.452 

-.1372 -.7435 -.3016 

-.01897 

-.1549 -.08453 

Constant 120.1 100.5 11 1.7 94.6 88.6 136.4 17.4 109.9 120.3 103.6 106.0 110.] 

Note: - = variable that does not enter the equation. 
·Sign was contrary to economic expectations. 



Table 12-Calculated and actual values for variables simultaneously predicted by models and first-round equations, January 1970-June 1972 

Item I Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

1970: 
Pt: 

Actual 45.0 43.0 42.5 40.9 40.9 41.1 42.6 37.2 32.9 25.8 24.1 22.0 
Calculated __:(:.:1: 

(A) 44.1 43.3 41.7 41.4 43.9 42.9 41.2 36.6 32.6 26.5 24.2 21.4 
(B) 44.8 44.3 42.4 41.9 43.4 42.4 40.2 36.5 32.0 26.0 24.2 20.8 
(C) 43.9 45.1 44.6 36.5 44.0 39.2 43.5 41.9 35.9 27.7 23.0 15.9 

Ct : 
Actual 191 155 177 190 172 191 205 199 219 218 205 208 
Calculated 1 190 158 180 188 174 191 207 202 217 225 209 220 

Sttl: 
Actual 37.0 47.1 61.1 74.0 82.1 67.3 39.3 20.4 9.8 21.2 42.1 76.4 
Calculated 37.5 44.5 57.9 75.7 79.1 67.0 37.0 17.4 11.7 13.7 38.0 67.6 

1971: 
Pt: 

Actual 22.0 24.6 22.6 22.6 22.9 24.3 24.0 24.2 23.7 24.2 24.8 28.0 
Calculated from: 

(A) 24.6 24.0 28.6 27.2 29.1 24.3 24.5 19.8 12.7 14.1 23.9 26.6 
(B) 23.1 25.3 31.1 29.8 31.1 26.3 25.0 20.0 12.8 18.2 26.8 27.3 

w 
Ct : 

(C) 26.2 31.2 16.8 29.9 29.0 5.2 32.2 17.6 15.6 41.3 24.4 30.7 

Actual 220 187 214 211 194 224 220 238 237 211 214 213 
Calculated 1 226 187 214 204 207 226 242 249 252 204 212 205 

Sttl: 
Actual 82.8 84.5 113.5 133.4 148.4 138.9 107.0 71.5 51.5 53.9 68.9 86.3 
Calculated 76.3 84.9 113.4 140.8 133.0 136.4 85.1 61.2 36.7 60.8 71.0 94.2 

]972: 2 

Pt: 
Actual 35.3 34.5 33.4 33.9 35.4 35.8 
Calculated from: 

(A) 26.3 28.3 34.9 34.9 37.9 33.8 
(B) 26.4 29.3 37.3 36.9 39.6 35.5 
(C) 36.9 31.6 26.7 37.0 37.9 31.1 

Ct: 
Actual 
Calculated 

/194
213 

180 
191 

209 
208 

175 
197 

201 
194 

218 
204 

St+l: 
Actual 84.2 87.9 107.5 130.9 133.0 105.6 
Calculated 65.5 76.8 108.8 130.1 122.6 120.9 

I A- based on first-round equations with all variables in total terms. 
B-based on rust-round equations that initially included two variables on a per capita basis. 
C-based on reduced-form equations for models based on total data. 

2 Qt was estimated for April, May and June; and St was estimated for June. 



quotations existed between cash prices of pork bellies and the February and March 1972 contracts. The models do not 
reflect fully the effects of this unusual demand factor. Forecasts for price improved during the second quarter of 1972 
when conditions were more nearly normal. 

Table 13 contains the Theil U2 coefficients for each of the three variables and the three price equations by month, 
based on data over the period of fit. First-round equations for price gave better results for all months than did reduced­
form equations. In contrast, reduced-form equations were best in five of the eight comparisons in the quarterly models. 
In all but 1 month, results for method (B) were better than for method (A). Theil coefficients were less than unity for 
all year-to-year comparisons but exceeded unity for several month-to-month comparisons, particularly in reduced-form 
equations relating to price. 

Based on month-to-month comparisons for the most recent price cycle (table 12), all Theil coefficients for price 
exceeded unity. Coefficients for metilOds (A) and (B) were nearly identical at 1.6. For method (C), the coefficient was 
2.5. It should be remembered that the period was unusual; for a number of months, stocks were far above any previous 
record. 

As a result of this information, we concluded that a mon th is too short a timespan to permit accurate measurement 
of the factors that affect the pork belly economy. Livestock and meat production flow continuously; a division into 
quarter years may have meaning, but a division into arbitrary 30-day periods (mon ths) apparently does not in relation 
to econometric models of this type. The first-round equations may be valuable in measuring expected price variations 
by month when monthly predictions arc desired and this aspect is discussed later on. 

EQUATIONS DESIGNED TO PREDICT PORK BELLY PRODUCTION 

FOR TWO QUARTERS AHEAD FOLLOWING EACH 


HOGS AND PIGS 

The major purpose of the quarterly and monthly models was to indicate what prices should have been in a past 
period, based on known values of the predetermined or nonsimultaneously determined variables. In connection with 
pork belly futures, however, quotations may reflect anticipation regarding future marketings. Many elements of the 
trade, including meatpackers, conmlOdity brokerage houses, and private services, analyze data from the Hogs and Pigs 
reports in an effort to predict likely changes in hog slaughter and pork belly production. In this section, analyses relating 
to 1iveweight slaugh ter of hogs are discussed. These analyses are believed comparable with studies made by persons in the 
trade who are acquainted with mUltiple regression studies of slaughter. Because production of pork bellies is a direct 
function of Iivcweight slaughter of hogs, these analyses also can be used to project production of bellies. 

Sources of Data 

As noted earlier, the Hogs and Pigs reports (iQ) issued in June and December contain data for the United States, 
10 Com Belt States, and individual States. Reports issued in March and September contain data only for the 10 Corn 
Belt States and Hawaii. In each issue, certain figures relate to numbers of hogs on hand on the first of the month in 
which the report is issued; others relate to sows farrowing by quarters, pigs per litter, and pig crops. The latter two items 
are shown by quarter for the Corn Belt States and by 6-month period for the United States. 

Besides the data on pig crops given in 1,000 head, the following inventOlY items were used in the analysis dis­
cussed in this section: 

AIl hogs and pigs kept for breeding (1,000 head) 

Market hogs and pigs by weight groups (1,000 head): 

Under 60 pounds 
60-119 pounds 
120-179 pounds 
180-219 pounds 
220 pounds and over 

(}Jta discussed so far were used as independent variables in the analyses of numbers of barrows and gilts or sows to be 
slaughtered. Data pn inventories by weight class are available only back to 1963. All of the data for these regression 
analyses came [rom the latest revisions published in Hogs and Pigs. SRS may revise numbers of sows farrowing and 
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Table 13-TIlCii U, coefficients based on year-to-year and month-to-month comparisons, 1957-January 1971' 

Item Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

Based on year-to­
year comparisons: 

Price: 
(A) 0.096 0.122 0.202 0.249 0.297 0.230 0.200 0.195 0.L79 0.308 0.230 0.182 
(B) .095 .134 .151 .207 .269 .200 .192 .179 .123 .106 .132 ,145 
(C) .176 .164 .506 .657 .302 .646 .268 .363 .470 .502 .310 .414 

Consumption .192 .262 .526 .396 .362 .346 .201 .153 .153 .243 .273 .249 
Ending stocks .465 .159 .211 .378 .4 71 .346 .524 .161 .289 .369 .249 .175 

w 
w 

Based on month-to­
month comparisons: 

Price: 
(A) .526 .766 .577 1.0 L5 .705 .776 .752 .660 .715 .456 1.377 .714 
(B) .519 .838 .429 .849 .641 .676 .723 .611 .495 .158 .788 .566 
(C) .964 1.027 1.442 2.690 .720 2.'84 1.012 1.235 1.885 .744 1.858 1.616 

Consumption .246 .129 .304 .318 .396 .274 .278 .171 .173 .283 .234 .388 
Ending stocks 1.223 .255 .312 .856 1.914 .527 .373 .096 .156 .689 .286 .201 

'Data relating to consumption and stocks begin in February 1957. Computations began with the earliest t-I comparison. 
A-based on first-round equations with aU variables in total terms. 
B-based on first-round equations that initially included two variables on a per capita basis. 
C-based on reduced-form equations for models based on total data. 



pigs per litter later based on the 5-year censuses of agriculture. Calculated prices for a 1968-71 test period relating 
chiefly to futures quotations were based on data published in reports as near the assumed date of the forecast as pos­
sible, or in earlier reports. These prices are discussed later on. 

Methods for obtaining estimates of barrows and gilts and sows slaughtered commercially by month were des­
cribed on pages 2-3. Data on slaughter weights (pounds) per head were based on averages for eight (now seven) major 
markets. Related analyses were based on data for 1957-70. Historical data are given in table 137 of the 1970 Supple­
ment to Livestock and Meat Statistics (~ and prior issues. Weekly data are carried currently in the Livestock Mea! 
Wool Market News (~. Monthly averages for barrows and gilts frequently are included in the Livestock and Meat Sit­
uation (~. 

Additional independent variables were current or lagged values of the following or their ratio: (1) Price of No.2 
Yellow corn at Chicago (dollars per bushel) and (2) price of No. I and 2 barrows and gilts (200-220 pounds) at Chicago 
(now Omaha) (dollars per hundredweight). The first is published in the USDA weekly Grain Market News (~. Weekly 
averages for the second are given in the Livestock Meat Wool Market News. Monthly averages are shown in Livestock 
and Meat Situation. These will be referred to as "economic variables" in subsequent comments. 

A time trencl, for which 1957 equals 57, was used in most analyses. The size of the corn crop in billion bushels 
also was used. This statistic was based on Prospective Plantings (~ for the April-June quarter; the July estimate from 
Crop Productiofl(1!9 for the July-September quarter; the September estimate for the October-December quarter; and 
the estimate for the preceding crop from the Annual Summary (12) for the January-March quarter. For the monthly 
analyses, the current estimate in Crop Production was used for July through November and the estimate from the An­
lIual Summary was used for December through March. Estimated production based on intended acreage times a trend 
yield, published in Prospective Plantillgs, was used for remaining months. 

Published Studies 

A number of published studies contain equations relating to hog slaughter as a function of pig crops and other 
variables. Only two studies have been found in which inventory data by weight class are used. Hayenga and Hacklander 
Ql, pp. 13-16) discuss a set of sLx equations that predict pork production for each of 6 months after Hogs and Pigs re­
ports arc released and that arc based on ratios of hog numbers in each weight category to those on hand a year earlier in 
that category times pork production a year earlier. Variation explained ranged from 57 to 72 percent, based on data for 
1963-68. 

In a second report (12), these authors used an equation as part of a larger model containing two simultaneously 
determined variables: (I) The price of hogs relative to that a year earlier; and (2) commercialliveweight hog slaughter 
per slaughter workday; and as independen t variables, numbers of hogs in each of three weight classes .. Estimates of the 
coefi1cients were obtained by 2-SLS. Dummy variables permitted the intercepts to vary by month. When slaughter was 
treated as a dependent variable, 84 percent of the variation was explained for April1963-June 1968. 

Neither of these studies gave the detail desired for our research. Thus, the seven basic sets of analyses discussed 
here were developed. Two relate, respectively, to average weight per head for barrows and gilts and for sows. Two in­
volve slaughter numbers for each of these classes for the nearby quarter. Two consider slaughter numbers for the far 
quarter; that is, two quarters ahead. The final set allows for the slight adjustment needed to go from the data used as 
dependent variables in these analyses to total commercial slaughter for the 48 States. Analyses for all but the far-quarter 
numbers were rue both by month and qilarter. Full details are given in Williams~, pp. 36-43). Only the best analyses 
and methods are discussed here, except that monthly analyses are shown for all sets. 

Analyses of Average Live Weight Per Head 

The independent variables used were a time trend and various combinations of the economic variables mentioned 
previously, plus the prospective corn crop. All were run by ordinary least squares. To the extent that current hog prices 
affected the dependent variable, a method allowing for this simultaneity (such as 3-SLS) should have been used. As the 
simultaneous effect was considered slight, these least-squares equations appeared satisfactory as a first approximation, 
IXlrticularly In connection with price-forecasting models for bellies, which make up only part of the hog carcass. In a 
study relating to factors that affect hog prices, Foote and Sadler @) reran by 2-SLS any analyses in the best sets that 
treated current hog price. as a casual variable. As expected, differences between the coefficients obtained by OLS and 2-
SLS in no case were statistically significant based on the standard errors obtained by 2-SLS. 
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In all analyses relating to weight per head, the time trend came in with a positive sign. In all but three of the 32 
analyses run, the coefficient differed significantly from zero at a probability level of 5 percent or less. 

Barrows and Gilts 

Results of both the monthly and quarterly analyses are shown in table 14. Based on the R2 times 100, the vari­
ables included explained over 70 percent of the variation in 9 of the 12 months and three of the four quarters. The 
lowest percentage explained was 44 percent, but total variation was small for those periods with small R's. In all per­
iods, the predicted weight was expected to be within 4-6% pounds of the actual weight 95 percent of the time. This pre­
diction was computed based on the standard error of estimate (S.E.) times the appropriate t-statistic, which suggests 
errors of 2-3 percent or less. In most months, only one economic variable came in with a sign consistent with economic 
expectations. in the April-June and July-September quarters, expected new-crop corn production had a positive effect 
on average weights. In only one month did the current price of hogs have a measurable effect, and the coefficient failed 
to differ significantly from zero. Curren t price of com had an effect consistent with economic expectations in several 
months, although the coefficients also failed to differ significantly from zero. Corn prices chiefly were determined by 
characteristics of the price-support program for feed grains over the period of fit and thus probably were nearly exo~ 
genous with respect to the hog economy. 

Sows 

Results of analyzing average live weight rer head for sows are shown in table 15. Variation explained by the in­
cluded variables was 74 percent or more in all months. Sows are heavier than barrows and gilts; hence, the standard 
errors of estimate are larger. In 11 months and all quarters, predicted weights were expected to be between 8-13 pounds 
of the actual weights 95 percent of the time; for the remaining month, the corresponding figure was 18 pounds. Except 
for the one mon th, these predictions also suggest errors of 2-3 percent or less. Economic variables entering the analyses 
with signs that met economic expectations were similar to those for barrows and gilts. The current price of hogs had an 
expected sign in only 2 of the 16 months. For these, the coefficients differed significantly from zero at a probability 
level of 5 percent or less. Both related to the October-December quarter. 

Slaughter Numbers One Quarter Ahead 

Two alternative but not mutually exclusive procedures were considered. One concerned whether to predict num­
bers for individual months and add these to obtain a quarterly total or to predict directly a quarterly total. The second 
involved whether to use data for the Corn Belt States (available in all quarters) or for all States from the two Hogs and 
Pigs reports per year that covered all States. In the direct quarterly analyses, lagged values ofeconomic variables related 
to averages for the month in which Hogs and Pigs was released or to the October-December quarter of the preceeding cal­
endar year. Research by Harlow (.!.D suggested that hog producers frequently make major decisions on future produc­
tion in the October-December quarter and then follow through for the next 6 months or so, regardless of current eco­
nomic conditions. 

Monthly analyses were based only on data for the 10 Corn Belt States; all are shown in the tables that give results. 
Only the best quarterly results were included and only if they were better or nearly as good for prediction for the quar­
ter as the data obtained by summing predictions for the months included. Calculated values in relation to actual values 
were checked over the 8 to 9 years for which data on inventories by weight class are available. 

Economic variables used resembled those in the analyses of average weights. However, because of the small num­
ber or observations for which data were available, only one variable Was considered in each analysis. Choice of the best 
variable was based on the size of the multiple coefficient of determination if its sign was consistent with economic ex­
pectations. For the barrow and gilt analyses, no signs were specified for the price variables because slaughter numbers 
would increase if animals were carried over from the preceding period but would decrease if animals were carried into 
the next period. Signs were spccified in the analyses for sows. In a few months, use of an economic variable resulted in 
a negative sign on the inventory variables. In these cases, the economic variable was dropped. 

One additional variable was considered a dummy (0-1) variable used to help explain variations in slaughter of 
breeding stock. The cycle of seasonally adjusted hog slaughter was segregated into increasing and decreasing phases. A 
to-month lag from each cycle's peak and trough was used to represent the time lag from breeding to market. A value of 
1 was assigned to periods when breeding stock would be held back for expansion of herds. Thus, this variable should have 
a negative effect on slaughter. It was used only for the quarterly analyses. For forecasting, this variable must be assigned 
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Table 14~Barrows and gilts: Regression analyses for average live weight per head slaughtered 

Partial regression coefficient for variable specified! 

Inter-
Period R2 S.B. Time Price Comcept 

Com Hogs I Hog.corrI ratio productionI 
Poullds 

Jan. 0.44 2.8 218 0.157 - 20.419 - ­
(.205) (.187) 

Feb. .51 2.3 212 .202 - 2.152 20.281 ­
(.157) (.326) (.418) 

Mar. .62 2.1 213 .169 - 2.429 - ­
(.148) (.148) 

Apr. .72 2.1 201 .383 - - 3.603 ­
(.138) (.184) 

May .76 2.4 187 .652 - - 3.513 ­
(.168) (.209) 

June .87 1.8 176 .831 - - 3.365 
(.153) (.192) 

July .83 2.5 164 1.297 4-11.83 - - ­
(.169) (7.50) 

Aug. .81 2.8 152 .279 4-9.15 - ­ -
(.190) (6.64) 

Sept. .84 2.6 142 1.316 4-1.99 ­- -
(.171) (5.98) 

Oct .83 2.5 155 1.207 2-2.21 - - ­
(.171) (5.73) 

Nov. .85 2.0 167 1.009 - - 4.178 ­
(.141) (.172) 

Dec. .77 2.1 188 .628 - 2.348 - ­
(.155) (.168) 

Jan.-Mar. .63 2.0 211 .236 - 5.392 - ­
(.154) (.136) 

Apr.-June .82 2.0 204 .149 - 5.428 - 63.46 
(.302) (.162) (2.07) 

July-Sept. .88 2.3 170 .796 4-8.91 - - 73.85 
(.320) (6.18) (2.42) 

Oct.-Dec. .84 2.0 173 .840 - 5.297 - ­
(.155) (.198) 

Note: - = variable that does not enter the equation. 

1 Numbers in parentheses are standard errors of the regression coefficients. 

2 For preceding month for monthly analyses or quarter for quarterly analyses. 

3 For last quarter of preceding calendar year. 

4For current month or quarter. 

5 For month in which (40) was issued. 

6Based on (43, March). 

7Based on (16, July). 
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Table IS-Sows: Regression analyses for average live weigh t per head slaugh tered 

Partial regression coefficient for variable specified l 

Inter·R2 	 Time Price CornPeriod S.H. cept 	

ICorn Hogs I Hog·corn ratio production 

Pounds 

Jan. 0.87 3.9 351 	 1.047 - 21.411 - ­
(.287) (.262) 

2 1.291 -Feb. .77 5.6 316 1.572 - ­
(.368) (.487) 

- 31.247 -Mar. .84 4.8 303 1.706 ­
(.310) - (.411) 

. 86 4.8 289 1.895 . - - 31.283 -Apr. 
(.311) (.412) 

2.821 - - 31.197 -May .94 4.0 229 
(.257) (.341) 

3.7 3.996 2-37.76 21.048 	 -June .97 190 ­
(.322) (17.27) (.449) 

.87 8.4 103 4.739 2-1.27 - - -July 
(.557) (24.75) 

Aug. .96 3.8 140 4.370 4-19.72 - - ­

(.258) (9.02) 

Sept. .94 4.0 184 3.882 4-23.01 - - ­
(.311 ) (10.44) 

- 51.000 ­252 2.386 ­
(.312) (.452) 

Nov. .74 6.0 352 1.372 4-27.77 41.385 - ­
(.526) (18.59) (.499) 

309 1.995 2-8.47 2.842 - -

Oct. .89 4.3 

Dec. .89 3.9 
(.345) (12.19) (.327) 

6.619 - -Jan.-Mar. .78 5.2 314 	 1.733 ­
(.396) (.351 ) 


712.58Apr.-June .98 2.5 281 1.1 81 - 61.040 ­
(.374) (.200) (2.56) 

- 6 1.054 88.GlJuly-Sept. .94 5.3 174 	 2.770 ­
(.795) (.620) (5.62) 

.-	 6 1.47 I 
Oct.~Dec. .81 4.9 302 	 1.648 ­

(.311 ) (.539) -


Note: - = variable that does not enter the equation. 

I Numbers in parentheses are standard errors of the regression coefficients. 

2 For preceding month for monthly analyses or quarter for quarterly analyses. 

3 For last quarter of preceding calendar year. 

4 For current month or quarter. 

5 Current hog price divided by corn price for the preceding month. 

6 For month in which (40) was issued. 

7Based on (43, March). 

8 Based on (JE, July). 
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a value of 0 or I on a judgment basis. Another way to consider lhis variable is as follows. Sows or gilts that might be 
marketed in January-March, ifheld for breeding, would farrow probably about 6 months later in June-August or Sep­
tember-November. Thus, a value of I should be assigned if farrowings 6 months later are above those a year earlier. 

Barrows and Gilts 

An initial decision involved which weight class of barrows and gilts to use each month. (The discussion rc1ates to 
the January-March quarter.) (}ata came from the December flogs a1ld Pigs and applied to December I. Barrows and gilts 
are assumed to gain at the rate of 1.5 pounds per day (12., p. 8). The pattern by month is shown in table 16. A similar 
pattern was used for months in the other quarters. )JI four lnven tory categories were tested in the quarterly analyses. 
lnventory variables were required to enter with a positive sign. 

Table 16-Barrows and gilts: Weight class variables considered in 
explaining near-quarter slaughter numbers, January-March quarter l 

Weight class January February March Quarter 

Firsl-180-219 pounds x x 
Sccond-120-179 pounds x x x 
11li rd ,-60-1 19 pounds x x x 
Fourth ~Under 60 pounds x x 

I Based on data from C1Q., Dec. issue). 

Results of these analyses arc shown in table 17. Monthly analyses gave best results for July-September and Octo­
ber-December; they were equal to those from the direct quarterly approach based on IO-State data for April-June. For 
January-March, the direct approach based on data for JO States was best (see table 21). Hence, results from the quarter­
ly analyses in table 17 are shown only for January-March and April-June. 

Variation explained exceeded 70 percent for 10 of the months and for the two quarters for which results are 
shown. Minimum variation explained was 45 percent. The hog-corn ratio based on current prices was the most frequent 
economic variable; it entered for six of the analyses shown and was statistically significant in four of them. Current or 
lagged corn prices were significant in three analyses, and current hog price as a ratio to the corn price in the preceding 
month entered one analysis with a statistically significant effect. The predicted slaughter for all months and quarters 
would be expected to be within 1.1 million head or less of the actual number 95 rercent of the time. 

Sows 

In general, the percentage of variation explained was less for sows than for barrows and gilts, reflecting chiefly the 
fact that inventory variables available were of less value in relation to curren t slaughter. Economic variables, the dummy 
variable relating. to the phase of the hog cycle, and expected corn production tended to be rnore important. 

Monthly analyses were best in explaining quarterly sow numbers in January-March. Direct quarterly analyses 
based on data for the 10 States were best in April-June and October-December. The direct analysis based on data for all 
States was best in JUly-September (table 21). Hence, table 18 shows results for each month and three of the quarters. 

Seven mtlflthly and all quarterly analyses shown explained 60 percent or more of the variation in sow slaughter. 
The lowest percentage accounted for was 27 percent. Predicted slaughter for all months was expected to be within 
125,000 head or less of rhe actual slaughter 95 percent of the time. For the quarterly analyses, the corresponding figure 
was 337,000 head. 

111e hog-corn price ratio had a statistically significant effect in each month in the January-March quarter. The 
dummy variable was statistically significant in February, November, December, and the October-December quarter. 
Prospective corn production was a significant influence in April, December, and the October-December quarter. 

Slaughter Numbers Two Quarters Ahead 

Analyses for April-June were run based on data for the 10 Corn Belt States and all States from December Hogs 
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Table 17-Barrows and gilts for near quarter: Regression analyses for numbers slaughtered based on data for 
10 Com Belt States 

Partial regression coefficient for variable specified 1 

Inter·
Period R'2 S.E. Inventory variable2 Price 

cept 
First I Second I Third I Fourth Com I Hog-com ratio 

1,000 

head 

Jan. 0.~8 316 -9,385 2.768 - - - - 3132.07 
(.683) (68.69) 

Feb. .71 324 1,574 - .636 - - 3-432 ­
(.182) (924) 

Mar. .98 102 -1,353 - - .509 - 42,452 ­
(.048) (301) 

Apr. .97 138 -4,039 .753 .753 - - - 583.04 
(.433) (.292) (18.II) 

May .82 322 -7,341 - 1.368 - - - 3144.73 
(.280) (59.82) 

June .74 380 -2,346 - - - .693 - 3-26.59 
(.176) (46.59) 

July .95 165 2,596 1.539 - - - 3-1,636 
(.144) (593) -

Aug. .86 342 470 - 1.425 - - 3-2,150 ­
(.277) (1,011) 

Sept. .65 397 -1,377 - - .796 - - 3103.72 
(.239) (53.77) 

Oct. .84 289 -10,895 3.355 - - - - 355.26 
(.639) (40.0i) 

Nov. .45 511 -1,508 - .1 05 .701 - - -­
(.064) (.319) 

Dec. .85 328 -1,239 - - - .556 - ­
(.089) 

Jan.-Mar. .94 537 -1,719 - - 1.922 - 61,432 ­
(.258) (1,551) 

Apr.-June .98 309 -16,449 - 2.491 .952 - 3205.12 

(.524) - (.302) (79.31) 

Note: - =variable that does not enter the equation. 

1 Numbers in parentheses are standard errors of the regression coefficients. 

'2 See table 16 for variables involved. 

3 For current month or quarter. 

4 For preceding month_ 

sCurrent hog price as a ratio to corn price in the preceding month. 

6 For month in which (1Q) is released. 


al/d Pigs. For studies of January-March (based on the September report) and July-September (based on the March re­
port), only 10-State data are published. No far-quarter analyses were run for October-December since no pork belly fu­
tures contracts are delivered in those months. No monthly analyses were run because inventory data did not lend them­

-selves to such a breakdown. 
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Table IS-Sows for near quarter: Regression analyses for numbers slaughtered based on data for 10 Corn 
Belt States 

Partial regression coefficient for variable specified 1 

lnter- Sows farrowing 	 Price I
Period R'2 S.E. 	 Breeding

cept 	 Dummy Corn
stock

Present Preceding 	 Hog-corn variable production
kept Corn 

quarter quarter 	 ratio 

1,000 

head 

Jan. 0.77 42 314 0.160 
_. - - 2-S.22 -6] .4 ­

(.129) (3.74) (33.2) 
Feb. .89 18 2] 1 - 0.099 - - 2-4.51 -24.9 ­

(.037) (1.88) (13.6) 
Mar. .86 22 1,059 - - -0.0766 '2 -9.96 -20.5 ­

(.0365) - (2.41 ) (23.6) 
Apr. .52 34 885 .005 - - - - 3 -] ] 2.3 

(.073) (48.8) 
May .27 54 749 .037 - - .- - - 3 -92.] 

(.092) (68.5) 
June .34 74 724 .027 - - - 4-14.53 - ­

(.135) (9.78) 
July .62 95 102 - .354 - - - - 5-163.2 

(.329) (159.2) 
Aug. .63 62 I ] - .267 - - - - 5 -68.9 

(.104) (45.5) 
Sept. .39 51 86 _. - - 4363.8 - -77.6 ­

(197.6) (45.4) 
Oct. A7 42 -33 -- .159 - 2130.0 - - ­

(.079) (149.5) 
Nov. .96 12 1,017 - - -.0409 - 4 -] 2.37 -27.3 ­

(.0129) (1.37) (8.7) 
Dec. .72 48 585 .138 - - - - -96.9 6 -71.5 

(.086) (32.9) (33.2) 
I O-Sta te data 

Apr.-June .71 105 2,648 .083 - - - 4 -14.84 - 3 -280.0 
(.179) (13.05) (l89.3) 

Oct.-Dec. 	 .85 73 1,717 A89 - - - - -182.5 7-267.1 
(.143) (49.9) (63.2) 

All-State data 
July-Sept. .69 158 2,823 11.281 - - - '2 -30.68 - 5-520.6 

(.227) (30.68) (330.1) 

Note: _. = variable thai does not enter the equation. 

I Numbers in parentheses arc standard errors of the 5 Based on (3..8) for the current month fat monthly 


regression coefficien (s. analyses and the first month of the quarter for quarterly 
'2 For currerlt month or quarter. analyses. 
:I Based on (41, March). 6 Based on (32) . 
.. For preceding month for monthly analyses or quarter 7Based on (3..8, September). 

for quarterly analyses. 	 8 Farrowings are for the 6-month period June-November. 
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For the one quarter for which two approaches were used, the analyses based on 10-State data were chosen as best 
for both barrows and gills and for sows (tables 19 and 20). 

Barrows aud Gilts 

Only 10-State data on sows farrowing are published in Hogs and Pigs for the pig crop of interest here. Hence, this 
variable, along with a time trend to allow for increasing pigs per litter, was used with data on inventories of young pigs 
weighing under 60 pounds. For all States, however, the report shows pigs per litter based on a weighted trend projec­
tion by State and on the implied pig crop. This published projection of the pig crop was used for the analysis based on 
datn for aU States. For the 10-Stnle data, farrowings relate to the quarter beginning in the month of the report; for all 
States, the pig crop relates to a similar 6-month period. 

Variation explained for these analyses ranged from 89 to 94 percent. Sows farrowing was the only inventory vari­
able entering with a correct sign. The coefficient on this variable was stlltistically significant in t\,O of the three quarter 
analyses. Time entered wit.h a statistically significlInt effect in the third qUllrter. The hog-corn price ratio for the quarter 
following publication of the report was statistically significant for all quarters. The predicted slaughter for 1I1l qUllrters 
was expected to be within 1.6 million head or less of the actual slaughter 95 percent of the time. 

Sows 

For the near quarter, the percentage of variation explained WllS less for sows thlln for barrows and gilts. The rllnge 
WJS 45 to 84 percent. The hog-corn price ratio based on data for the quarter following that in which Hogs and Pigs is 
released had a statistically significant effect in the January-March lind April-June quarters. Sows farrowing for the cor­
responding quarter had a similar effect for the July-September quarter. Only these variables came in with signs consis­
tent with expectations that had a statistically Significant effect. Predicted slaughter was expected to be within 300,000 
head of the actual slaughter 95 percent of the timr,. 

Average Errors in Slaughter Numbers from the Several Approaches 

Table 21 shows average absolute errors for the several sets of lInalyses for the near and far quarters, based on 
1964-71, As previously noted, far-quarter analyses were not run for October-December. DlIta relating to barrows and 

Table 19-Barrows and gilts for far quarter: Regression analyses for numbers 
slaughtered based all data for 10 Corn Belt States 

Partial regression coefficient 
for variable specified l 

Inter-
Quarter R2 S.E. 

cept 
Sows 

farrowing2 Time 
Hog-corn 
price ra tio2 

1,000 

/read 

Jan.-Mar_ 0.94 530 9,016 6.14 - -157.4 
(1.11) (57.8) 

Apr.-June .94 637 -10,313 10.56 180.7 -139.8 
(3.99) (222.7) (68.7) 

July-Sept. .89 770 -31,069 1.89 678.6 -211.7 
(1.44) (107.3) (104.2) 

Note: - ::: variable that does not enter the. equation. 

1 Numbers in parentheses arc standllrd errors of the regression coefficients. 

2 For the quarter following that in which (10) was released. 
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Table 20-Sows for far quarter: Regression analyses for numbers slaughtered based on data for 10 Corn 

Belt States 


Partial regression coefficient for variable specified I 
Inter-

Quarter R2 S.E. 
cept 

Sows Breeding Hog-corn Dummy Corn 
farrowing2 stock kept price rati02 variable production 

1,000 

head 

Jan.-Mar. 0.84 68 1,157 0.165 - -23.42 -5.2 ­
(.149) (8.48) (55.0) 

Apr.-June .45 128 2,987 - -.158 -26.85 - ­
(.180) (13.17) 

July-Sepl. .61 161 -22 .747 - - - 3 -169.8 
(.273) (211.0) 

Note: - =variable that does not enter the equation. 

I Numbers in parentheses are standard errors of the regression coefficients. 

'2 For quarter following that in which the report was released. 

3 Based on (4.3). 


gilts f(;\ all States were available for the full period used for other analyses in only one of the four annual Hogs and Pigs 
reports. 

Errors for the near quarter were at a minimum, based on the sum-of-the-months method for July-September and 
October-December for barrows and gilts. These errors equaled those for the direct approach based on 10-State data for 
April-June. For sows, the monthly approach was best only for January-March. Minimums in other quarters for sows oc­
curred in the direct approach based on I a-State data for April-June and October-December and for all States for July­
September. For barro\', s and gilts, the minimum for January-March (the only quarter for which a comparison was avail­
able) occurred in the similar approach based on data for I a States. For the far quarter, the direct approach for both bar­
rows and gil ts and sows based on data for 1a States was chosen as best for all quarters, although the difference in April­
June for s,,";".~ was smalL Here, an alternative approach was available in only one quarter. In all cases, errors for the best 
method for the nt.!ar quarter were smaller than for the best method for the far quarter, although the difference in Janu­
ary-March for barrows and gilts was negligible. 

Adjustments for Converting Calculated Liveweight Slaughter to 48-State Total 

When calculations of estimated liveweight slaughter were completed, a discovery was made. Average weights per 
head as used in the analyses times number slaughtered, when combined for barrows and gilts and for sows, did not 
equal total commercialliveweight slaughter. Three factors may have been involved: (1) Average weights per head were 
based on eight (now seven) markets, (2) proportions between numbers of barrows and gilts and sows for federally in­
spected plants were assumed to apply to total commercial slaughter, and (3) small numbers of stags and boars are 
slaughtered. Hence., scatter diagrams were prepared for each month and quarter showing the relations between acutal 
commercialliveweight slaughter and a calculated value based on the four dependent variables used in the four sets of 
statistical analyses. Freehand lines were I1tted through the means for these variables, and estimates were made of the re­
spective regression equations. 

The estima ted equations arc shown below. Y is commercialliveweight slaughter for the 48 States. X is a calcula­
tion based on (I) estimated number of barrows and gilts slaughtered commercially times the average weight of these in 
eight (now seven) markets plus (2) estimated number of sows slaughtered commercially times the average weight of these 
in eight markets. 
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T!1hl.e 21..-Barrows and gills and sows for near and far quarters: Average absolute errors for numbers 

slaugh tered as estimated by alterna live methods I 


Near quarter based on- Far quarter: Direct 
from data for-

Quarter Direct from data for-
Sum of 
months 

10 Corn Belt States I All States 10 Corn Belt States I All States 

1,000 head 

Barrows and gilts: 
lan.-Mar. 502 360 389 361 ­--
Apr.-June 176 176 - 2391 363 


July-Sept. 347 493 - 481 ­--
) -Oct. Dec. . 586 - -

Sows: 

Jan.-Mar. 34 39 41 40 


Apr.-June 90 68 87 90 


July-Sept. 100 138 115 


Oct.-Dec. 53 43 


Note: - = variable that does not enter the equation. 

I Based on data for 1964-71. Best methods for each set (that is, for near or far quarter) are underlined. 

1 Although the average absolute error is larger based on data for the 10 States, the greatest individual errors 


were much larger based on data for all States. Hence, the IO-State analysis was chosen as best. This choice 
was confirmed by the relat.ive standard errors of estimate for the respective analyses. 

EquationPeriod 

January ¥= I 1+ 0.96 X 

February Y = -65 + 1.01 X 


Y=-11+.98X 

April Y =-8 + .97 X 

March 


May 
 Y=-48 + .99 X 

June 
 Y=6+ .96 X 

July Y=-6+ .98 X 


Y=151+.89X 

September 
 Y=232+ .84 X 

August 


October 
 Y=39+ .96 X 

November 
 Y=20+ .96 X 

December 
 Y=-40+ .99 X 

January-March Y = liS + .95 X 


Y=-17+.97X 

July-September 
 Y = 416 + .89 X 

April-June 


October-December 
 Y =-187 + 1.006 X 
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Probable Magnitude of Commercial Liveweight Hog Slaughter and Errors in Predicting 

Futu re Pork Belly Production Based on Best Methods 


Calculated values lor live weight slaughtered were obtained by multiplying calculated weights per head by calcu­
lated numbers slaughtered for barrows and gilts and sows, summing the products, and adjusting the totals by the equa­
tions discussed in the preceding section. In each case, the previously chosen "best" analysis was used for slaughter num­
bers. If this analysis was based on monthly data, numbers were multiplied by calculated monthly weights per head. If 
the analysis related directly to Cl,uarterly data, numbers were multiplied by calculated quarterly weights per head. 

Two measures of reliability were used. One related to average absolu te errors over the 1964-71 test period. These 
are shown in table 22 bot.h in million pounds and as a percentage of the totals to which they relate. The other measure 
of reliability relates to Theil's inequality coefficients (see pp. 22-23). The actual commercialliveweight hog slaughter 
in the quarter in which Hogs and Pigs was released was used as the base for both near- and far-quarter calculations of 
the Theil coefficients. These results also are shown in table 22. All Theil coefficients were less than 0.4. 

Since"pork belly production equaled 1.1.5 percent of Iiveweight commercial slaughter of hogs, all measures except 
average errors in million pounds were the same for bellies and hog slaughter. The largest average error for production of 
bellies based on the best analysis for each quarter Was 14 million pounds for the near quarter and II million pounds for 
the far quarter. Errors were the same or slightly larger for the far quarter, when both were available. 

TabJ.e n-Liveweight slaughter of hogs and production of pork bellies: Measures of reliability of the 
"best" approaches 

Near quarter Far quarter 

I 
i 

Quarter Average absolute errOr Theil Average absolute error Theil 
coeffi- coeffi-

Actual) Percentage cient l Actual2 Percentage cient l

I I I 
Million Million 
pounds Percent pounds Percent 

Liveweight hog 

slaughter iII ....... 


lan.-Mar. 98 19 0308 98 1.9 0.182 

Apr.-June 65 1.4 .211 86 1.8 .130 

luly-Sept. '88 1.9 379 86 1.9 .174 

Oct.-Dec. 125 2.3 .159 

Pork belly production 
in-

lan.-Mar. II II 

Apr.-lune 7 !O 

luly-Sept. 10 10 

Oct.-Dec. 14 

Note:- =variable that doe's not enter the equation. 

) Actual commerciaHiveweighl hog slaughter in the quarter in which (40) was released served as the base. 

2 Average absolute errors in million pounds for 1964-71. 


44 



Lower Theil coefficients for the far quarter, despite larger absolute errOrs in some quarters, reflect the nature of 
these coefficients. They relate to errors as a ratio to the magnitude of actual change from a base. In far-quarter predic­
tions, the denominator of the ratio increased more than the numerator. 

NORMAL RELATIONS BETWEEN CASH AND FUTURES 
QUOTATIONS IN THE DELIVERY MONTH 

Active trading in pork belly futures began with the July 1964 contract. For each of the currently traded con­
tracts-February through August-comparisons were made between cash quotations for fresh and frozen bellies and the 
close for the fu tures 011 (I) the first business day of the delivery mon th, (2) the business day closest t6 the 15 th of the 
delivery month, and (3) the last day of trading. The pattern of cash prices for the balance of the delivery month also 
was checked. Comparisons were made for each contract during 1964-11 for which the open interest just prior to the de­
livery month exceeded 50 contracts. 

Relations appeared to stabilize fairly well from 1968 on. Variations in the differential between cash prices and fu­
tures occurred at times early in the delivery month when the trade was attempting to assess whether cash or futures were 
out of line. Quotations on the last day of trading occasionally appeared nonrepresentative in terms of differentials be­
tween cash and futures. An explanation of these apparent abnormalities is given in the footnotes to table 23, which 
shows these differentials. With thr~e exceptions, differentials on the last day of trading were averaged over 1968-71. 
These were rounded slightly to obtain the assumed normal basis (futures minus cash) shown below for each contract. 
Spreads in 1972 differed considerably from the assumed level. 

Futures tended to trade above cash for the February, March, and May contracts, suggesting higher quality stan­
dards for deliverable bellies than for those normally sold in cash markets. Futures tended to be below cash for fresh bel­
lies in July and August, reflecting the fact that stored bellies normally are not carried much beyond September. Normal 
future-cash spreads from 1968 on were assumed to be: 

February 3.45 
March, May 2.70 
July, August -3.50 

PREDICTIONS OF CASH AND FUTURES QUOTATIONS FOLLOWING EACH 
HOGS AND PIGS REPORT, SEPTEMBER 1967-MARCH 1972 

Prediction of Cash Prices 

In tltis section, an attempt is made to deterntine how accurately cash prices can be estimated from information 
given in each Hogs alld Pigs report and related information known at the time. Sources of error are also measured. To 
simplify the analysis, certain variables were assumed to be known. Sources of error due to prediction of these variables 
could be measured in the same way as were sources due to certain other factors relatillg directly to the hog economy if 
exact prediction formulas were available. The variables assumed to be known and possible sources of predictions are dis­
cussed below. 

l.-First-of-quarter stocks ofbellies for Ilear-quarter predictiolls-The Hogs and Pigs report is issued around the 21 st of 
the mon tho Data on total U.S. stocks for the beginning of a month are published around the 15th of that monL'1. Data 
on stocks at the Chicago Merchantile Exchange are published daily. Information on stocks at other Exchange-approved 
warehouses are published weekly in the Daily fnfomUltioll Bullenil of the Chicago Merchantile Exchange. It was as­
sumed that the required 10-day projection and blow-up to a U.S. total could be made accurately. 
2.-PerSOllal disposable income for two quarters following the report-The Wharton forecasts (see p. 7) are a possible 
sOurce of personal disposable income. These are made for up to 18 months ahead. 
3.-Collsumptioll ofshell eggs for two quarters ahead-Methods for a one-quarter prediction are given in Roy and John­
SOil I '2). Forecasts for the second quarter could probably be based partly on factors used by Roy and Johnson and 

.1 the forecaster's judgmen t. 
4." Populati'ml for two quarters ahead for models based all per capita data-These projections are available from ~. 
S.Prices ofhogs and com required for projections ofpork belly production-Models relating to hog prices that depend 
chiefly on information in the Hogs alld Pigs report are discussed in Foote and Sadler (.!D. Forecasts are available from 
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Table 23-Differentials between cash prices for fresh pork bellies weighing 12-14 pounds and closing futures 
quotations on specified dates in the delivery month 

Futures minus cash in-
Contract - ... -----~-
and date 

1964 1965 1966 1967 1968 1969 1970 1971 

Cents/po lind 

February: 
First of month 
Midmonth 
Last day of trading 

0.68 
.35 
.43 

1.48 
1.35 
1.73 

1.90 
1.74 
3.38 

2.88 
3.46 
2.90 

2.93 
4.35 
3.00 
to 
3.75 

-0.15 
3.45 
4.12 

March: 
First of month 
Midmonth 
Last day of trading 

2.25 
2.27 
1.82 

1.00 
-.45 
1.60 

2.10 
1.70 
1.08 

1.29 
1.95 
1.90 

2.55 
2.92 
3.06 

2.25 
3.82 
2.42 

4.60 
4.44 
3.65 

May: 
First of month 
Midmonth 
Last day of trading 

1.70 
.25 
.86 

1.58 
1.15 
-.30 
to 

2.00 

2.56 
1.35 
-.30 
to 
.75 

2.16 
2.10 
;1 .32 

2.80 
2.22 
1.70 

2.33 
.14 

2 -.18 
to 
1.00 

2.65 
3.98 
3.67 

July: 
First of month 
MidmonUl 
Last day of trading 

-3.00 
-1.50 
-3.05 

-2.26 
-2.65 

-.02 

-4.18 
-.92 
-.40 

-2.70 
-3.65 
-1.45 

-2.89 
-.78 

-4.45 

-2.30 
-2.24 
-3.55 

-4.00 
-4.25 
32.08 

-1.01 
-2.60 
-2.50 

August: 
First of month 
Midmonth 
Last day of trading 

-.80 
-.11 

- 1.75 

-·.52 
-2.85 
-2.40 

-5.90 
-1.92 
-1.95 

-3.45 
-3.10 
-1.42 

-2.88 
-1.48 
-4.43 

to 
-3.75 

-5.58 
-5.53 

4 -1.10 
to 
-.20 

-1.64 
-2.68 
-3.52 

-1.73 
-2.47 
-2.98 

I Open interest was no more than 50 contracts. 
2Cash prices declined steadily after the close, dropping by 3-1/2 to 4 cents from the level ihat prevailed on 

the last day of trading up to the end of the delivery month. 
J Open interest was 1,530 contracts on the opening of the last day of trading. Futures were under cash 2 

days prior to the close. 
4 Cash prices made a low for the month on the last day of trading. On that date, they were 4-1/4 cents below 

the midmonth quote and 5-1/2 cents below the level reached by the end of the month. 

various other sources, including the Livestock alld Meat Situation. Corn prices can be estimated fairly accurately by con­
sidering aspects of the price-support program for feed grains. Possible errors in forecasting hog slaughter due to errors in 
these predictions are discussed in (8). 
6.··Probable level ofJuly estimllte -;;f com crop as of IIlte June-This level would be based on (I) official reports of 
weather and crop conditions up to late June plus (2) allowance for any changes in acreage control programs announced 
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after early March and possibly (3) private surveys of likely acreage planted as supplements to information in Prospective 
I'IIln lings. 

Ukely errors in price predictions due to errors in projections of these variables are believed to be small relative to 
enors that we did allow for in litis section, as shown below. 
7 . ....,Envrs in estil1wting pork belly production two qllllTters ahead based on the best equations (discussed on pp. 32-45)­
In these analyses, data on independent variables published in each Hogs and Pigs were used. Additionally, in some of the 
analyses, prices of hogs or corn for up to one quarter ahead were used. In others, based on data in the June Hogs and 
Pigs, the official July estimate of corn production was assumed to be known. Initial data on hog numbers published in 
the current issue ofHogs and Pigs in relation to the year of forecast were used each year. 
8. -Errors in estimating the size Of three successive pig crops, given a CQrrect estil1Ulte ofbelly production-The models 
are based on data for all States. For issues of Hogs and Pigs with data only for 10 States, are made an estimate for all 
States. Also, quarterly pigs per litter had to be estimated from each report. 

This all-State estimate was obtained as follows (using December 1971 and March 1972 reports to illustrate), In the 
December report, December-May farrowings for 1972 were projected at 90 percent of 1971 for all Slates and at 91 per­
cent for the 10 Corn Bclt States. All percentages of a year earlier for the 10 States in the March report were lowered by 
one percentage point to apply to all States. U.S. data for the preceding year, shown in the December 1971 Hogs and 
Pigs, were used as a base. 

Pigs per litter were handled in the usual way based on the most recent U .S-!IO-State differential (see p_ 63). 
9, ,·Errors in estimating stocks beyond the first of the quarter following the report-Beginning stocks were needed for 
the far quarter and also for mon lhs other than the first in each near or far quarter. Beginning stocks for the far quarter 
were assumed to equal stocks at the end of the near quarter as predicted by the models. Given these and other data for 
the analyses, stocks at the end of the far quarter could be predicted from the models. The projected level of stocks at 
the beginning and end of each quarter was tabulated and interpolations made for intervening months based on seasonal 
patterns prior to the year for which the projection was being made. 
10.· errors due to the basic equations whell all predetermined variables were at their actual levels-Three sets of equa­
tions were used in these studies. The first were reduced-form equations from the best of the quarterly models. Based on 
Theil coefficients shown in tables 4 and 5, these models were built partly on both per capita data for January:March, 
July-September, and October-December and also on the model that used. total data for April-June. The second set were 
the best of the t1rst·round equations from the quarterly models; again, this choice was based on the coefficients in tables 
4 and 5. These equations Wcre based in part on per capita data for April-June, July-September, and October-December 
and on the model based only on total data for January-March. The third set were the best of the equations from the 
monthly models for the five contract-delivery months; the choice was based on Theil coefficients shown in table 13. 
These were first-round equations based on total data for February and first-round equations built in part on per capita 
data for the renwining months. These three sets are referred to as methods A, B, and C, respectively, in tables 24-28. 

Prediction of Final Closes for Futures Contracts 

Although these models and equations were not designed to predict prices for a single day, a decision was made to 
make lhis test based on the average closing range for the final day on which the contract was traded. The following ad­
ditional sources oferror had to be measured. 
\.-Brrors due to differellces ill time pen'odsQuarterly models apply to a quarterly average price and monthly equa­
tions to a monthly average price. The error quantified under lhis heading is the difference between the cash price on the 
closing day for the contrad and the average actual cash price for the period covered by the price equations. 
2. _. Errors due to a basis other thall that assumed as lloi'l1UlI-The preceding major section listed "norma}" differentials 
between futures quotations and cash prices over 1968-71. This column shows the average difference between the as­
sumed basis and the actual basis at the close for the contract. 

Summary of Results 

Tables 24 and 25 show the relative magnitude of each error source for near and far quarters, respectively _The first 
column contains the average difference betwecn (I) the predicted cash price based on initial estimates plus the assumed 
normal basis and (2) the actual closing range for each futures contract. All figures in these tables are sums oferrors with­
out regard to signs, divided by the number of observations. Remaining columns represent errors from each source. The 
sum of these columns by rOw is larger than the net error in the first column because some of the individual errors are 
offsetting. 
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Table 24-Near·quarter predictions for pork belly futUres quotations, average of closing range: Sources of 
of error l 

Source of error 
Contract (month) 

Net Errors in estimates for­and Due to Differ-
Method2 Assumed

error 
equation encePig crops

Q basis 
given Q St set in period 

Cents/~'?owld 

February: 

A 2.1 0.5 0.3 -

B 2.0 - .4 

2.0 0.9 

- 2.0 
 .9 1.1}C 2.6 - .8 0.3 2.0 1.2 

March: 

A 3.3 .5 
 .3 - 2.0 1.5
B 2.9 ­ .4 - 2.0 1.5 1.3}C 2.1 ­ .4 .4 2.4 .9 

May: 

A 3.0 .4 ­.5 }1.7 .8
8 3.6 - .6 - 2.0 .8 1.7C 4.9 - .9 .2 3.2 .6 

July: 

A 2.5 2.2 
 .1 - 1.8 2.1
8 4.2 - .9 - 1.0 2.1 1.9(' }3.4 - .8 - 1.8 1.1 

August: 

A 3.9 2.2 .1 
 - 1.8 .9
8 2.0 - .9 - 1.0 .9 1.0c 3.4 .8 3.6 3.0 

Note: - =variable that does not enter the equation. 

I Average absolute errors from each source for February 1968-May 1972 contrdcts. See text for exact definition 
of error sources. 

2Methods: 

A = Quarterly reduced-form equation 
B = Quarterly first-round equation 
C =Monthly first-round equation 

I.-Net error-The range, on the average, was between 2 and 5 cents per pound for near-quarter predictions, and be­
tween 3 and 7 cents per pound for far-quarter predictions. Differences in the magnitude of the errors between con­
tracts did not appear significant, but on the average the quarterly equations were superior to the monthly equations for 
the near-quarter predictions. 

2.-Errors due to faulty estimat'!s ofQalld the pig crops-Q is involved only for method A; comparisons between meth­
ods should be made based on the sum of the two columns. TItis source of error contributed 1 to 2 cents to the overall 
error for the near quarter and I to 3 cents for the far quarter. Errors for the far quarter were conSiderably larger when 
based on reports for the 10 States (except in May) than when based on reports covering all States. 
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Table 25-Far-quarter predictions for pork belly futures quotations, average of closing range: Sources 
of error l 

Source of error 

Contract (monUl) Errors in estimates for-Net 

S	 
Due to Differ­

and 	 Assumed 
error equation ence

method2 	 basisQ Pig crops set in peri9d
given Q St ________________r-________ 	 ___-J_______L~______~__________~--------t 

Cell ts/polllld 

February: 
0.9 }5.2 0.9 2.2' 1.5 2.0A 

1.11.8 2.0 .9
B 5.5 2.9 


\.8 2.0 1.2
6.2 	 3.2C 

March: 
A 	 .9 2.2 1.5 2.0 1.56.6 	 \1.5 1.320 	 1.8 2.0 

.4 2.4 .9
B 	 6.9 

C 5.1 	 2.9 

May: 
.5 1.0 1.7 .8 }A 3.0 .3 
.6 1.0 2.0 .8 1.7 

B 	 3.8 
.61.0 1.0 3.2C 	 5.0 

July: 
1.8 2.1 }7.0 2.4 .2 2.7A 

B 6.4 2.4 3.4 .1 ..0 2.l 1.9 

1.1 	 ,. , 
C 5.9 	 1.8 3.8 1.8 

, 
August: 

., 

(..4 2.4 .2 2.7 1.8 
.A 	 99 } '1.0 

B 5.3 	 2.4 3.4 1.0 

2.7 4.0 3.0· 1.7. :5.7C 

Note: - variable that does not enter the equation. ...,' 
1 Average'absolute errors from each source for February 1968-May 19'(2 contracts. See text for exact definition 

of error sources. 
'2 Methods: 


A = Quarterly reduced-form equation 

.B =Quarterly first-round equation 

C = MonUlly first-round equation 


3.-Errors due to faulty estimates o/stocks-Except for the August contract for method C, these errors were mino~ for 

near-quarter predictions. They contributed 1 to 4 cents to the errors in far-quarter predictions and are larger in July ;md 


August than in other months. 

4.-Errors due to the basic equatiolls-These errors were the same for near and far quarters because they are based on 

final values for all predetermined variables. On the average, they contributed 1 to 3 cents to the overall error. 

5.-Remaining error sources-Each source contributed 1 to 2 cents on the average. The basis for individual years fOf' 


some contracts differed greatly from the assumed normal. 
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SHORT-TERM PRICE ANALYSES FOR PORK BELLIES 

Weekly Models 

For certain commodities, a.single major report is followed widely by the trade. The most widely used report relat­ing to pork bellies is the Daily Information Bul/etin issued by the Chicago Mercantile Exchange. In addition to futuresquotations and volume and open-interest data for all commodities traded on the Exchange, a number of basic statisticalseries are also included. In 1972, these contained the following information for bellies: (J) Daily sto;age move--­ment (in, out, and onhand) for 11 Chicago warehouses approved by the Exchange, (2) estimated national daily slaugh­ter of hogs under Federal inspection and a cumwative figure for the week, and (3) sliced-bacon production under Fed­eral inspection for a week ending 3 weeks earlier (usually reported on Monday). Total slaughter and slicings data for thepreceding week are normally reported on Monday along with corresponding data for a week and a year earlier. Stocks
for the preceding Thursday are also reported on Monday along with stocks for the corresponding date a year earlier. The
slaughter estimate often ,undergoes considerable revision. However, revisions in the other figures are negligible, except
for an occasional major revision in slicings issued a day or two after the initial report. Slicings data frequently are pub­
lished later than Monday, sometimes by several days.

I.-Variables used-Regression analyses involving the following variables were run for data from the week ended Octo­
ber 4,1969, through that ending February 19,1972. Thus, two full and one partial October-September marketing year
were covered. As discussed later, data for the full period and a number of subperiods were analysed. Considerable work
is involved in compiling these data and this period was assumed to be long enough for a reasonable test of the approach.
The following variables were used. 


Dependent variables: 

PH - High for the nearby futures quotation on Tuesday through Friday of the current week in cents per pound.PL - Low for the nearby futures quotation in the same period in cents per pound. 
Basic independent variables: 

B - Bacon slicings for the latest week as published normally on Monday of the current week in million pounds.St - Stocks of pork bellies on hand in Exchange-approved Chicago warehouses on Thursday of the precedingweek in million pounds; this figure is normally published on Monday of the current week.
Sl - Federally inspected hog slaughte~, total for the preceding week in 1,000 head; this figure is normally pub­lished on Monday of the cuuent week.
PF - The settlement price for the futures contract to which PH and PL relate as of Friday of the preceding weekin cents per pound; this price is published in the report for Monday of the current week. 
Lagged independent variables: 

Let .1w refer to the change from the figure for a week earlier and .1y refer to the change from the figure for a yearearlier. The lagged figure is that given in the report for the current Monday, if this figure is shown.
The following lagged variables were used: 

.1wB .1wSt .1wSI

.1yB .1ySt .1ySI 
Weeks in which a monthly Cold Storage report or a quarterly Hogs end Pigs report came out were eliminated fromthe initial.calculations. Calculated values for the week in which the monthly Cold Storage report was issued were usedlater in special analyses.
Quotations for the nearby future were used through the week in which the 15th day of the delivery month fell,except when this day was a Sunday. [nthe latter case, the nearby futurr. was used only through the preceding week.Since PF related to the same contract as the dependent variables, no problem resulted from rolling forward into the fol­lowing contract. 

2.-Basic Models-

Modell - Variables as shown above.
Model II - St and Sl moved ahead I week on the assumption that the trade mightanticipate the end-of-week dataas they developed each day. 
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No clear-cut advantage. in predictive ability was shown for one model versus the other. Of the eight final equations 
chosen, three arc based on .Modell and five on Modell!. 
3.-Samp/e periods- From late August into January, the nearby future relates to the following February. In other per­
iods, contract months are spaced more closely. Also, during part of the total period, prices were rising sharply; in other 
parts, prices were declining or stable_ The total period was divided into four sub periods (table 26). 

Subperiods were used chiefly to determine whether the more homogeneous groups of data would provide im­
proved results, as measured by smaller standard errors of estimate. If they did not do so, results from larger groupings 
were used. Regression analyses were run for the following groups: A, B, C, D, AD, BC, AB, CD, and all data. 
4.-Selectioll of variables for the final analyses for each set-The first set of analyses included PH or PL as a function of 
B, ~wB, ~yB, St, ~wSt, ~ySt, Sl, ~wSI, ~ySI, and PF . These were run as models I or Il, depending on the way St and 
Sl and related variables were handled with respect to lags. For practically all these analyses, PF alone accounted for over 
95 percent of the variation in PH or PL. For tllis reason, a second set of analyses was run using as dependent variables 
PH - PF or PL - PF .md including all independent variables shown above except PF . Percentage of variation explained 
for most of these was reduced sharply, but the standard errors of estimate in many cases were nearly the same as before_ 
TIle latter analyses are rettmed to as [~ or ll~, respectively, because they reflect factors during the week that affect the 
change in price from the end of the preceding week. 

Signs on regression coefficients for B and related variables were expected to be positive because once bacon is 
sliced it will move into consumption. Signs on coefficients for St (stocks) and Sl (slaughter) and related variables were 
expected to be negative since these relate to supply. "Wrong" signs were expected on some variables because of the rela­
tively small samples for some analyses and the problems of multicollinearity. Following the initial run, variables with 
"wrong" signs were dropped, subject to the restriction that at least one variable from the following pairs should be re­
tained: (B or ~yB), (St or ~yS), CSI or ~ySI). After the secolld run, variables with wrong signs were dropped. Tables 27 
to 30 show the highest-order partial correlation coefficients for variables that came in with "right" signs in the final 
analysis for each set. Each multiple correlation coefficient is shown also. 
5.-Choice alld lIature offilial allalyses-The multiple correlation coefficients mostly were extremely high for models [ 
and II and were relatively low for models l~ and Il~ because of the inclu~ion or exclusion ofPF . Thus, PF was not 
judged to be a good criterion in choosing the final analyses. Instead, reliance was placed on the relative standard errors 
of estimate (table 31). Two decimals are shown when two were sufficient for choice, and when three decimals were re­
quired, these arc shown. The analyses for subperiod B relating to highs indicate the basis tor these choices. The best 
analysis for subperiod B had a standard error of estimate of 0.95 cent per pound. The best for AB was 0.93. The best 
for "all data" was 0.906. As a larger grouping was preferred ~wer a smaller one, analysis I for the complete data set is 
recommended when highs for subperiod B are involved. For sub period D analyses relating to lows, II was chosen over 
I1~ because more variables carne in with signs that were consistent with economic theory. Table 32 shows the analysis 
chosen for each subperiod, 

All final analyses were checked for correlation of the successive residuals based on the Durb:n-Watson test. Posi­
tive autocorrelation is the type most commonly observed in economic data. No evidence of autocorrelation was found 

Table 26-Subperiods used for weekly models 

Symbol Designation Ending Number of 
dates covered observations 

A 	 Rising prices, no Oct. 4, 1969-Jan. 3, 1970 
nearby future Aug. 28, 1971-Jan. 8,1972 24 

B 	 Rising prices, Jan. 10-Feb. 14, 1970 
active nearby Jan. 23-Aug. 21,1971 
contract 	 Jan. IS-Feb. 19,1972 31 

C Stable or falling 
prices, active 
nearby contract Feb.21-Au~ 15,1970 18 

D 	 Stable or falling prices, 
no nearby fu ture Aug. 22, 1970-Jan. IS, 1971 14 
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Table 27 .. Weekly analyses for pork belly prices based on model I: Highest-order partial correlation 
coefficients for final analyses for variables showing signs consistent with economic theory and the multiple 

correlation coefficient 

Partial correlation coefficients on-
Subperiod 

B I nwB I. b.yB I ~d".~~l ~YSllSl T~~~lL~>:s_~L~~__ .~ 
Analyses for highs 
(PH): 

AI 0.16 -0.55 -0.23 0.84 0.995 

B 0.05 Jl38 -0.05 .99 .995 

C .20 -.13 .97 .972 

D .27 -.35 -.17 .78 .984 

AD I 
! - .19 -0.22 -0.10 .99 .993 

I 
BC ! -" 

I 
.13 -.35 .99 .996 

AB j .­ .09 -.12 -.06 -.20 -.002 -.07 .96 .995 
i 

CD i 
I 
I - .23 -.11 -.25 -.14 .98 .995 

All data I .13 -.11 -.002 .99 .994 

Analyses for lows 
(Pd: I 

fA - .12 -.20 -.56 -.28 .70 .994! 
f 

!B - .08 -.27 .97 .993
I 
I 

C .47 .09 -.09 .90 .971 
t 

I 
t 
~D .60 -.34 .98 .991 

I
AD I - .10 -.24 -.20 .99 .992 

j 
! 

BC .01 .12 -.08 -.14 .96 .994 

AB .09 -.31 -.16 .97 .993 

CD I .. .46 .05 -.27 -.20 .98 .994 
I 

All data .04 .05 -.09 -.06 .98 .993 

Note: = variable that does not enter the equation . 
.\ Used in final set of analyses. 
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Table 29 ~ Weekly analyses for pork belly prices based on model I~: Highest-order partial correia lion 
coefficients for final analyses for variables showing signs consistent with economic theory and the mUltiple 

correlation coefficient 

Partial correlation coefficient on~ 
Subperiod 

Analyses for highs 
(PH): 

A 0.18 -0.15 

B .05 -0.43 

C 0.24 .06 -.05 

D .46 -.42 

AD .21 -0.15 

BC .11 -.31 -.04 

AB .06 0.09 -.10 -.05 -.11 

-.09 -.33 -0.14 

All data .15 -.08 -.09 

Analyses for lows 
(PL.): 

A .05 

B .05 

c .41 .06 -.02 -.02 

D .54 - .11 -.24 

AD .10 -.24 

Be .28 -.04 -.01 

AS .26 -.13 

CD .46 .02 -.26 -.29 

All data .01 ..18 -.02 

Note: = variable that docs not enter the equation. 
I U~ed in final set of analyses. 

-0.19 

-.08 

-.08 

-0.30 

0.403 

.434 

.336 

.521 

.421 

.325 

.356 

.466 

.195 

-.23 

-.20 

-.11 

-.06 

.289 

.052 

.466 

.707 

.341 

.304 

.278 

.493 

.202 
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Table 3D-Weekly analyses for pork belly prices based On !l1odelll~: Highest-order partial correlation 
coefficients for final analyses for variables showing signs consistent with economic theory and the multiple 

correiation coefficient 

Partial correlation coeff1cient on-
SUbperiod 

Anlilyses for highs 
(PI! ): 

A 0.24 0.11 -0.11 -0.16 

B 0.02 
I 

-0.\.5 -.01 

c .34 -.36 

.46 -AS 

AD .33 .04 -.12 

BC .001 -.05 -.06 

AB .04 .02 -.OS -.14 

CD .06 .27 -.OS -.11 

All data .09 -.07 

Analyses for lows 
(PL ): 

A .! 5 -.04 -0.09 

B .32 -,OS 

.43 .IS -.12 

D .5S .12 -.53 

AD .19 .09 -.21 

BC' .29 -.02 

AD .23 -.11 

CD .46 .19 -.24 -.11 

All data .22 

Note: ::: variable that docs not enter the equation. 
I Used in final set or analyses. 

-0.01 

-.24 

-.19 

-,]0 

-.04 

-.06 

-.05 

-.03 

-.01 

-.02 

-0.13 

-.49 

- .37 

-.04 

-.31 

-.20 

-AI 

-.32 

-.13 

-.09 

-.01 

-.2S 

-.13 

OA17 

.273 

.560 

.535 

.532 

.235 

.205 

.560 

.256 

.244 

.332 

.594 

.759 

.353 

.318 

.252 

.555 

.231 
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Table 31 -Weekly analyses relating to pork belly prices: Standard errors of estimate from 
final analyses within each set t 

High Low 
Subperiod 

II 1.6. 11.6. II 1.6. 1l.6.I I I I I 1 
Cems per POllllci 

A 0.72 0.S3 0.84 0.90 0.S4 0.S31 0.99 1.03 

B .98 US .95 1.26 1.10 LOS LIS LIS 

C .S7 .87 .S6 .S4 .97 .93 .98 .S9 

0 .60 .57 .563 .557 .44 .421 .43 .421 

AD .82 .79 .S3 .7S .S5 .S9 .S34 .86 

Be .906 LOS .92 1.14 1.07 1.02 1.07 1.07 

AB .93 LOS .93 1.11 1.03 1.04 1.07 LOS 

CD (Use for C) .76 .79 .75 .7S .76 .73 .74 .74 

All data (Use 
for B) .906 1.0 I .909 1.00 .99 .97 .99 .99 

t Chosen analyses are underlined. 

for any of these analyses. Inconclusive results for positive or negative autocorrelation were noted for four of the eight 
analyses; for the remainder, the test showed no evidence of autocorrelation. 

Certain variables came into these analyses with t-ratios that were statistically significant at at least the 5-percent 
level (based on a one-tailed test). These variables were: .6.wB for subperiod C based on lows; .6.yS't for subperiod A for 
both highs and lows, for subperiod C based on highs, and for subperiod 0 based on lows; and .6.ySI for subperiod B 
based on lows. For models I and II, Pr ' was significant for all analyses. 

Table 33 shows the regression coefficients and the constant term for each of the final analyses. 

Analyses Measuring Effects of Monthly Cold Storage Report on Price 

The trade follows closely changes in stocks ofpurk bellies in Chicago warehouses and, to a lesser extent, changes 
in other warehouses certified for delivery on futures contracts. Figures for Chicago are available daily. Data for "out-

Table 32--Weekly analyses chosen best for each subperiod 

High Low 
Subperiod 

Analysis Based on- Analysis Based on-I 1 

A A II A 
B All data II All data 
C 1.6. CD II CD 
0 11.6. 0 II D 
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Table 33 ,Weekly analyses relating to pork belly prices: Regression coefficients and constant terms 
from final analyses for each subperiod 

Coefficien t 
A I B 

High 

I C l 

I DI A I B 

Low 

I C I D 

Regression 
coefficient on~ 

,1wB 0.04415 0.07766 0.1091 0.003741 0.1544 0.05644 

.1yB ,04846 .04915 .06385 .01180 

St - .0093:24 -0.05642 -.004558 -.01601 

ClwSt - .0570 I -.1640 

,1ySt -.1949 -.04409 -.04937 -.2375 - .01348 -.02611 -.1562 

SI -.000748 - .002086 

~wSI - .000817 -,000010 

,1ySI - .001958 -.002230 -.001546 

Pr. ,72014 1.0201 .50764 .93106 .96340 .67671 

Constant 13.20 .09 1.52 .18 24.10 1.86 .68 9.43 

Note: - ::; variable that does not enter the equation. 
1 Value of PF n1ust be added to estimate a price level. 

side" warehouses are published once a week. Stocks at Chicago were used for detailed analysis because they are regu­
larly published in. the Daily Information Bulletin. Data on the outside warehouses have been published from time to 
time in this bulletin but were not carried regularly throughout the period we analyzed. The monthly Cold Storage re­
port relating to total stocks in the United States affects the market chiefly when its figures differ from the prediction 
based on previously published information. 
1.- Variables lIsed-The following variables were used in these analyses: 

Dependent variables: 

(PH - PR) was the high for the nearby future in cents per pound over the 3 days following release of Cold Storage 
less the settlement price on the day preceding the report for those months in which £1mM was less than £1mC (defined 
below), 

(PL - PR) was the low for the nearby future in cents per pound over the 3 .lays following release of Cold Storage 
less the settlement price on the day preceding the report for those months in wI teh £1mM was larger than £1mC. 

If t1mM was within two percentage points of £1mC, no computation was I' Ide and data for that month were 
omitted from the analysis. 

Independent variables: 

~mi\t was the ratio of stocks at the end of the preceding month to stocks at the end of the month 2 months earH­
er pUblished in the Cold Storage issue released during the current month. 

,1yM was the ratio of stocks at the end of the preceding month to stocks a year earlier published in the Cold Stor­
age issue released during the curren t month. Ratios that exceeded 2.0 were reduced to 2.0; ratios for small numbers can 
become very large. 
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LlmC was the ratio of stocks at Chicago warehouses approved by the Chicago Mercan tile Exchange at the end of 
the preceding month to stocks at the end of the month 2 months earlier. At times, this comparison is shown in the Bul­
letill just prior to the release of Cold Storage. At other times, the reuder must determine the comparison by examining 
the report issued a month earlier. 
"''' A "­(PH - PR) or (PL - PR) were calculated highs (PH) or lows (Pd in cents per pound from the weekly price analy­

ses for the week in which Cold Storage is released less the settlement price on the day preceding release of the monthly 
~ ~ 

report. (PH - PR) was used with (PH - PR); (PL - PR) Was used with (PL - PR). 
Futures contracts in each case were based on the same rules as for weekly analyses. 

2. Selectioll of lIariables (oJ,. the filial analyses Analyses were run initially with (PH - PR) or (PL - PR) as a function 
of LlmM, ~yM, LlmC, ,lI1d (PH - PR) or (tL - PR). Analyses were rlln separately for the highs, the lows, and the highs 
and lows combined, because expectations about signs on the several independent variables were the same for highs and 
lows. Twelve observations were available for highs and 13 for lows over release dates from October 1969 through March 
1972 .. During this period, 5 months were omitted because ~mM and ~mC were nearly the same. 

The regression coefficient on (Pu - PH.) and (1\ - PR ), whichever was used, was expected to be positive because 
this expectation renected the innuence offactors other than the monthly stock report on price. Coefficients on LlmM 
and 6.yM wer:! expected to be negative. However, the coefficient on LlyM was positive for all initial analyses. LlyM was 
dropped, based on the reasoning that this vuriable was probably ulready in PR and hence should have had little effect 
on the dependent variables used. Standard errors of estimate were nearly the same with or without LlyM. The coeffi­
cient on ~mC was expected to be positive for somewhat complex reusons. At leust in part, LlmC renects knowledge of 
the change in stocks over the past month which the trade would have prior to release of the mon thly report. For any 
given small change in ilmM shown in that report, the trade could have expected a large increase (u ratio greater than 
one).lfso, the given change would trend to advunce the price sharply. Or iftl!c trade had expected a large decrease (a 
nltio ofless than one), the given chunge would tend to cause a sharp drop in price. Thus, increases in price, other things 
being equal, would be associated with ratios greuter thun one for ~mC, and decreases in price, with ratios ofless than 
one. The same reasoning can be applied to changes of any given magnitude for ~mM. These two variables could have 
been brought into the initial analyses in the form (llmM - ~mC), thus forcing a common coefficient of opposite sign 
for the two variables. However, a given percentage change in ~mM could have had a larger influence, as this variable re­
lates to the United States, whereas ilmC relates only to Chicago. If this reasoning is correct, the coefficient on LlmM 
should exceed that on LlmC. However, for the analysis based on highs, the coefficient on LlmM was -0.45 while that on 
~mC' was 0.92. For the other two unalyses, the coefficients, except for sign, were nearly identical. For both the highs 
and lows, the simple coefficient of determination between ~mM and LlmC exceeded 0.94, making it difficult to measure 
their separate effects. For this reason, idependent variables used in each final analysis were (~mM - ~mC) and either 
(PH - PR) or (1\ - PH)' Standard errors of estimate when ~mM and ~mC came in separately were somewhat larger 
than when their difference was used as a single variable. 
3.--Coefficients for the filial eql 'ltiolls-Regression and related coefficients for each of the three final equations are 
shown in table 34. Differences of coefficients for the analyses relating to highs or lows from the difference for the anal­
ysis based on both were not statistically significant. Thus, the unalysis for both can be used. The F-ratio relating to the 
variation explained by the analysis was significant at the I-percent point, and the t-ratio for (LlmM - LlmC) also was sig-

Table 34-Analyses relating to prices following 
the monthly Cold Storage report: Regression 

coefficients and related variables for each analysis 

Analyses based on-
Coefficients 

Higl1s Lows All data 

Partial regressions on­

(PH - PR) or (PL - PR) 0.1200 0.1636 0.2001 
(~mM - LlmC) -1.585. -1.683 -2.045 

Constant -.09 -.36 '-.24 

Standard error of estimate .57 .88 .70 
Multiple correlation .43 .35 .62 
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nHicant at this level. Magnitudes of both regression coefficients appeared reasonable. The coefficient on (~mM - ~mC) 
suggested that for every discrepancy of one percentage point between these two estimates of stock changes, prices of pork 
bellies will change about 2 percent in the opposite direction. The Durbin-Watson test for this analysis showed no evi­

dence of serial correlation in the residuals. 
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APPENDIX 

Sources and computations involved in obtaining the data are discussed below. 

As previously mentioned, Q is computed by taking 11.5 percent of total commercialliveweight slaughter of hogs 
in million pounds. Pertinent data are published monthly in Livestock Slaughter (:!.!.). Revised data for the preceding 
year are given in a report issued in April entitled Livestock Slaughter lIlId Meat Production Anllual Summary (~. His­
toric data appear in the annual supplements to Livestock alld Meat Statistics (32, table 141). 

Data on S are published in the monthly report Cold Storage (37). Revisions for the preceding month frequently 
are carried in the current issue. Historic data are shown in the Chicago Merchantile Exchange Year Book (~). As pub­
lished initially, data apply to the end of each month but frequently are labeled in tabulations as applying to the first of 
th~ following month. 

C is computed from data for Q and S by use of equation (1). 
Da ta for P are available curren tly from the National Prol'isioner (18) or a half-page summary of "Spot Commodi­

ties" prices given in the daily New York Journal of Commerce (li). Daily prices for three weight classes for Fresh or 
FFA bellies and frozen bellies for the current calendar year are pubJishedin the Exchange year books (3). The series 
used in this report was obtained from a meatpacker and'is based on averages of Wednesday quotations fur each month. 

Quarterly data on 1 are available currently from the Survey ofCurrent Business (44, p. S-2). Historic data on a 
total basis came from a Working Data for Demand Anaivsis (36, p. 11); figures are shown on both a total and a per cap­
ita basis. As mentioned previously, per capita data used in the. models discussed here differ slightly from the official 
series because of a different population divisor. 

Historic data for E on a per capita basis are shown by quarter for 1960-71 in the POliltry alld Egg Situation for 
June 1972 (34, table 4) and for 1949-59 in Selected Statistical Series for Poultry and Eggs Through 1968 (35, table 16). 
Nearly comparable monthly data on a total basis (1,000 cases) are shown in a table entitled "selected poultry and egg 
statistks" in each issue of the POlllrry alld Egg Sitllation. Revised quarterly per capita data are carried. annually in the 
June iSSl.1e of this publication. Per capita data were converted to a total basis by multiplying by the population eating 
from civilian food supplies. Tltis series for specified dates within each year, with projections for a year or more in ad­
vance, can be obtained from Poplliatioll Estimates for Per Capita Series (~. 

Data on F are published currently in the June and December issues of Hogs alld Pigs (iQ). Data for the 10 Corn 
Belt States appear in all four quarterly issues. The la-State data in the March and September reports can be converted 
to a U.S. total based on relations between the two series in the June and December reports or by other methods. His­
toric data are given in LiJles!ockalld Meat Statistics (32, table 26). 

Data on L for the United States are published only for December-May and June-November. For the 10 States, 
however, data from 1963 to date are available for all four quarters. Data sources for L are the same as for f except that 
the la-State data historically came from (32, table 32). 

For 1963 to date, the following procedures were used: (1) Pigs per litter for the 10 States were computed for 
December-May and June-November by dividing the pig crops for these periods by the number of sows farrowing. (2) 
Pigs pet litter for the United States for the comparable periods were compared with those for the 10 States. For ex­
ample, for December-May 1971, the published U.S. figure was 7.19 pigs and the computed lO-State figure was 7.15, 
obtained from data in the December 1971 Hogs alld Pigs. (3) The U.S. figure by quarter was found by adding the dif­
ference~O.04-to the I O-State quarterly figures of 6.99 for December-May and 7.25 for March-May. 

Prior to 1963, 1 O-State data by quarter were not available. Differentials of the quarterly figures from the respec­
tive 6-mon th figures were tabula ted for each year from 1963 through 1970. The pattern appeared to be somewhat dif­
ferent for 1967-70 than for 1963-66. For tltis reason, 1963-66 average differentials were applied to the published 6­
month figures for the United States before 1963 to obtain quarterly data for use in the earlier years. 

Substantial revisions of previously published figures frequently are made in Hogs alld Pigs. After each census of 
agriculture, revisions for the previous 5 years are published, if need be. For purposes of fitting the models in this report, 
la test available revisions at the time the analyses were run were used. 
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* Published projections of L were compiled from the June and December issues of Hogs and Pigs or the Pig Crop 
Report for earlier years. The published projection for each 6-month period was compared with the reported actual for 
the preceding year in each report. The difference was added algebraically to the revised corresponding quarterly figure 
for the preceding year to obtain revised quarterly projections for use in the study. 

Since some of these series were derived for this report and others were available histOrically only in the Merchan­
tile Exchange year Qooks, all series that were not easily obtainable from official sources-except bacon slicings-are 
shown on a monthly or quarterly basis from 1957 to date in the following tables. 

Appendix table I-Pork bellies: Estimated production, 48 States, 1957-721 

Year Jan, Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

Millioll pOll/Ids 

1957 185 159 170 161 162 137 139 139 152 187 174 178 
1958 180 142 153 161 148 142 143 141 162 185 171 191 
1959 192 180 183 184 165 165 170 158 183 210 205 225 
1960 210 185 194 179 179 170 144 169 167 174 187 188 
1961 186 162 192 163 184 171 144 165 164 195 202 186 
1962 196 169 195 181 188 168 156 169 151 211 205 193 
1963 205 178 202 199 190 160 163 165 183 213 205 215 
1964 223 186 201 205 178 169 164 157 ]78 216 210 214 
1965 193 165 202 183 153 154 142 149 171 172 177 162 
1966 154 148 184 172 163 157 139 163 183 191 202 204 
1967 204 180 208 186 174 170 155 185 192 212 209 200 
1968 208 179 192 203 204 165 173 182 193 228 207 209 
1969 211 188 202 205 185 174 176 170 195 215 181 199 
1970 189 165 191 203 180 176 177 180 208 229 226 245 
1971 22f. 189 243 23.1 209 214 188 203 217 213 229 230 
19721 192 184 229 198 203 191 157 

I Computed by multiplying total commercial slaughter of hogs on a liveweight basis, as published in (41), by 0.115. 
2 Preliminary. 
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Appendix table 2-Pork bellies: Stocks in cold storage, as of first of the month, 48 States, 1957-72 1 

Year Jan Feb. Mar. Apr. May June July Aug. Sept. OcL Nov. Dec. 

Millioll pounds 

1957 '2 64.3 78.8 92.5 95.5 91.9 69.4 37.7 19.4 9.8 14.4 24.1 
1958 44.2 59.3 74.0 83.6 89.6 85.0 62.7 37.7 19.8 9.9 12.6 30.2 
1959 45.9 54.8 86.3 113.7 127.4 121.2 97.3 65.7 38.8 22.5 25.5 42.4 
1960 73.0 92.5 108.4 115.8 132.0 130.7 113.3 75.6 44.7 18.8 15.8 20.7 
1961 33.5 43.0 58.9 74.8 78.1 80.0 64.8 33.8 11.7 5.6 7.2 22.8 
1962 39.4 44.4 61.0 84.6 99.4 109.5 91.4 6\.6 34.5 12.5 15.9 35.1 
1963 57.8 64.2 73.3 103.4 119.9 112.4 94.8 65.9 36.8 22.1 23.1 38.5 
1964 60.8 84.2 113.7 139.5 156.6 154.8 133.2 86.3 46.5 22.2 34.0 54.2 
1965 74.6 84.6 97.9 113.8 120.9 103.1 73,5 40.9 21.6 8.8 9.0 16.2 
1966 25.3 29.5 38.5 48.8 62.7 65.8 47.7 27.0 12.5 7.0 9.3 19.8 
1967 44.9 50.2 67.8 91.8 108.5 100.5 89.0 60.6 33.3 20.8 32.1 48.8 
1968 68.9 66.7 77.2 91.9 115.7 128.3 102.9 59.5 27.4 15.8 20.1 33.8 
1969 49.1 46.7 56.2 76.0 96.2 96.7 84.3 46.8 21.7 12.2 19.6 26.1 
1970 38.7 37.0 47.1 61.1 74.0 82.1 67.3 39.3 20.4 9.8 21.2 42.1 
1971 76.4 82.8 84.5 113.5 131.3 146.1 140.8 107.0 71.5 51.5 53.9 68.9 
1972 86.3 84.2 87.9 107.5 130.9 133.0 105.6 

1 Current source: (37, table I, section on meats). End·of-month stocks as shown in that report are assumed to 
apply to the first of the following month. 

2 Not available prior to January 31, 1957. 

Appendix table 3-Pork bellies: Derived consumption, 48 States, 1957-721 

Year Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

l\Jillion pounds 

1957 '2 145 ISo 158 166 160 171 157 162 182 164 158 
1958 165 127 143 155 153 164 168 159 172 182 153 175 
1959 183 149 156 170 171 189 202 185 200 207 188 194 
1960 191 169 187 163 180 187 182 200 193 177 182 175 
1961 177 1.46 176 160 182 186 t75 187 170 193 186 169 
1962 191 152 171 166 178 186 186 ]96 173 208 186 170 
1963 199 169 172 183 198 178 192 194 198 212 190 193 
1964 200 156 175 188 180 191 211 197 202 204 190 194 
1965 183 152 186 176 171 184 175 168 184 172 170 153 
1966 150 139 174 158 160 175 160 178 188 189 192 179 
1967 199 162 184 169 182 182 183 212 205 201 192 180 
1968 210 169 177 179 191 190 216 214 205 224 193 193 
1969 214 179 182 185 185 186 214 195 20S 208 175 18Q 
1970 191 155 177 190 172 191 20S 199 219 218 205 208 
1971 220 187 214 211 194 224 220 238 237 211 214 213 
19nJ 194 180 209 175 201 218 

t Computed by adjusting production as shown in app. table 1 by changes in stocks as shown in app. table 2. 

2Not available prior to January 31,1957. 

JpreJimlnary. 
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Appendix table 4 ,Pork bellies: Price of fresh Or FFA, 12-14 pounds, at Chicago I 

Year Jan. Feb. Mar_ Apr. May June July Aug. Sept. Oct. Nov. Dec. 

Cents per pound 

1957 31.1 28.2 29.9 32.3 34.8 38.4 42.4 41.1 36.8 29.2 29.0 31.8 
1958 34.6 34.8 35.2 37.0 38.3 40.5 43.0 39.3 38,6 29.4 28.5 28.4 
1959 26.5 24.6 26.1 27.6 26.8 26,6 24.2 22.5 19.6 17.5 15.9 16.2 
1960 19.3 19.4 24.2 28.2 27.2 27.8 30.2 28.0 27.3 26.4 27.2 28.0 
1961 30.5 30.4 28.5 28.7 28.6 29.2 31.9 33.8 35.4 27.8 24.5 25.0 
1962 26.6 26.4 26.4 26.9 27.0 29.3 3.1.6 30.4 30.3 24.1 24.2 23.9 
1963 23.8 21.8 2LO 22.1 23.4 27.9 30.4 27.7 24.9 21.7 21.1 22.2 
1964 24.6 24.4 24.6 24.8 25.0 23.4 25.0 25.9 24.4 23.5 23.5 24.8 
1965 28.4 28.6 28.7 29.4 33.6 39.6 45.0 44.0 42.9 40.1 41.2 51.2 
1966 51.8 48.7 42.0 43.7 44.8 47.1 50.2 47.2 43.4 35.4 33.2 33.4 
1967 34.3 33.2 33.1 32.3 40.7 39.9 36.8 32.3 30.4 29.4 28.6 29.1 
1.968 31.4 32.0 32.4 35.7 32.4 30.6 31.0 29.5 31.1 28.0 26.9 29.6 
1969 30.4 31.5 34.3 33.7 36.8 36.6 38.2 43.7 41.7 38.1 40.9 43.3 
1970 45.0 43.0 42.5 40.9 40.9 41.1 42.6 37.2 32.9 25.8 24.1 22.0 
1971 22.0 24.6 22.6 22.6 22.9 24.3 24.0 24.2 23.7 24.2 24.8 28.0 
1972 35.3 34.5 33.4 33.9 35.4 35.8 39.7 39.7 

I Current source; Average of Wednesday quotations (M). 
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Appendix table 5 ~"Pigs per litter: Reported for 10 Corn Belt States and estimated for all States, by quarter 

Dec.-May! June·-Nov. 

Year 10 States All States 10 States All States 

Dec,- Mar.- Dec.- Dec.- Dec.- Mar.- June- Sepl.- J une- June- June- Sept.­
Feb.2 Mayl MayJ May2 Feb.4 Mal Aug2 Nov.2 Nov.3 Nov.2 Aug.4 Nov.4 

1956 . (,.94 6.88 6.97 - - - 7.01 6.97 7.03 
_.1957 7.12 7.06 7.15 - - - 7.06 7.02 7.08 

1958 7.05 6.99 7.08 - - - 7.17 7.13 7.19 
.1959 7.08 7.0'2 7.11 - - - 6.98 6.94 7.00 

1960 6.96 6.90 6.99 - - - 7.02 6.98 7.04 
1961 7.18 7.t2 7.21 - - - 7.16 7.12 7.18 

.. , .1962 - 7.08 7.0'2 7.11 - - - 7.23 7.19 7.25 
1963 6.99 7.28 7.18 7.15 6.96 7.25 7.23 7.26 7.25 7.23 7.21 7.24 
1964 7.23 7.26 7.25 7.23 7.21 7.24 7.21 7.23 7.22 7.21 7.20 7.22 
1965 7.23 7.23 7.23 7.22 7.22 7.22 7.24 7.30 7.28 7.27 7.23 7.29 
1966 7.35 7.36 7.36 7.32 7.31 7.32 7.20 7.31 7.28 7.25 7.17 7.28 
1967 7.32 7.37 7.36 7.34 7.30 7.35 7.38 7.40 7.39 7.38 7.37 7.39 
1968 7.28 7.49 7.42 7.37 7.'23 7.44 7.39 7.37 7.38 7.35 7.36 7.34 
1969 7.23 7.38 7.33 7.36 7.'26 7.41 7.35 7.26 7.30 7.34 7.35 7.32 
1970 7.22 7.37 7.31 7.33 7.13 7.38 7.18 7.15 7.16 7.21 7.23 7.20 
197 L 6.99 7.25 7.15 7.19 7.03 7.29 7.25 7.25 7.25 7.29 7.29 7.29 
197'2 7.30 7.30 7.30 7.33 7.33 7.33 

Note: . =not reported. 
I December of preceding year. 
"2 As published in (40). 
3 ('omputed by dividing pig crop by sows farrowing shown in (40) for the 10 States. 
4 I963-date: Differential for 6-month period added to published 3-l11onth figure for the 10 States. Data for earlier 

years based on 1963·66 differential for the 3-month figures in relation to the 6-month figure for all States. Adjust­
ments were made in a few years to allow for known abnormal weather conditions by region. 
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Appendix table 6 Estimated and projected pig crops by quarter, all States l 

Dec.-Feb? March-May June-Aug. Sept.-Nov. 
Year 

I 

Millioll head 

1956 17.5 17.4 35.7 35.5 18.4 17.9 19.9 17.3 
1957 16.9 16.3 34.4 33.3 18.8 18.8 17.0 17.1 
1958 18.7 19.0 32.6 33.0 22.4 '22.0 19.7 19.4 
1959 21.4 21.5 35.1 35.2 23.:! 24.0 19.5 20.1 
1960 17.3 17.6 29.9 30.5 21.2 '21.3 19.7 19.8 
1961 17.9 17.5 32,4 31.6 21.9 21.6 '20.4 20.1 
1962 18.1 18.2 31.4 31.5 22.6 21.4 21.1 
1963 18.0 18.1 3'2.7 32.8 22.5 '22.3 '20.7 20.5 
1964 17.1 16.5 30.6 30.8 20.9 20.9 18.9 19.0 
1965 15.7 15.7 26.8 26.8 18.4 18.4 17.8 17.8 
1966 16.2 16.1 29.1 28.9 21.6 21.8 20.4 20.5 
1967 17.9 18.0 30.3 30.3 21.9 21.4 21.6 21.4 
1%8 18.5 18.7 30.6 30.3 23.2 23.3 21.9 22.1 
1969 18.7 18.7 '28.1 28.2 21.5 21.7 20.5 20.7 
1970 19.9 20.1 32.6 32.9 25.2 25.7 24.5 25.0 
1.971 2Ll 21.8 31.0 31.6 23.3 23.4 22.6 22.5 
1972 19.5 19.5 '28.7 29.0 

I Ft equals sows farrowing shown in (40). Historic dala were in (32. table 26 and '26A). Lt equals estimated pigs
- * ­

per litter for all States as shown in app. table 5. Lt is a projected pigs per litter based on a trend projection by State 
weighted by sows farrowing. It is shown in the December and June issues 0[(40) on a 6-month basis. Quarterly 
estimates were derived by a method comparable with that for reported pigs perlitter for all States as shown in app. 
table 5. 

2 December of preceding year. 
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Appendix table 7 -Estimated barrows and gilts slaughtered commercially, 48 States l 

Year Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

1,000 head 

1957 6,488 5,678 5,986 5,475 5,133 3,767 3,845 4,402 5,499 6,769 6,079 6,075 
1958 6,309 5,114 5,392 5,428 4,685 4,139 4,227 4,688 5,596 6,455 5,685 6,349 
1959 6,607 6,314 6,347 6,122 5,198 4,944 5,194 5,045 6,270 7,186 6,753 7,598 
1960 7,311 6,588 6,912 6,073 5,888 5,360 4,464 4,971 5,595 5,970 6,198 6,204 
1961 6,340 5,691 6,764 5,535 5,972 5,171 4,351 5,298 5,569 6,723 6,787 6,201 
1962 6\665 5,865 6,765 6,122 6,139 5,201 4,729 5,357 5,163 7,099 6,769 6,397 
1963 6\924 6,227 7,138 6,838 6,322 4,987 4,960 5,270 6,245 7,274 6,736 7,068 
1964 7,422 6,426 7,002 6,921 5,810 5,221 4,963 5,000 6,005 7,205 6,850 6,968 
1965 6,513 5,817 7,090 6,182 5,018 4,832 4,587 4,971 5,865 5,805 5,815 5,343 
1966 5,173 5, III 6,334 5,740 5,188 4,807 4,271 4,321 6,163 6,430 6,623 6,733 
1967 6,822 6,193 7,250 6,328 5,641 5,355 4,949 6,072 6,448 7,177 6,935 6,612 
1968 7,060 6,240 6,766 6,888 6,741 5,355 5,607 6,193 6,646 7,817 6,851 6,951 
1969 7,188 6,584 7,127 7,105 6,216 5,628 5,744 5,737 6,636 7,174 5,977 6,552 
1970 6,435 5,739 6,693 6,903 6,011 5,740 5,715 5,981 7,053 7,747 7,485 8,202 
1971 7,731 6,596 8,485 7,984 7,020 6,934 6,273 6,867 7,384 7,251 7,617 7,631 
19722 6,582 6,453 7,982 6,893 6,880 6,277 5,219 

1 Percent :Ige for this class under Federal inspection, shown on the last page of (i.D, times total commercial slaughter 
of hogs, shown on the inside cover page of that report. 

2 Preliminary. 

Appendix table 8-Estimated sows slaughtered commercially, 48 States l 

Year Jan. Feb. Mar. Apr. May June July Aug. Sept. Oct. Nov. Dec. 

1,000 head 

1957 658 300 370 472 7]0 997 1142 876 474 433 438 489 
1958 376 287 371 462 588 832 888 631 536 503 510 584 
1959 408 383 443 543 673 865 923 846 603 628 650 628 
1960 460 400 397 488 586 708 684 777 597 465 571 564 
1961 408 313 357 387 572 806 773 775 556 524 568 526 
1962 465 349 396 422 560 690 763 741 451 579 562 501 
1963 437 330 355 463 524 677 842 749 547 543 582 619 
1964 520 362 356 461 508 653 765 662 517 546 606 661 
1965 I 401 314 391 462 463 603 530 520 438 413 4g8 430 
1966 I 332 276 349 375 509 647 643 695 540 479 531 501 
1967 446 362 408 413 534 619 554 626 626 468 524 499 
1968 469 358 328 442 494 487 559 498 449 448 534 543 
1.969 454 364 346 385 414 495 540 509 528 544 433 482 
1970 341 285 288 350 366 469 605 589 551 542 550 556 
1971 462 386 422 398 460 593 456 571 543 467 526 570 
19722 379 32[ 353 305 373 449 30r 

1 Percentage for this class under Federal inspection, shown on the last page of <i!), times total commercial 
slaughter of hogs, shown on the inside cover page of that report. 

"2 Preliminary. 
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Appendix t(lble C)-Per capita linearized consumption of pork bellies, per capita disposable personal income, and 
total civilian consumption of shell eggs as lIsed in the quarterly models 

Pork belly Income2 Egg consumpUonJ 

consumption 1 

Year 
Jan.- Apr,- J uly- Oct.- Jan.- Apr.- July- Oct.- Jan,- Apr.- July- Oct.-
Mar. June Sept. Dec. Mar. June Sept. Dec. Mar. June Sept. Dec. 

POll/leis Dollars Billion 

1957 2.83 2.88 2.95 1.799 1,816 1,809 13.7 13.5 14.5 
1958 2.54 2.7'2 2.88 2.92 1,805 \,81\ 1,844 1,864 14.4 13.6 13.6 14.7 
1959 2.77 3.00 3.29 3.30 1,882 1,912 1,904 1,920 14.5 13.4 13.3 14.3 
1960 3.04 2.95 3.18 2.95 1,937 1,951 1,953 1,942 14.1 13.2 13.0 13.9 
1961 2.75 2.89 2_92 2.99 1,953 1,976 2,002 2,036 13.6 13.0 13.1 14.0 
1962 1.79 2.87 2.99 3.03 2,051 2,072 2,080 2,093 13.9 13.2 13.1 14.1 
1963 2.87 2.98 :1.12 3.14 2,\17 2,130 2,156 2,182 13.6 13.1 13.2 13.9 
1964 2.76 2.93 3.17 3.07 2,230 2,285 2,316 2,342 13.9 13.0 13.3 13.9 
1965 2.71 2.74 2.72 2.54 2.367 2,406 2,482 2,530 13.7 13.4 13.4 14.0 
1966 2.36 2.52 2.69 2.85 2,565 2,587 2,631 2,675 13.7 13.3 13.4 14.3 
1%7 2.76 2.70 3.03 2.90 2,713 2,742 2,783 2,821 14.0 13.6 13.9 14.8 
1968 2.80 2.81 3.18 3.06 2,889 2,945 2,978 3,022 14.6 13.9 13.8 14.4 
1969 2.87 2.76 3.04 2.80 3,052 3,108 3,186 3,232 14.3 14.0 14.0 13.8 
1970 2.57 2.7'2 3.05 3.12 3,287 3,368 3,408 3,427 14.3 14.0 14.2 14.8 
1971 3.04 3.08 3.40 3.10 3,517 3,594 3,628 3,650 14.6 14.4 14.1 14.8 

2.87 3.713 3,771 

I Let Cl = consumption for the quarter computed fro III monthly data in app. table 3 and Nt = total population for the 
48 Slates as shown in app. table 10. The linear approximation to CdNt is [edNt + Ct/N - (Ct/Nn Ntl. Values by 

l 
quarters for the constan ts involved nrc as follows: 

Quarter CtlN t IINl -(Ctf'Nt
2

) 

Jan.-Mar. 2.76L 0.005255 -O.Ot45l 
Apr.-June 2.811 .005308 - .01492 
July.-Sept. 3.006 .005291 - .01591 
Oct.-Dec. 2.965 .005271 - .01563 

'2Current source for total income is t.able S-2 in C±!.). By error, (otal income waS divided by total popUlation for 48 
Sta tcs (sec a pp. table 10) . 

.l Civilian consumption of shell eggs per capila is published annually in the June issue of (34). These figures were 
multiplied by popUlation eating [rom civilian supplies (see app. table 10). 

4 Preliminary. 
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Appendix table I O~Population data and expected disposable personal income as used in the quarterly models 

Population, 48 States l 

Eating from Expected income2 

Total
Year civilian Sll pplies 

Jan.- Apr.- July- Oct.- Jan.- Apr.- July- Oct.- Jan.- Apr.- July- Oct.-
Mar. June Sept. Dec_ Mar. June Sept. Dec. Mar. June Sept. Dec. 

Millioll BilUoll dollars 

1957 170.\ 170.9 171.6 172.3 167.3 168.0 168.8 169.7 - 311 316 312 
1958 173.0 173.7 174.5 175.3 170.5 171.2 171.8 172.6 313 317 329 332 
1959 176.0 176.7 177.5 178.2 173.3 174.1 174.8 175.6 336 345 338 346 
[960 118.9 179.6 180.3 18!.1 176.4 117.0 117.7 118.5 351 354 354 351 
1961 181.7 182.5 183.3 184.0 179.2 180.0 180.6 181.3 358 366 373 382 
1962 184.7 185.3 186.0 IS6.7 ISI.9 182.5 183.2 184.0 383 389 390 395 
1963 187,4 188.1 188.7 189.5 184.7 185.3 186.0 186.7 403 405 413 42J 
1964 190.1 190.7 i91.3 192.0 187.3 187.9 188.5 189.3 434 448 450 456 
1.965 192.6 193.1 193.7 194.3 189.9 190.4 191.0 191.4 462 474 497 502 
1966 194.9 195.4 195.9 196.4 191.9 192.3 192.7 193.2 508 511 525 535 
1967 196.9 197.5 197.9 198.5 193.7 194.1 J94.6 195.0 543 549 560 569 
1968 199.0 199.6 200.0 200.5 195.5 195.9 196.4 [96.9 590 602 603 6[6 
1969 200.9 201.4 201.9 202.5 197.4 197.9 19S.4 199.1 620 639 660 666 
1970 203.1 203.6 204.1 204.7 199.7 200.4 201.0 201.7 681 704 707 707 
1971 205.3 205.8 206.3 206.8 202.3 202.9 203.5 204.1 742 757 757 762 
[9723 207.2 207.6 208.0 208.4 204.7 205.2 205.6 206.1 176 782 795 

1 Current SOUrce: Interpolations from data in Ql). 
2 Let It equal disposable personal income as shown in table S-2 in the C±!.) for the current quarter, and Jt- l equal the 

same for the preceding quarter. Then expected income for the next quarter (to be used in analyses for the current 
quarter) equals: 

3 Preliminary. 
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