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ABSTRACT

Uganda is a fast growing economy with many sourcedoreign exchange most
especially from agricultural trade exports. Howeweo information about Uganda’s
bilateral trade flows has been documented usinggtheity flow model yet this model
lies at the centre of explaining any country’s teital trade flows. Identification of
Uganda’s bilateral trade flows can suggest a delsifaee-trading partner and conjecture
the volume of a missing trade or unrealized biit&ade flows. Although Muhammed
and Andrews (2008) have employed the gravity floedsi in Uganda, no work has
been done to assess the determinants of Ugandatsrhl trade flows and potential.
However, a detailed understanding of Uganda’s dniédttrade flows would provide an
additional practical framework for derivation offanmed trade policy decisions to
improve the country’s trade regime. It is agairss$ tbackground that thAugmented
gravity flow model was employed to study Uganda’s total bitdteade flows and her
trade potential. The main objective of this stwdys to explore the determinants of
Uganda’s total bilateral trade flows and her prestictrade potential. Specifically, (i) to
determine the factors that influence total bildtérade flows between Uganda and her
trade partners, (ii) to predict Uganda’s bilatdratle potential and performance and iii)

to determine Uganda’s degree of trade integratibim er major trade partners.

Time series data of Uganda and her major tradimtnees (Switzerland, Netherlands,
Belgium, UK, France, South Africa and Kenya) wesed for the period 1970 -2006.
The study employed real GDP, Distance, real exchaate volatility, real exchange
misalignment, membership to COMESA, membershipht East African Community
(EAC) and having had a common colonial master asiplanatory variables with 259

observations. Feasible Generalised Least Squa@sSFestimation, Relative difference

iX



(Rd) and Absolute difference (Ad) indices, as vesllthe ratio of actual to potential total

bilateral trade flows were the analytical tools &gpd to achieve the set objectives.

Empirical findings reveal that Uganda’s total kelat trade flow is positively influenced

by Uganda’s real GDP, real GDP of her trading pagnmembership to COMESA,

membership to the EAC and having had similar calbmasters. On the other hand,
distance, population of Uganda and that of heretrpartners, real exchange rate
volatility and misalignment showed a negative iaflae on Uganda’s total bilateral trade
flows. Generally, Uganda has a good trade perfoomand can easily be integrated in
trade. However, there is still need to promote exp@ade and invest generously in
public infrastructure among others in order to ioyar her trade performance. Results
also reveal that Uganda has a high degree of inaelgration (111.09 percent) with most
of her trading partners but she cannot easily mategwith UK and France markets
specifically. The lower level of trade integratiaith UK and France is associated with
the high non-tariff trade barriers as well as ladistance between Kampala and the

respective capital cities.



CHAPTER ONE
INTRODUCTION

1.1 Background to the study

Uganda, once a British colony is a land locked tgusituated in eastern part of Africa.
Geographically, Uganda extends 787 km NNE-SSW &l kin ESE-WNW. It is
bordered by Sudan in the North, Kenya in the Easthzania in the South and
Democratic Republic of the Congo. Its economy Igrgepends on agriculture although
the trade sector also plays a significant role.rQlae past two decades, the Ugandan
economy has been transformed. For instance, drarpatigress in ‘market-oriented’
policy reforms has occurred since 1987 (Morrisseg Rudaheranwa, 1998), especially
by liberalizing the foreign exchange market andiathg macroeconomic stabilization,

notably tight fiscal and monetary policies whictghmaintain low inflation.

The macroeconomic stability of recent years hadritiuied to business confidence and
a favorable trade environment in Uganda (EPAU, 1996e Export Policy Analysis
Unit (EPAU) (1995), further notes that the privasector has been revived by
encouraging both domestic and foreign investorsutin provision of various incentives
such as the enactment of the Investment Code ifh, 38 provision of fiscal incentives.
According to Morrissey and Rudaheranwa (1998), rmeig of Asians confiscated
properties in the early 1990s, under the Custodaard significantly encouraged
investors and traders to have confidence that prppéghts are secure. Although
exporters in Uganda appreciate the extent of maoraamic stability (EPAU, 1995),
they identify high freight rates, paperwork andnskdearing procedures for exporting as

some of the key setbacks in trade. This leadsdb triansaction costs thereby making



exporters less competitive in export markets. Alsmote is the exporters’ perception
that tariff reforms and incentives provided by g@/ernment to reduce anti-export bias

are inadequate.

1.2  Areview of Uganda’s exports

Uganda is an agricultural country characterisedhwituch of her exports being
agricultural produce (UBOS, 2007). However, othestsrs of the economy like mineral
resources and tourism, among others, also corgrifouthe country’s exports. Generally,
over the past 2-3 decades, Uganda’s total expaxte heen changing from time to time
as revealed in Table 1.1. For instance, betwe8i Jand 1989, exports gradually
increased from about US$ 93 million to approximatds$ 105 million, followed by a
sharp fall to as low as US$ 68.8 million througle thext five years. During the early
1980’s, much of the exports were destined for thetdd Kingdom (UK), France,
Belgium and Netherlands. From the late 1980s umiil 1990s, Uganda’s’ exports to
Netherlands, Belgium South Africa and France intipalar declined while trade with
Kenya was beginning to boom. This flourishing trad#h Kenya greatly boosted
Uganda’s total exports to over 400 million US dddlavorth of exports in 1994 alone.
Since then, total exports have been fetching Ugdreteveen 250 and 400 million US
dollars annually, as many other trading partneaglgally got involved in trading with
Uganda. For instance, export trade with Switzerlanty started booming during the

early 1990s.



Table 1.1

(1981 — 2006)

Uganda’s export trends by destination (00 US Dollars)

Switzer- Nether- Belgiu United South Uganda's total
Year land lands m Kingdom Kenya Africa France exports
1981 - 19,034 758 48,263 1,339 2,054 21,637 93,085
1982 - 42,676 3,259 51,811 1,925 5,183 32,537 137,391
1983 - 42,227 6,855 53,203 2,496 50 32,218 137,049
1984 - 48,368 5,728 62,876 3,339 393 50,779 171,483
1985 - 52,629 15,974 68,449 1,423 118 31,003 169,596
1986 - 72,197 21,448 61,689 3,088 797 29,480 188,699
1987 - 58,504 24,14t 45,25: 1,80¢ 5,10t 24,81: 159,62t
198¢ - 37,00¢  25,34¢ 44,14¢ 1,59C 5,03t 26,80: 139,93:
198¢ - 26,53¢ 23,63¢ 22,33t 3,374 5,44 23,63t 104,96!
199(C - 14,94: 16,90¢ 14,54¢ 6,241 1,21C 23,22¢ 77,07+
1991 - 9,122 11,392 30,767 12,354 2,334 24,643 90,612
1992 - 8,914 21,139 35,557 16,035 2,854 10,912 95,411
1993 - 7,569 8,563 24,908 17,064 1,005 9,678 68,787
1994 2,843 6,986 5,110 15,014 376,546 694 69 407,262
1995 182,511 22,400 28,582 122,459 24,769 359 16,588 397,668
1996 196,451 21,703 19,485 165,963 60,945 1,314 14,698 480,559
1997 193,40( 7,387 16,94« 122,87¢ 42,17: 2,49: 32,13¢ 417,41:
199¢ 130,74t 29,02« 7,02C 146,18¢ 38,94« 9,68: 6,78 368,39(
199¢ 122,38: 14,63t 4314 133,57! 49,927 25,58¢ 5,48¢ 355,90t
200( 99,11¢ 34,70¢ 1,78¢ 38,69 63,02: 28,89 2,665 268,88t
2001 70,673 52,803 16,085 28,806 59,063 24,076 4,057 255,563
2002 69,011 56,000 21,902 30,015 61,504 42,997 6,844 288,273
2003 72,993 48,955 12,899 33,883 78,432 29,632 5,116 281,910
2004 108,779 61,227 34,277 29,438 76,903 9,250 22,702 342,575
2005 74,857 85,413 33,660 26,831 72,437 9,796 39,581 342,576
2006 45,432 61,889 39,592 29,959 88,002 10,852 38,322 314,048

Source UBOS, IMF, and United Nations Statistics DivisiBommon Database
Denotes data not available

Uganda’s exports are broadly categorized into faditional Exports (TEs) and Non-

Traditional Exports (NTES). Traditional exports arese agricultural produce which

have been grown with a purpose earning an incomeh 8aditional cash crops include

coffee, tea, cotton and tobacco. On other hand,N\ArE all those agricultural goods that

were originally produced for the purpose of promglifood although of late, such

produce is also exported to generate foreign cagreNTEs include flowers, fish and

fish products, fruits and vegetables, among otfigBOS, 2007). Unlike in the past few

years, there has been a tremendous decline invéelb contribution of TEs to the



overall exports earnings for the period 2002 - 200BOS, 2007). In 2002 for instance,
Traditional exports constituted 39.1 percent of th&l export earnings but by 2006,
earnings had dropped by approximately 10 percems fall was attributed to the little
volumes of traditional exports made in 2006 comgacevolumes exported during early
2000s. For example, unlike in 2005 when 30,403 savfecotton were exported, only

18,480 tones were exported in 2006.

Although there has been a varying trend of coffebare to total export earnings, it has
maintained the lead as the main foreign exchangeee#&o the economy. In 2006, for
instance, probably due to improvement in intermatiocoffee prices, coffee earnings
increased from US$ 172.9 million to US$ 189.8 millialthough the coffee export
volumes had reduced (UBOS, 2007). The other T&saontribute to economic growth
but a significant reduction in tobacco’s sharexpagt earnings was noted falling from
9.7 percent in 2002 to 2.8 percent in 2006. Aceggdd UBOS (2007), the NTEs have
of late continuously increased their share to tetgdort earnings especially during the

mid 2000s.

From 2002, the share of NTEs to total export egimcreased by about 10 percent
making it to a staggering 70.1 percent in 2006 s™as attributed to frantic effort by
government in boosting non-traditional exports eglly cocoa beans, maize, vanilla,
roses and cut flowers, fish and fish products. Bisti fish products are the main foreign
exchange earner after coffee followed by maize,flowers and roses. lllustration in
table 1.2 reveals that there has been a decretaisimg) of share of contribution to total
exports of the various goods and services undsrctitegory. Fish exports, for example,

declined to 15.2 percent from 18.8 percent oveiogeof four years since 2002, while



contribution of share from electricity exports aldmpped due to the reduced water

levels at the source of the Nile from 2.6 percar2003 to 0.5 percent in 2006.

Table 1.2: Percentage contribution of traditional aad non-traditional exports to

Uganda’s total export, 2000 — 2006

Export category Item 2002 2003 2004 2005 2006
Traditional Coffee 20.7 18.8 18.7 21.3 19.7
Exports Cotton 20 33 64 35 21
Tea 6.7 72 56 42 53
Tobacco 97 81 61 39 28
Total 39.1 37.3 36.8 32.9 29.9
Non-Traditional Fish and fish products 18.816.5 155 17.6 15.2
Exports Maize 23 26 27 26 25
Roses and cut flowers 3841 40 30 22
Gold and Gold 129 72 92 9.0 127
compounds
Others 22.9 32.3 31.8 349 375
Total 60.9 62.7 63.2 67.1 70.1

Source: UBOS, URA



1.3  Trend of expenditure on Ugandan imports

Over the years, Uganda’s expenditure on importscloasinued to increase at a higher
rate than proceeds from exports (UBOS, 2007). @QuBA06, expenditure on imports

amounted to US$ 2,557.3 million, which was about$l831,000 more of what was

spent in 2004. The continuous expenditure on inspsrattributed to the desire to satisfy
the domestic market, which has a high demand df bapital and manufactured goods.
For the past decade, petroleum and its productsl vehicles, cereals, iron and steel
among others have been the key imports of UgaretaolBum products have continued
to take the highest expenditure over the yeartovield by vehicles and cereals in that
order. By 2006, the import expenditure shares fetrgeum and its products, road

vehicles and cereals were estimated at 20.6, 8% dnpercent, respectively.

Other imports include telecommunications, medicald gpharmaceutical products.
UBOS (2006) asserts that Asia was the largest soofdJganda’s imports. Uganda’s
expenditure on Asian imports between 2005 and 200&ased by 38.7 percent was
attributed to China’s entry in the import markenlide Asia’s increased share of import
expenditure, import expenditure share for the Afmiccontinent significantly reduced
from 36.2 percent in 2005 to 25 percent in 2006.Uganda’s import expenditure on
African imports, the Common Market for East and tBetn Africa (COMESA) assumed
70.5 percent of the market share. During the pastyears, Kenya has been the major
source of imports both on the African continent &@MESA region (62.7 percent and
89 percent respectively). Other African trade pemdnwere Republic of South Africa,

Egypt, DRC, to name but a few.



1.4 Uganda’s trade partners

COMESA member states and European Union (EU) cmsnlrave been the Uganda’s
leading trading partners over the years. DuringB2@DOMESA'’s trade market share was
at 29.5 percent followed by the European Union42&rcent) and the Middle East with
20.6 percent. Of recent, the Middle East has eetcag a potential market given that its
market share has considerably increased by abopéer@nt from 10.8 percent in 2005.
According to UBOS (2007), Kenya, Rwanda, Sudan BRC are the major trading

partners amongst the COMESA states. From 2005yadhee of exports to COMESA

region rose by 13.8 percent. Within the Europeaiitmegion, Netherlands, France,
Belgium and Germany are the major trading partiéosth America and Asia are other
trade partners although their overall export sharesstill low staggering at 1.7 percent
and 7.8 percent, respectively. Eighty six percenéxports to North America were

destined for the USA although export values to Ufeareased from US$ 15.9 million in

2005 to US$ 14.2 million in 2006.

Generally, Uganda’'s bilateral trade flows have bearying from time to time as
portrayed in Appendix |. For over ten years, tragi@ained stagnant between the years
of 1970 and 1981, and picked up for the followiag years until the early 1990s when
there was rapid growth in trade flows. Since thdganda’s bilateral trade flow has
rapidly developed until to date. Uganda trades witany countries into the world but
for the 37 years considered in this study, sigaifictrade was observed with Kenya
followed by South Africa and the Netherlands. Dgrthe late 1990s, trade with the UK

and Switzerland had begun to pick up.



1.5 Problem Statement

Trade is a crucial instrument for industrializateamd sustainable economic development.
Traditional trade theories are mainly concernedwdentifying what goods a country
trades, while ignoring the trade volumes. Undeditamthe factors determining bilateral
trade volumes of a country or a region widens thrézbns of a country or region’s trade
policies. The gravity flow model helps to understatine factors that determine a
country’s bilateral trade volumes from a practicakmpirical point of view. It broadens
the horizons of a country’s trade policies (Deaffidd©998; Eichengrean and Irwin, 1997,
Luca and Vicarelli, 2004). Various gravity analyses performed to evaluate various
trade policy issues, such as the effects of openoésan economy or protectionist
policies and the merits of proposed regional traadangements (such as COMESA and
East African Community in the case of Uganda) amel eéffects of national borders.
Recent empirical studies have employed the grawibglel in determining patterns of
tourism flows, migration flows, bilateral equityofks and foreign direct investment

flows.

Successfully identifying the bilateral trade flowan suggest a desirable free-trading
partner and conjecture the volume of a missinget@adunrealized bilateral trade flows.
In the case of Uganda, the trade gravity model mowerful tool for explaining the

bilateral trade flows and volumes. The trade floavel volumes can then be widely
applied to analyze the inter-national bilateraldéavolumes and to estimate trade
potentials. Additionally, the model can be employtedidentify the effects of trade

groups, explain the trade patterns and to assesso8t of a border trade. In trade policy
analysis, the model can widely be used as a bastliestimate the impact of a variety

of policy issues with respect to currency unioreggional trading groups and various



trade distortions (Anderson, 1979; Bergstrad, 19889; Bougheast al.,1999; Lin and
Wang, 2004; Liu and Jiang, 2002; Lit, al.,2002; De Sousa and Disdier, 2002; Sheng

and Liao, 2004).

In Uganda, the gravity flow model has evidently mesmployed by Muhammad and
Andrews (2008) to investigate the determinants aafrist arrivals in Uganda. No
scholarly work has been done to assess the detmisirof Uganda’s bilateral trade
flows and potential. A deeper understanding of Uigesh bilateral trade flows would
provide an additional practical framework for makinformed trade policy decisions to
improve the country’s trade regime. For transaiocountries like Uganda, UNCTAD
(1999) notes that the gravity flow model is verlevant while making informed policy
decisions especially when modelling potential tride's and examining changes among
international trading partners of transitional emmies. The International Trade Centre
(ITC) (2003) reported a new modification of the ioedy Gravity flow model called
TradeSimdeveloped purposely to estimate bilateral tradesl of developing countries

with any of their trading partner countries.

Although a lot of empirical work on bilateral traflews has been done in developed
countries (Martinez-Zarzoso, 2003; Chen al, 2007; Luca and Vicarelli, 2004;
Sokchea, 2006; Sheng and Liao, 2004), there i litde work in this area in Africa,
and Uganda specifically. Thus, it is against tlaskground that this study employs the
Augmented-gravity flownodel to determine factors affecting Uganda’s Itbitateral

trade flows and her trade potential.



1.6  Objectives of the study

The main objective of this study was to determiaetdrs affecting Uganda’s bilateral
trade flows and her trade potential. The speciiiectives were:
1. To determine the factors that influence bilateratl¢ flows between Uganda and
her major trade partners.
2. To predict Uganda’s bilateral trade potential ardigrmance.

3. To determine Uganda’s degree of trade integratitin er major trade partners.

1.7 Hypotheses

1. Growth of real GDPs of Uganda and her major traaienprs positively influence
the level of bilateral trade flows.

2. The longer the distance between Kampala city aodpatal city of a major trade
partner, the lower the level of bilateral tradenflo

3. Exchange Rate Volatility and Misalignment lower tbeel of bilateral trade flows.

4. Uganda has a good level of trade performance vétimtajor trade partners.

1C



CHAPTER TWO

LITERATURE REVIEW

2.1 Determinants of Bilateral Trade Flows

Various studies related to international trade Holave been carried out using the
Gravity flow model approach in a number of courstrieor example, Muhammad and
Andrews (2008) applied the gravity flow model arahel data for a period of five years
(2000 — 2004) to investigate the impact of origedfic factors across countries on
tourist arrivals in Uganda. Generally, Ordinary sie8quares (OLS) results of the study
suggest that over 70 percent of the variation imatdi@n tourist inflows could be
explained by real GDP, distance, Ugandan exportduyntry destination, Ugandan
imports by country of origin and exchange ratest&ice was identified as the greatest
factor negatively affecting Uganda’s tourist arlsvgiven that for a unit percent increase

in distance from Uganda would lead to a 70 perdentease in tourist arrivals.

Achay (2006) investigated the determinants of trHde/s between various countries.
The author applied the augmented gravity flow mamtel sample of 146 countries for
the five-year sub-periods between 1970 and 200G @ahgmented gravity model
included the basic factors of the model, which @GP and distance as well as other
variables which included per capita GDP, commorciaiff language, common frontier
and common currency. Results of the study indicatet GDP, GDP per capita,
common frontier, common official language, and camncturrency have a positive
impact on the volume of bilateral trade. On theeothand, the geographical distance

factor had a negative effect on the volume of trade

11



According to Geda (2002) who analyzed the determi@af trade using COMESA as a
case study, documented that, with the exceptiodisthnce, all the standard gravity
model variables had plausible and statisticallyigicant coefficients. It was noted that
good macroeconomic policies (such as financial eeigyg and infrastructure
development) were important determinants of bilt@ade in Africa. All proxies used
to measure political instability with the exclusiai war had the expected signs.
Regional integration arrangements were negativafjuencing intra-regional trade.
COMESA intra-trade partners were found not sigaifitty different from non COMESA

countries.

Martinez-Zarzoso (2003) applied the gravity moadeassess Mercusor countries and the
European Union trade and trade potential followtng trade agreements that had been
reached. The model was used to test annual bilat@ade flows on a sample of 19
countries, that is, the formal four members of Merwr plus Chile and the fifteen
members of the European Union over a period ofteighrs (1988 — 1996). The basic
model variables satisfied the gravity flow modepbthesis which states that, “Economic
sizes of trading partners positively influencedatstal trade flows while distance
between the economic trading centres of any twdirtcapartners negatively affected
bilateral trade flows”. However, population of iming trade partners was found to
positively influence bilateral trade flows, implgrthat bigger countries import more
than their smaller counterparts. Also the poputatidthe exporting country had a large
and positive impact on volume of exports. Accordinghe author, it implies that the
larger the population, the cheaper the availaboua This boosts production of

exportable goods and services. Exporter and import®mes also indicated a positive
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influence in bilateral trade flows but the authomsjor observation was that transport

infrastructure greatly fosters trade.

Chenet al. (2007) studied determinants of Xinjiang's bilatetedde flows using an
extended gravity flow model. The variables “GDP durct”, “the product derived from
per capita GDP of Xinjiang and that of her tradetnqexs”, and distance among other
variables were found to be significantly consistevith the then prevailing trade
situation at the time of study. The authors notealt tXinjiang’'s neighbouring trade
partners like Russia, the Republic of Kyrgyzstad Bakistan, which have a direct land

corridor, were always Xijiang’s main trade partnargike distant trading partners like

Hong Kong among others.

The distance variable has remained one of the mtesesting simply because, different
authors give quite differing views about this val&@a For instance, Bucét al. (2003),
put it that, distance coefficients do not carry muagformation on changes in distance
costs over time because changes in distance castmrgely picked up solely in the
constant term of the gravity model. Therefore,dlstance coefficient only measures the
relative difference between economic centres. &ym (2005) clarifies that the
distance coefficient does not only reflect elastiof absolute distance on trade, but also

shows the effect of both absolute and relativeadists.

Empirically, real exchange rate volatility can hdeth negative and positive effects on
trade depending risk aversion and costly adjustroéptroduction factors. For instance,
De Grauwe, (1988) notes that risky aversion andycasjustment of production factors

may lead to a negative impact of exchange ratetilmylaon exports, while convexity of
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the profit function with respect to export priceayriead to a positive impact. However,
most studies (Thursby and Thursby, 1987; Frank8871 Frankel and Wei, 1993;
Eichengreen and Irwin, 1995) have found exchantgevealatility to negatively influence
trade flows although Klein (1990) observed a pesigffect. While assessing the effects
of exchange rate uncertainity on agricultural tradeong the G-10 countries (Belgium,
Canada, France, Germany, lItaly, Japan, the NetltsjaSwitzerland, the United
Kingdom and the United States), Cled al, (2002) concluded that exchange rate
volatility had a large negative impact on tradevo Related work by Kandilov (2008),
who employed data for developed, emerging and deusj countries between 1975 and
1997, also registered a negative effect of exchaatge volatility on export trade most
profoundly among the developing economies. Accaydio Kandilov (2008), most
existing studies that evaluate the impact of ineeedaexchange rate volatility on trade
flows are for developed economies, yet many dewvetpgconomies in Asia, South
America and Africa in particular, pursue GDP gropwtiicies based on trade orientation.
Thus, the question of real exchange rate volatiiybilateral trade flows specifically in

Uganda is the information gap of importance adipisrvariable.

Gueet al, (2003) who used the gravity flow model followiBgrgstrand (1985, 1989)
and Feenstra et al. (2001) puts it that, over-valoalunder-valuation) of the nominal
exchange rate negatively (positively) affects ekpgmerformance, particularly to the
agricultural sector. The study sought to addressffect of exchange rate misalignment
on agricultural trade in comparison with its impact other sectors. It was based on
panel data for 10 developed economies compiled ayeriod of 25 years (1974-1999).
Findings of the study show that exchange rate igisaent greatly decreases (- 1.116)

agricultural trade flows unlike the case with thtees sectors. This implied that a unit
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change in nominal exchange rate misalignment (aweunder-) valuation of a currency
compared to the long-run equilibrium level influesdqreduces or increases) agricultural
trade flows by about 1.1 percent although othertosec like the large-scale
manufacturing were not significantly affected. Digsphe fact that previous studies have
assessed the impact of exchange rates on tradg, (Gaeet al, 2003; Gardner, 1981;
and Tweeten, 1989) have used nominal exchangeinstigad of using real exchange

rates; hence real exchange rate misalignmenteéy adsearch concern in this study.

Most of the literature reviewed shows that GDP ficeht lies between 0.75 and 1.2,
which is consistent with the theoretical foundat{@rossman, 1998; Deardorff, 1998).
Many scholars (Frankel, 1997; Chenal., 2007; Chan-Hyun, 2005) also proved this
assertion by carrying out a number of gravity emuest and the results showed that
coefficient for real GDP ranged between 0.75 ar@b.0However, contrary to the

theoretical expectations, Sokchea (2006) obtaingatisscally significant GDP

coefficients even when random effects were catéyeth the estimator. When the OLS
estimator was used, coefficients ranged betweeB882dnd 3.178 across the study
periods, which is more than the theoretical valfi@.2. Use of the Simple pooled OLS
estimator also gave a wide range of coefficienisglypetween 2.585 and 5.851. With
respect to GDP variable, this study seeks to vididehether GDP of Uganda and her

trade partner’s lies within the expectations ofttieoretical foundation.

2.2 Determination of Bilateral Trade Potential

Studies by Luca and Vicarelli (2004), Martinez-Zssa (2003) and Kalbasi (2004)

carried out basing on the gravity flow model franogkvhave tried to predict bilateral

trade potentials. In essence, these studies sea&quire evidence of effects that arise
when countries have been integrated in trade sbthiey can predict the additional
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bilateral trade flows that might accrue if therearsy kind of fostering trade integration
between two or more countries (Luca and Vicar@0p4). Martinez-Zarzoso (2003)
used the estimated coefficients obtained from thavity flow model to predict

Mercosur’'s export potential to the European UniBbJ)). Results from the study show
that teaming up of Mercosur and Chile provided highest export potential (approx.
22.6 million) to the EU while Paraguay registerbe teast export potential (approx.
231,000) to the EU for the entire study period @9896). This implies that Mercosur

and Chile have more room to expand their tradeed=U unlike Paraguay.

Kalbasi (2004) also used a similar approach to iptddan’s total export trade flow
potential to the 76 trade partner countries in 1988he analysis, the author categorized
the export trade flows into two categories, thathe developing — industrial countries
(DI) and the Intra-developing countries (DD) expwede flows. Findings of the study
reveal that of the DI countries export trade flowsjted States of America (USA) and
Japan had the highest export trade flow potentmlenGreece, New Zealand and Ireland
trailed at the bottom. Among the DD countries expade flows, Turkey and Pakistan
registered the highest export trade flow potentiblle Argentina, Venezuela, Tunisia
among others had very low export trade flow potdstiMost of the countries in this
category actually registered zero export trade fimtential. While comparing results of
the different gravity flow model estimators (theditional static OLS, fixed effects
regression and the dynamic specification), Luca\dicdrelli (2004) also predicted trade
potentials. Results indicated that predicted trpdéentials vary when one uses the
different gravity flow model estimators. Authorsrther noted that the predicted trade
potentials decrease as one uses the traditiortad 1S, followed by the fixed effects

regression and then the dynamic specificationan ender.
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2.3  Analysis of Trade Performance and Degree of Tde Integration

Although many gravity flow model empirical studidsave been conducted on
determinants of bilateral trade flows, not muckerhture review related to analysis of
trade performance and Degree of trade integrataanldeen come across. According to
Chenet al. (2007) who used 34 countries to quantitatively lyaea Xiniang's trade
performance in 2004, there are two indices, whimh appropriately be used to as good
measures of trade performance. These are Relaifferetice Rd and Absolute
difference Ad). Their results revealed that Xinjiang had goadliing terms with most of
her trading partners given that tRel wasabove zero. Kazakhstan, Pakistan, Germany,
Russia and France, among others, were particuiady trading partners with Xinjiang
given that their respectivied indices ranged between 0.35 and 0.60However, some
trading partners like Greece, Iran and Norway Rddndices far below zero (between -
0.79 and -0.10) which implied that those partneesemnot by then cooperating with

Xinjiang.

As per the Absolute differencéd) index, Chenret al. (2007) based their analysis on
geographical regions. Results of the study showat] Xinjiang had already established
strong trade ties with Central Asia, Central andt&a Europe, and Western Europe.
She had gained from her trade with Central Asia {980 million), Central and Eastern
Europe (US$ 100million) and Western Europe (US$n&llion) unlike with other
regions like West and South Asia which had hadetramlume gains worth less than US$
30 million only. Xinjiang's good regional traderpermance with Central Asia, Central
and Eastern Europe, and Western Europe was a#idliotthe existence of a number of
common aspects like culture, customs and religimligfs, and the having of traditional

economic exchanges. In particular, authors notatidéntral Asia has the new Eurasian
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continental bridge and many land ports, which mieestudy country the “bridgehead”

in opening up westwards.

To measure a Korea’'s degree of trade integratitrncHyun (2005) used the ratio of
actual trade to potential trade and empirical tedubm Korea and her 30 major trading
partners revealed that China, Japan and Mexicosigdficant trade barriers. These
barriers could have led to the great levels of haested trade potential of about 3,178
(China); 23,163 (Japan) and 2,840 (Mexico) billios dollars. This assertion was
attributed to relatively lower ratios 0.85 (Chind),67 (Japan) and 0.29 (Mexico)
obtained. Sandra (2006) used dummy variables \wighgravity flow model of trade to
investigate the evolution of Yunnan’s internatiotrade integration between 1988 and
1999 with a sample of 230 observations. The stedyded on assessing the impact of
membership to the Great Mekong Sub-region (GMS3uRe showed that a large degree
of trade integration existed between Yunnan andrivhar for both imports and exports.
However, Yunnan depicted a negative degree of tratdgration with Thailand and

Vietnam implying no existence of good trading terms
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CHAPTER THREE
METHODOLGY

3.1 Study area

The study focuses on Uganda’'s seven main tradengrart(Switzerland, Belgium,
Netherlands, Kenya, South Africa, United Kingdond dfrance). They were selected
basing on the fact that they have been consisteding partners over the past ten years
and have high percentage contribution to totaltétd trade flow with Uganda. Two
market integration systems were considered, than&mbership to COMESA and the
East African Community (EAC). Kenya and South Adriare members to COMESA,
and Kenya also belongs to the East African CommusAC). The market integration

systems represent the dummy variables in the spe@figmented gravity model.

3.2 Data description and data analysis

This study concentrates on panel data collected ayeriod of 37 years (1970 — 2006).
This period was selected because the study intentleick the evolution of Uganda’s
trade partners and to maintain the comparabilitthefestimated coefficients. The study
uses International Financial Statistics (IFS) dasgbof 1998 and 2007 developed by
International Monetary Fund (IMF). The IFS providg=arly statistical data classified
according to international standards. Other datacss include the annual Statistical
Abstract publications (since the 1980s) by the WgaBureau of Statistics and the
United Nations Statistics Division Common Datab&sethe 37 years covered by this

study.
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Bilateral trade by value (imports and exports) tadé partner countries, Nominal GDP
at current market prices, Real GDP at constaneprif 1990, United states producer
prices, Uganda’s consumer price index, Populatiodganda and her trading partners
were taken from the IFS (IMF, 1998; 2007) and frtme United Nations Statistics
Division Common Database. United Nations’ GDP eatem were used because the
figures were given in a uniform and an internatipneecognised dollar currency unlike
the IMF figures that were reported in the respectmational currencies. Distance data
are the air distances between the capital citieorigmic centres) of selected trade
partners with reference from Kampala, Uganda. Theds¢a were taken from

www.mapcrow.info/distancend www.worldatlas.com

The data were entered, coded and cleaned in Ratiftackage for Social Scientists
(SPSS) computer program. A summary of descripshedistics such as percentages,
means, standard deviations and t-statistics wemergeed. The data were then
transferred to STATA version 9.0 in which empirialalysis was carried out. Total
bilateral trade variable was obtained as a summatidJganda’s exports and imports to
(from) each of the trading partners. With the exicepof the dummy variables, the
natural logarithms of the other variables, that tistal bilateral trade, real GDP,
population and distance were also generated. dretlonometric analysis, nine variables
were examined for eight trading partners, Ugandtugive. This gave a panel of 259

observations.
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3.3 Analytical methods

3.3.1 Model Specification for the Augmented-GravityFlow Model

Over the last four decades, the gravity flow mdued become a popular formulation for
statistical analysis used to predict bilateral erdldws between different geographical
entities basing on the economic sizes of the diffetocations or countries, specifically
using GDP measurements (Bergstrand, 1985, 198%dbef 1998; Eichengrean and
Irwin, 1997; Luca and Vicarelli, 2004). The modeiginates from Newton’s “Law of
Universal Gravitation” proposed in 1687 (Keith, 3D0It holds that the attractive force
between two objectsandj is a positive function of their respective masdé¢sand M)

and a negative function of the distancg)(Between them. This attraction is given by:

L= a2
(1)F|] ‘G[M| M j/D ij}
Where F is the attractive force, Mind M are the masses,; s the distance between the

two objects and G is a gravitational constant ddjmgnon the units of measurement for

mass and force.

In international economics, the basic gravity flowodel states that the size of trade
flows between two countries is determined by sumagditions at the origin, demand
conditions at the destination and stimulating astraning forces related to the trade

flows between the two countries (Keith, 2003). T¢tas be shown as

a B
(2) . o= R*i—Mj
Fij ~ 2]
Dij
Where F is the trade flow from originto destination, M; is the economic mass (GDP)

of exporting country, Mis the economic mass (GDP) of the other tradimgnpa D is
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the distance between the commercial centers ofvibecountries and R (Remoteness)
replaces the gravitational constant G. Given thétiplicative nature of the model,

natural logarithms can be taken to obtain the limeltionship as stated in equation (3).
(3) InF” =aInMi +,8InM j —HlnD” +pInRj +€ij

The augmented-gravity flow model can be expressedsecified below (Foldvari,

2000):
(4) InF” =aInMi+,8|nMj—6|nDij +5|npj+y|npj+plnRj+€ij

Where P and Rare the populations of country i and j, respectivel

Chenet al. (2007) and Keith (2003) assert that many othetofacalso influence the
trade flows among trade partners, such as the agehate, export tax and tariffs, which
are controlled by governments and their agenciesngnothers. Other factors include
membership in trade arrangements, such as the &mopnion, COMESA and the
NAFTA, EAC, PTA, etc. Whalley (1998) puts it thaember states get more economic
benefits from guaranteed markets within trade gsdian in others. In order to analyse
the effects of regional integration on trade volspgummy variables are used to capture
such trading blocs. In addition, cultural ties sugh colonial relationship between
Uganda and United Kingdom can be captured usingnanty variable. Thus, Uganda’s
determinants of bilateral trade flows were obtaitgdrunning an augmented-gravity
flow model while using the Feasible Generalisedst&xquares (FGLS).

The FGLS estimator assumes that heteroscedadtdity panel as expressed as in (5).

In TradeUgj; = aij * B1NUggdp; * BoIN Othergdp;t * B3In Ugpop; * B4 Otherpopjt

(5) .
+ﬁ5|n DlStIJ +,86|nV0||t + ,87 M|Sal|gn|t +:88 DCOMESA+ ﬁg DEAC+ lBloDUK + €I]
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where InTtradeUg; is total bilateral trade (sum of exports and intppbetween
Uganda and herth trading partner in year t in Billions of US Danis;InUggdp is real
GDP of Uganda in year t in Billions of US DollataOthergdp is real GDP of thg th
trading partner in year t in Billions of US DollataUgpop: is Uganda’s population in
year t in millions;InOtherpop is j" trading partners’ population in year t in milligns
InDist; is distance between Kampala and Hetrading partner's commercial centre in
Miles, Invol; is real exchange rate volatilityMisalign; is the real exchange rate
misalignment, DCOMESAis a dummy variable representing the influence of
membership in COMESA (= 1, if country was in COMESNd at a given year t and =
0, if otherwise); DEAC is a dummy variable reprdsanthe effect of membership in
East African Community (=1 if country was in EACangiven year and = 0 otherwise);
DUK is a dummy variable representing the effectaionial ties to Britain (=1 for UK
as trade partner and = 0 otherwise). The set hggethwere tested using the t-statistic in

comparison with the significance levels.

3.3.2 Variables and Expected signs of the coefficies

Real Gross Domestic Produ(GDP): GDP of the trading countries represents$ e
productive and consumption capacity that determizegly the trade flow among them.
The Real GDPs are used to proxy for the econonzessof the countries and it is
expected that an importing country’s GDP plays gnificant role in determining the
trade flow originating from exporting countries.i3lis because the importing country’s
GDP, like the income of the consumer, determinesdégmand for the goods originating
from exporting countries. An exporting country’sakg&sDP also helps in ascertaining
productive capacity of the exporting country, tisatthe amount of the goods that could
be supplied. In the gravity model, it is expecté@ttan exporting country’s GDP

influences the trade flow of goods and servicegimaiting from the exporting country.
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Thus, as real GDP of any two or more trading coestincreases, trade flows also

increase. Therefore, the coefficients of Real GBxesexpected to be positive.

Distance(dist;) is another important variable, which is usedaptare the proxy for the
trade cost between countries. Distance is a tragisigtance factor that represents trade
barriers such as transportation costs, delivere tioultural unfamiliarity and market
access barriers. Among other factors, higher tramapon costs reduce the volume of
trade and increase information costs. Countrieh witort distance between each other
are expected to trade more than those who are apide because of reduced transaction
costs. Distance can also be used as a proxy forigke associated with the quality of
some of the goods and the cost of the personaacbbhetween managers and customers.
Despite the cardinal “great circle” formula whichpaoximates the earth’s shape as a
sphere and calculates the minimum distance aloagstinface, distance were obtained
using the geographical distance. Following Gior(#604) and Keith (2003), this was
intended to avoid the short comings associated whil “great circle” formula.
Generally, the coefficient of distance is expectechegatively influence the flow of
trade between countries.

Population The impact of Uganda’s population and that oftheding partners were the
other factors considered. Population is used asuoneaf country size, and since larger
countries have more diversified production and témde more self sufficient, it is
normally expected to be negatively related to trade

Real exchange rate volatilityAmong other variables considered in this studys \Real
Exchange rate volatility given that it can affeetde both directly and indirectly. Direct
effects are can be through uncertainty and adjusdtoests, while indirect effects can be

through its influence on the structure of outpud arvestment and on government policy
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(Cote, 1994). The consequences of exchange ratilitglon trade have long been at
the centre of the debate on the optimality of aHéwve exchange rate regimes.
Proponents of fixed rates argue that since theradviethe floating regime, exchange
rates have been subject to excessive volatility @ewations from equilibrium values
have persisted over sustained periods of timehéir tview, exchange rate volatility
deters industries from engaging in internatioradiér and compromises progress in trade

negotiations.

In contrast, proponents of flexible rates argud ghahange rates are mainly driven by
fundamentals, and that changes in fundamentalsdaregjuire similar, but more abrupt,
movements in fixed parities. Real exchange ratatiity was measured using the

standard deviation (or variance) approach as eg@deis equation (6) below.
® Vol,=(R.-0 )2
Where Vol; denotes Uganda’s real exchange rate volatili&, represents real

equilibrium exchange rate arid denotes mean annual exchange rate. The coeffioient

Real exchange rate volatility is expected to hamegative sign.

Real exchange rate misalignmerenerally, the term misalignment refers to the
departure of nominal exchange rates from long-rguildrium level or market
fundamentals such as relative prices and inteist differentials between countries
(Gue et al, 2003). It can be characterized as either overurwer-valuation of the
currency relative to fundamentals. According tis itlifficult and inherently imprecise to
measure misalignment, given that it requires esiomaof what is termed as the

fundamental equilibrium exchange rate. The variabbes calculated basing on the
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Purchasing Power Parity following Geeal, (2003) as the percentage deviation of real

exchange rates from their sample as expressed below

INR.~In AVRy . 14,
In Av.R,

Where Misaligq is Uganda’s real exchange misalignment,i&the equilibrium real

(7 Misalign, =(

exchange rate whildv.R; average annual exchange rate across the studydpeBg

using percentage deviations from the equilibriunchexge rates, it is possible to
normalize the different currency units and compaoyements of relative misalignments
with a unified measurement. Given that positivegétiave) values mean over-valuation
(undervaluation) of an economy’s currency by daiastruction, the expected sign is

negative

The Dummy variables were added to capture theenfie of membership to COMESA
and EAC on bilateral trade flows between Uganda laedtrading partners. As a free
trade area (FTA), COMESA was established in Oct@¥)0 while the East African
Community (EAC) agreement took effect on 30th Nokem1999. Addition of these
dummy variables in the econometric estimations @a@enerate information about the
effects of signing up such agreements on bilateadle within the region. The estimated
coefficients of the dummy variables indicate thegrde to which membership in
COMESA and the East African Community influenceatdtilateral trade flows between
the trade partners. Dummy for common colonial mag8JK) was also added to
capture the influence of colonial masters on hitdtérade flows among the trading
partners. Given that countries having common tegteements may have more trading

opportunities, the expected sign of the estimatadficients is positive.
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3.3.3 Predicting Bilateral Trade Potential and Perbrmance

Over the years, two main approaches have beentosaiculate bilateral trade potential,
that is, theout of samplepproach and the-sampleapproach. However, this particular
study employs theut of sampleapproach to predict Uganda’s potential bilateratiér

flows as specified in (8).

(8)IanadeU9jt = aij * /1N Uggdp; * B2!N Othergdpj; * B3in Ugpon * 54 Otherpopt
* Bsin Distjj * BeINVolit + B7Misalign;; + 5, DCOMESA+ 5o DEAC+ g10DUK +

Where o denotes the constant afig s represent coefficients of the variables earlier

defined.

With this approach the exact parameters estimagetido gravity flow model were used
to project the “natural” trade relations betweer tinading partners such that the
difference between the actual and predicted trimfesfrepresent the un-exhausted trade
potential (Wang and Winters, 1992; Hamilton and ifis, 1992; and Brulhart and
Kelly, 1999). According to Baldwin (1994) and Nitss(2000), the second approaatt (
sampleapproach) derives trade potential estimates frothinvthe sample. This means
that residuals of the estimated regression arentékaepresent the difference between
potential and actual trade relations. Notably, E§8600) and Luca and Vicarelli (2004)
argue that both approaches can not be considenedine from eventuality of serious
bias, especially if there is model misspecificatitiowever, ITC (2003) confidently
notes what matters most is the sign of the diffeedmetween potential and actual trade

flows.
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Following Lie et al., (2002), Amita (2004) and Jiangt al., (2003) bilateral trade
performance was analysed using two indices, thathesRelativedifference(Rd) and
Absolute difference (Ad) following. To obtain theRelative difference (Rd) index
expressed in equation (9), the mean simulated rfpate trade value together with the

mean actual trade value was used as;
_ Lt i)
©) Rijt —(—)*100
Aijt *Tijt

Where Rd;; denotes relative difference in Uganda’s with tradetner j. A denotes
mean actual trade ang;Ts the mean simulated trade. lgeal., (2002) and Jiangt al.,
(2003) assert th&dis inspiredby the Normalized Difference Vegetation Index (NDVI)
and it varies between -1 and 1. That is, LRd> 1.0. Rdis used to measure the good
or bad trade performance between trade partnerscaadalyse exporter’'s future trade
direction given the present circumstances (Géteal., 2007). The larger thRdj is, the
more successful the bilateral trade cooperaticaltieough (Amita, 2004; Helmers and
Pasteels, 2003) note that bilateral trade shouldnb@nced in advance. With this index,
trade performance was analysed at four stages,ghgt while considering the entire
study period of 37 years, ii) when consideringpieeiod between 1990 and 20086, iii) for

the period from 1995 to 2006, and iv) between 280 2006.
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The Absolutedifference(Ad;:) Index as expressed in (9) was also used to amafgrle

performance.

(10) adijt = Aijt ~ Tit
Where A; denotes actual trade,jTis the simulated trade amddj is the absolute
difference between Uganda and her trade parti@me scholars however interpfed;
as a “un exhausted” trade potential. Thiesolutedifferenceindex can also be used to
analyse the good or bad trade performance betwadea partners on top of analysing the
future direction of trade of the exporting countiythoughRdcan be a convenient index
to describe the relative relation of actual andusated trade volume, it does not explain
the deviation volumes between them. This impliest thhen 0 <Rd < 1, it is hard to
know how much more than simulated trade volume ldgaactually gains from her trade
partner. Also, when -1Rd <0, hardly will one know the trade potential of Ugarand
her potential trade partner. However, by usédft is possible to calculate the gain or
owned trade potential value to identify the futtnede partner of the exporting country
(Chenet al., 2007). This study thus employsbsolutedifferenceindex to cross check

results obtained but tHeelative differencendex.

3.3.4 Determining Uganda’s Degree of Trade Integteon with her Partners

Uganda’s degree of trade integration with her trggiartners was determined following
Baldwin (1994) and Nilsson (2000). The degree adi¢rintegration was estimated as the
ratio of potential to actual trade values as showequation (11).
(A1) ytpit = ﬂ 100
Tijt
Where, UTR; is Uganda’s un-exhausted trade potential and tiher wariables remain as

earlier defined. According to Chan-Hyun (2005) wised the ratio of actual to potential
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trade to estimate the un-exhausted trade potetraaling partners with relatively lower
ratios can not easily be integrated in trade hermesing a considerable level of un-

exhausted trade potentials.

The degree of trade integration was also analyshidewsing the coefficients on
Dummy variablesdcomesanddeaq as specified in equation (12).
(12) Degree of trade integration = [(exponent (duntoefficient)) — 1] * 100
=[(2.718281828" (dummy coefficient))-1)*100

This approach is based on assessing the effeciSeG®MESA and the East African
Community (EAC) on Uganda’s trade flows. The metHotlows CPD (2006) and
Sandra (2006) who note that a positive and stedidyi significant coefficient on the
dummy variables implies that trade flows exceedrtbenal level, meaning that there is
greater economic trade integration. However, whkae toefficient is statistically
negative, it means that the trade flows fall shafrtthe predicted volume, thereby

signifying a low degree of trade integration.
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CHAPTER FOUR

RESULTS AND DISCUSSION

4.1  Characteristics of the trading partners

Descriptive statistics of model variables preseritedable 4.1 reveal that from 1970
through 2006, the overall mean bilateral trade fldWwganda was approximately worth

76 million US Dollars.

Table 4.1:  Characteristics of the trading partners

Variable Mean Standard Error  Minimum Maximum
Total bilateral trade 75,775.58 92,990.57 89.00 593,124.10
(‘000 US$)

Distance (Miles 3,052.0: 1,262.7: 313.57 4,012.3¢
Real GDP of trading 426.15 442.69 11.23 1673.65
partners (Billion US$)

Population of trading 29.14 20.11 6.19 61.33
partners (Millions)

Uganda’s population 17.50 5.12 10.13 28.00
(Millions)

Uganda’s real GD| 4.52 2.2¢ 2.44 9.97
(Billion US$)

Source: IMF, UBOS and United Nations Statistics @mm Database

For the entire study period, Uganda’s mean popratias only 17.5 million people as
compared to about 30 million people (mean) from trading partners (Table 4.1).
However, of all the trading partners, United Kingdand France registered the largest
populations estimated at 57.5 and 56.1 million peogspectively as shown in table 4.2.
Switzerland was also noted to having had the sstafiepulation of about six million
people as compared to 61 million people, the ldrgepulation from France. Finally,

results from table 4.1 show that the mean distahed trading partners was about 3,052
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miles away from Kampala, Uganda’s capital city.idhi (Kenya) is the closest trading
partner at 313.57 miles away from Kampala while dam (UK) and Amsterdam
(Netherlands) are the most distant trading cerdéteapproximately 4,012 and 3,932

miles away from Kampala respectively.

Table 4.2 shows that over the years, Kenya hadtbatest bilateral trade with Uganda
worth more than 200 million US Dollars while Belgiuregistered the lowest bilateral

trade worth about 28 million US Dollars only.

Table 4.2: Characteristics of Uganda and her tradig partners

Variable/ Uganda Switzer- Nether- Belgium UK  Kenya South France

Country land lands Africa

Real GDP

(Uss 4.5 220.8 300.8 194.1 962.3 9.8 109.5 1,1721
billion)

Population 17.5 6.7 14.8 10.0 575 234 35.4 56.1
(millions)

Source: IMF, UBOS and United Nations Statistics @mm Database

Uganda had the least real GDP of about 4.5 billit Dollars while France and the
United Kingdom had the largest real GDP of over0Q,@nd 900 billion US Dollars
respectively. Overall, the mean real GDP for Ugattade partners was 426 billion US

Dollars with the highest from France (1,674 billids$).
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4.2 Factors affecting Bilateral Trade Flows betweetJganda and her partners

According to the Feasible Generalised Least Squ#®4S) regression results for the
augmented gravity model presented in Table 4.3, aberall model specification is
highly significant at all levels. This may be ditrtable to the fact that the FGLS
estimator employed assumed panel heteroscedasbicitije error terms, but with no
autocorrelation among the variables. With the etioapof membership to East African
Community DEAC), all other explanatory variables were found to bgnigicant.
Uganda’s real GDPI{Uggdpy), trade partners’ real GDMQthergdp), population of
Uganda’s trade partner©therpop), distance I(Dist;), real exchange rate volatility
(Involy), real exchange rate misalignmenrtligaligny), membership to COMESA
(DCOMESA and having similar colonial tie®UK) were identified as the major factors
influencing Uganda’s total bilateral trade. Altlgbu membership to East African
Community PEAQ) is not significant at any level, one can apprajgly conclude that
the augmented gravity flow model is appropriateexplaining Uganda’s total bilateral
trade. This means that this study stands to a¢hegtypothesis that growth of real GDP
of Uganda and that of her major trade partnerstigesi influence the level of bilateral
trade flows. As hypothesized, the distance betw&enpala city and any city of a major
trade partner significantly reduce Uganda’s bilatdrade flows. The current results
indicate that at nearer distances, for instancey&etiere is more bilateral trade flows as
compared with very distant partners from KampalhisTmay be attributed to fewer
barriers to trade like higher transport costs dased with larger distances,
communication costs, reduced transportation risseeally with fragile and highly
perishable products like fruits and vegetables.chSperishable products exported to

Kenya include water melons, apple banana, cabbémesention but a few. This result
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generally concurs with findings of many other coigst (Chan-Hyun, 2005; Kalbasi,

2004; Sokchea, 2006; Inmaculada and Felicitas, ;1898 Giorgio, 2004).

Table 4.3: Regression results of the Augmented Griay model

Explanatory variables FGLS  Standard t- P-
coefficient error Value Value

Constant 20.91 1.499 13.95 0.000

Real GDP of Uganda (Billions US$) 0.736 0.228 3.22 0.001

(InUggdpy)

Real GDP of th¢" trading partner(Billions  0.643 0.163 3.93 0.000

US$) (nOthergdp)

Uganda’s population in year t (Millions) -0.60¢ 0.323  -1.&7 0.06:

(InUgpop)

Population of™ trading partner in year t -0.443 0.166 -2.71 0.007

(Millions) (InOtherpop)

Distance between Kampala and f&r -1.439 0.193  -7.47 0.000

trading partner’'s commercial centre (Miles)

(InDist;)

Real exchange rate volatilitin{/oly)) -0.071 0.025 -2.87 0.004

Real exchange rate misalignment -0.00¢ 0.001 -2.3¢ 0.01%

(Misaligny)

Dummy for membership to COMESA 0.834 0.330 2.52 0.012

(DCOMESA

Dummy for membership to East African 0.002 0.309 0.01 0.995

Community DPEAQ

Dummy for colonial ties to BritainQUK) 1.50¢ 0.137 11.04 0.00(

No. of observations 259

Wald Chf 659.63

Log likelihood -262.25

McFadden’s Adjusted R 0.442

The coefficient on Uganda’s real GDP has a positiakie (0.736) with a very high

statistical significance at all levels. This résalconsistent with the basic hypothesis of
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the gravity flow model that trade volumes increagéh an increase in a country’s
economic size. The coefficient shows that holdirigeo variables constant, a unit
increase in Uganda’'s GDP will result in 0.74 petage increase in Uganda’s bilateral
trade flows. Results suggest that if Uganda’s enonis to develop through bilateral
trade, more investment in a number of sectors likarism, and infrastructure

development, still remains desired to cause fasttir in the country’s GDP.

As hypothesised, theoefficient on the trading partner’'s real GDP shaavaighly

significant positive value of 0.643 which suggebts a unit increase in trading partner’s
real GDP leads to a 0.64 percentage increase indambilateral trade flows. This may
be attributed to the fact that Uganda is still oh¢hose countries known for organically
produced foodstuffs. So, as the trading partnexal GDPs increase, more imports in
form of agricultural foodstuffs and raw materialee aobtained from Uganda. The
empirical results imply that Uganda’s bilateral deaflows approximately increase
proportionally with an increase in real GDP. Thesepirical findings closely concur
with Chan-Hyun (2005), Kalbasi (2004), Sokchea @0Qnmaculada and Felicitas
(1998) and Giorgio (2004) who found out that insean GDP of trading partner

positively influences trade flows in a domestic oy

Empirical results of this study show that the gtovaf Uganda’s population has a
negative effect on the bilateral trade flow. Popala growth by one million people

would lead to a 0.60 percentage fall in trade flawth her major trade partners. This
reduction in the trade flows can be explained feyftitt that the population of Uganda is
still in a dynamic stage of growth, that is, shansemerging or developing country with

a continuously changing population. This means thatpopulation is not yet stable as
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compared to that of developed countries. Therefaltepugh population growth can be
associated with provision of cheaper labour foéhe economy for the production of
goods and services that could be traded, the natannot be in position to cater for the

large population size.

Uganda’s failure to cater for the large populasare in the long-run leads to a minimum
efficient scale of production and less motivatiannternational trade as compared to a
developed country with a small population size tatvell facilitated. In this context,
inefficiency and lack of motivation may be due be fact that the large population size
may have abundant human resource and capital thptamly be adequate to produce
enough products to sustain the economy without ssac@y indulging in international
trade. Implicitly, results suggest that for Uganddoost her bilateral trade flows, birth
rates should be controlled so that the country lcave a small but well motivated
population that can enhance her bilateral tradeivdoion may be in form of provision
of good public infrastructure, education and cresithemes among others. These
empirical findings were however found not to beistizally significant, thus implying
that an increase in Uganda’s population may nedésset deter growth in Uganda’s
bilateral trade flows. Study findings concur witksults of Bergstrand (1989), who noted
that a negative influence a country’s populatiorbdateral trade flows might be due to
the labor (capital) intensive nature of goods aewises, thereby discouraging citizens

from investing in trade.

Results on the influence of the population of Wis trade partners reveal that an
increase in the partners’ population by one umiti$eto 0.44 percent decline in the trend

of flow of goods and services with other countrigisis finding is significant at all levels
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and it is in line with the theoretical expectatittheally, one would argue that population
growth in an importing country creates more mafkethe exporting country but in the

case of Uganda, it is the contrary. The negatilaiomship between trade flow and trade
partners’ population can be attributed to a coaditieferred to as exporter substitution
effect. That is, as the population of trade parir@muntries grows bigger, people work

harder to provide for their own domestic market dads.

Inevitably, people’s hard work to provide for thedomestic market requirements
compromises with the quantities goods and senticas such a trading partner would
have other wise imported from other trading pagnérin any case, Uganda’s trading
partner were also a developing country like Kerthan the decrease in bilateral trade
flows with such a partner would be attributed te thcreased population, which makes
the then available resources scarcer such thatgpeap no longer afford to trade with
Uganda. This would obviously lead to a fall in tnerall trade volumes. No literature
has been come across trying to argue it this whagrefore, more research may be
required to qualify this argument. These empiriiatlings identify with findings of

Giorgio (2004) among other scholars that the bigter population of the trading

partner, the larger the production for the domeastcket.

Distance has a negative influence on Uganda’s bilieral trade flows. A unit increase
in distance between any two economic centres wasdf@o lead to a 1.37 decrease in
total bilateral trade flows. The negative relatiopsbetween trade and distance may be
attributed to the trade barriers, which arise astthding partners become more dispersed
thus limiting bilateral trade. Such barriers todgainclude high transport costs and

Uganda being a landlocked country. For Uganda’e,ctiés can be attributed to one or
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two pertinent issues. Firstly, Uganda is a landéackountry only limited to Mombasa
port through which she can reach the rest of thddw@lthough there are other ports
(like Dar es Salaam in Tanzania and Boma in the @eatic Republic of Congo)
through which trade could be conducted, Ugandadvas the years relied on trading
through Mombasa in Kenya. So this big disincentivzeUganda’s economy as this
aggravates the problem of landlocked ness if weatamaximally utilize trade through

the different port outlets.

Given the other means of transport (Air and Railwayne would probably argue that
distance should not affect our trade but in theia@csense, air and railway means of
transport are either too costly to sustain profgabade flows, particularly air transport
or defunct. Having only one small internationalpait (Entebbe International airport)
through which cargo planes could ease the difffcelhcountered while undertaking
cross boarder distant trade is another factorrfagnifies and qualifies distance to be a
negatively significant factor in Uganda’s tradewk Given the small size of the only
international airport, fewer flights are registepat day and mostly passengers’ instead
of cargo flights. The cheap railway network throughich much of the bulky tradable
goods could be transported is not solely relialkerythat it does not reach many areas
in the country, particularly, agriculture productiareas. However, it should be noted
that the estimated coefficients turned out to beilar to those estimated in other
previous studies of Wall, (1999); Bueh al, (2003) and Fankel, (1997) among others

even when those studies used cross sectional diite this particular study.

As hypothesised, real exchange rate volatility hagative influence on Uganda’s

bilateral trade flows. Findings reveal that a whinge in real exchange rate uncertainty
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leads to a 71 percent drop in bilateral trade floesveen Uganda and her trade partners.
Empirical results may be attributed to the fact thganda’s trade, especially exports are
dominated by agricultural commodities, which Kaaodil (2008) notes to be very
sensitive to exchange rate volatility. Notably, otlee years, agricultural contribution to
total exports has been high, varying between 70d 48 percent since 2001. For
example, during 2002, traditional exports (Cofféea and Tobacco) alone accounted for

39.1 percent of total exports with coffee contribgtabout 21 percent to total exports.

During 2006 and 2007, the share of traditional etgpatagnated at 29.9 percent
compared to 37.3 percent recorded in 2003. Amoagtin traditional exports, fish has
the highest contribution to total exports, estirdaae 18 percent by 2005 (UBOS, 2006;
2008). Kandilov (2008) puts it that exchange naiatility has a small negative effect
on non-agricultural trade flows yet its impact ogrieultural trade flows is about ten
times relative to trade in other commodities. Sttidgings relate with results obtained
by Kandilov (2008); Cheet al, (2002); Frankel and Wei, (1993); and Eichengraed
Irwin (1995), among others who note that exchamge volatility negatively influences

trade flows.

Real exchange rate misalignment measure was g@llistsignificant at 5 percent level.

The estimated coefficient (- 0.00339) implies thaine-percent over — (under-) valuation
of Ugandan currency compared to the long-run douilm level reduces (increases)
bilateral trade flows by about 0.003 percent. Hosvegiven the fact that Uganda’s trade
is agricultural based, interpretation of result based on the negative impact of
misalignment on trade flows. This follows Geeal., (2003) who notes that exchange

rate misalignment negatively affects agriculturade compared to other sectors. Study

3¢



findings are attributable to the natural barrierdrade Uganda encounters, particularly
due to landlocked ness of the country. When therever valuation of Uganda’s
currency, high costs are incurred during expontedd the agricultural produce, which
are bulky and highly perishable. This reduces Ugandcompetitiveness on the
international markets, hence discouraging thoselwad in agricultural produce export
trade. Study findings concur with results of Gateal., (2003) who noted that a unit
change in exchange rate misalignment would caudsg percent reduction or increase in

agricultural exports depending on whether a cugreves either over- or under- valued.

The significantly positive coefficient (0.83) oretdummy variablelCOMESA suggest
that membership of Uganda’s trade partners into ESKN have deep influence on the
mutual trade between member countries. This resait be due to the many countries
comprising the COMESA, which provide a trade oppoity with Uganda. These
COMESA member states provide ready import and eéxparket for Uganda, hence
boosting her trade. Therefore, if Uganda’s tradeneas belong to COMESA, Uganda’s
bilateral trade flows with those countries would di®out three times as great as trade
partners with a non-COMESA country. This can belenced by the case of Kenya and
South Africa who are members to COMESA with UganBatween 2005 and 2006,
Uganda’s imports from Kenya were worth more thaeehtimes as great as those from
the European Union while for South Africa, impontsere more than double those from

the European Union (UBOS, 2007).

This result is very similar to the results obtairisdFrankel (1997) and Chan — Hyun
(2005). Such findings imply that membership to oegi trade blocs is a very important

factor in boosting bilateral trade flows througlvdarable trade agreements among the
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partnering economies. However, although ME€OMESA variable shows significant
empirical evidence in explaining Uganda’s bilatet@de flows, its inclusion in the
gravity model calls for caution in interpretatidbdCOMESAbeing a dummy variable, it
reflects the increasing market integration or deeme of the trade network in the
COMESA region. The significant and positive coefit means that there exists a larger
intra- COMESA bilateral trade flow, arising primigrfrom private business activities in
the extended intra-regional production and frontritistion networks, which would be
independent from governments’ efforts in institnfising the integration. Thus,
membership to COMESA acts as a market mechaniseneirty trade integration in the
COMESA region. This assertion could be backed-up thg fact that in 2006,
COMESA’s market trade was estimated at about 3@gmtrmuch more than market
regions like the European Union and the EAC (UBQ@®)7). Details are presented in

Table 4.4.

Table 4.4:  Comparison of Uganda’s imports from stugl trade partners as per

region between 2002 and 2006

Region Country 2002 2003 2004 2005 2006

COMESA Kenya 312,870 357,327 399,198 520,686 400,965

| EAC

COMESA South 83,665 98,984 140,899 143,676 156,272
Africa

EU Belgium 16,587 23,087 35,321 31,073 35,812

EU France 11,693 15,596 35,525 35,317 37,155

EU Netherlands 18,842 25,015 37,165 43,875 51,672

EU United 67,738 86,411 84,422 99,405 124,021
Kingdom

EU Switzerland 8,922 7,056 6,711 7,555 29,272

Source: UBOS (2007)

41



The coefficient (0.002) on th®EAC dummy variable shows that membership of
Uganda’s trade partners to the East African ComtyyAC) has a positive influence
on Uganda’s bilateral trade flows although the ltasunsignificant. The relatively small
effect of membership to the EAC may be attributthe fact that of all the study trade
partners, only one country (Kenya) belongs to thigional bloc. Kenya alone, couple
with the fact that this regional bloc has not Idregen institutionalized as an FTA would
not soundly influence the over all results. Ressiliggest that bilateral trade flows would
only be about 0.01 times as great as bilateraktfamvs with non-EAC trade partners.
The empirical results of this study concur withdiimgs of previous studies by Scollay
and Gilbert (2001), Inmaculada and Felicitas (199&J Cheret al, (2007) who argue
that membership to regional trade blocs has a fignt positive influence on a

country’s bilateral trade flows.

The significant coefficient (1.51) on the dummy ighte OUK) for the same colonial
masters suggests that Uganda has stronger tradeitie trade partners that were once
Britain’s colonies. The strong bilateral trade tiray be associated with closely related
religious, cultural norms and probably trade agreetisithat could have been established
by the colonial masters. Uganda’s trade with coestthat were once British colonies
would be about 11 times as great as trade witmeestthat were not. This result is
evidenced by the fact that Uganda trades much mwite Kenya (Table 4.4), once a
British protectorate than any other of the studyrtoes, which were colonies of say the

Dutch in the case of South Africa.
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Generally, while concluding the discussion of dumngriable results, it is worth
emphasizing that the bigger coefficient (0.834)tloe dummy variableGICOMESA in
comparison with theDEAC dummy variable coefficient (0.002) suggests thatrem
economic integration effects would accrue to Ugénbdateral trade flows if her trade
partners become members to COMESA unlike if theyilas to joining the East African
Community. The magnitude of the dumnmQGOMESA coefficient indeed speculates
reality given that COMESA has more countries thHam EAC. This provides a bigger
trade network for Uganda, hence generating mora@o@ integration effects.

Overall, the best fit of the model (Adjusted)Rvas estimated to be 0.442, thereby
implying that the estimated variable in model ekpkd.2 percent of Uganda’s bilateral

trade. The Adjusted McFadden’$ Was computed as expressed in appendix J.

4.3 Prediction of Uganda’s Potential bilateral flove and analysis of Bilateral

Trade performance

Results in table 4.5 indicate that Uganda’s meadetrpotential was worth over 68,000
billion US Dollars compared to over 75, 000 billitdS Dollar worth of mean actual

trade during the entire study period. The maximuedicted trade potential was more
than 520,000 billion US Dollars while 13,624 bilidJS Dollars was the least predicted
trade potential. Given the despotic regimes ani wiars between 1970 and the 1980s,
this general successful partnership can be atéibtd recent years (1990 — 2006) when
there has been economic and political reform. iRstance, between 2000 and 2004,
Uganda registered over 160 percent increase imtingber of tourist arrivals for both

business and vacation purposes UBOS (2005); Muhahand Andrews (2008) partly

attributed to the prevailing political stability @rthe unique natural resources in the
country. Generally, across the study period, figdinmply that Uganda established

successful bilateral partnerships with all the itrgatountries.
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Table 4.5: Uganda’s mean Actual () and Potential (Tj;) trade for the entire

period under study (1970 — 2006).

Mean (US$ Standard Minimum Maximum
Billion) error
Potential trade (jf) 68,210.76 83,934.39 13,624.37 528,002.4
Actual trade (4;) 75,775.5i 92,990.5 8.0 593,124.
Percentag -99.3¢ 12.3¢
11.09 10.79

difference

Source Author’s calculations

However, when country specific trade potentialsevsimulated , results in table 4.6
reveal that Kenya had the highest potential tradehwJS$ 199,345 billion followed by
UK (US$ 128,855 hillion), France (39,129), Switzexd (US$ 33,797 billion), South
Africa (US$ 27,749 billion) and Netherlands (US$2&tbillion). Uganda’s high trade
potential with Kenya may be attributed to the fétat Kenya is a member to both
COMESA and EAC to which Uganda is also a membecofdly, Kenya shares a
common boarder with Uganda and both countries Betish colonies. This implies that
there have been strong trading ties between teseduntries. The high potential trade
flow may as well be due to the fact that Kenya gahda’s main export and import route
through Mombasa port. So, in any case of a traqempnity, Kenya is in a better
position to trade with Uganda than any other parthl®wever, Belgium had the least
trade potential of about 23,357 billion US DollaB&lgium’s small potential trade can be
associated with the large distance between Brugdeiseconomic centre) and Kampala

given that it is the third furthest economic cenResults mean that keeping all factors
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constant, Kenya, UK and France can provide a bidetbase for Uganda while Belgium

has the least to offer.

Table 4.6: Uganda’s trade potential with country pecific trade partners

(US$ billion)
Trade Kenya UK Switzer- Nether- Belgium South France
partner land lands Africa
Potential 128,855 33,797 25,244 23,357 27,749 39,129

trade (f) 199,345

Actual 127,709 43,604 46,277 28,440 35,230 38,434
10,735
trade (A)

Source Author’s calculations

According to table 4.7, thedj index of 5.25 percent (0.0525) obtained betweemdga
and her trade partners indicates that Uganda I@as but good trade performance with
her trade partners over the entire 37 years’ shehjod. The low level of good trade
performance may be attributed to weak trade tigk Wer trade partners in terms of
previous economic scale and development. To a lex¢gent, low performance can be
associated with existence of serious trade barbets/een the trading partners. Such
barriers may include; Uganda being a landlockechttguLand locked-ness very much
limits trade flows with distant partners in thateads to high transport costs, which is
one of the key determinants to successful tradéhoibh there are other means of
transport (Air and Railway), these can not sustdganda’s trade flows. For instance,
use of air transport is indeed very costly to dasteade given that much of Uganda’s
exports are unprocessed raw materials which areylol this type of transport. The
alternative would then be the railway means ofgpamt but lately, the railway network

system is not operational thereby greatly aggragatie land locked-ness issue.
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Table 4.7: Uganda’s trade performance byrelative difference index

Period Mean actual trade Mean Potential trade Trade performance
(US$ Billion) (US$ Billion) (Rdit) (%)

1970 — 2006 75,775.58 68,210.76 5.25

1990 - 2006 109,392.3 95,688.81 6.68

1995 - 2006 131,286.3 111,842.70 8.00

2000- 200¢ 136,249. 125,824.0 3.9¢

Source Author’s calculations
Another barrier to Uganda’s trade may be associatgld the many civil wars that
destabilized the economy during the 1970s until m@80s. Civil wars could have
probably discouraged the many potential trade pestto commit themselves to transact
with Uganda. Also, Uganda’s failure to acquirenmbership to international trading
blocs could be a big setback to her trade perfoomaiven the above mentioned
barriers to Uganda’s bilateral trade, one couldiartpat the very lowrelative difference
(Rdj) of 5.25 percent is due to the large period whiah sktudy considers. However,
during this period many policy changes like libenation of the economy during the

early 1990’s as well as establishment of the EA@C @OMESA have occurred.

Theoretically, such policy changes are bound toehavositive impact on Uganda’s
trade performance. Analytical results (Table 4efjeal that Uganda’s trade performance
increased from 6.68 percent between 1990 — 2000 percent (between 1995 and
2006) and there after drastically fell to approxieta four percent between 2000 and
2006. The improvement in trade performance betw&880 and 2006 may be
attributable to the liberalization of the econonggonomic stability and the stable

political environment which probably encouraged gnarvestors to build confidence in
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the Ugandan economy. However, the decline in tgaelformance between 2000 and
2006 can be attributed to lack of adequate promaifaexport trade, despite the fact that
bodies like the Uganda Export Promotion Board (UERBE: trying to promote trade.

Also, much of Uganda’s trade has been focusingroy the major cash crops, that is to
say, coffee, cotton and Tobacco not knowing thatehs need to diversify into other
goods and services with high market demand. Fdamee, UBOS (2007) puts it that
since 2005, there is a tremendous internationaketademand for the non traditional

cash crops like flowers, fruits and vegetables agathers that Uganda could exploit but

not many firms have involved themselves in thisitess.

The fall in trade performance can also be attribui® the now and then changing
international market standards especially of adfucal produce where Uganda trades
most. New export standards are being made stsoteften and this limits the country’s
export trade flows especially to the internatiomairkets like the European Union among
others. For example, unlike the olden years, aljural produce for export used not to
be subjected to so much scrutiny like it is theecasw days. To date, for agricultural
produce to have good international market, it nmsiet Global GAP standards and
EUREPGAP standards in case one is targeting thepgan market. So, given that much
of Uganda’s agriculture is still at peasantry lewelupled with little or no value addition
to the produce, this has compromised on the Ugarnidablvement in agricultural trade
in international markets and so the poor tradegoerance. Similar results were obtained
by Chenet al. (2007) who analysed Xinjiang's bilateral trade periance with her trade
partners and noted that Xinjiang had excellent érazboperation notably with

Kazakhstan, Pakistan, Germany, Russia, Ukraind-gauce.
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Findings of theAbsolutedifferenceindex @Adj:) often referred to as unexhausted trade
potential reveal that quantitative deviations existween Actual and Potential trade.
Approximately, over US$ 7,500 billion worth of meamexhausted trade potential
existed between Uganda and her trade partnerhi¢oerttire 37 year study period. This
volume of unexhausted trade may be associatedbwtth natural and artificial barriers
to trade like land locked-ness, political instatdb during the 1970s, and new standards
on the international market, among others. Thisltas in line with findings obtained
whenRdj index (5.25 percent) was used except that thiscpdat index Adjt) gives that
actual quantity by which actual trade exceeds titergial trade. Results therefore imply
that Uganda’s actual bilateral trade flow exceetlesl anticipated trade potential by
about 7,500 billion US dollars. This suggests tbganda has successful partnership
with her major trade partners. Uganda indeed trdyefir more than what she ought to
have done given that the large mean unexhaustdd patential bears a positive sign.

TheAd;; index was used to cross check or validate resblsimed by the former index.

However, when country specific unexhausted trademi@ls were analysed, results in
table 4.8 show that Uganda had been gaining fronbiteteral trade flows with most of
the trade partners most especially Netherlands fwthom US$ 21,033 billion was

realized followed by Kenya, Switzerland and Southca.
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Table 4.8:  Trade performance byAbsolute difference (Ad;) index by country

Trade partner Unexhausted trade Potential (US$ Bilbn)
Kenye 11,390.¢

Switzerland 5B

Netherlands 21,033.3

Belgium 5,083.1

United Kingdon -1,145.¢

South Africe 7,480.¢

France -695.4

Overall Unexhausted trade potential 7,564.8

Source Author’s calculations

The good trade performance may probably be atgtbtb the existence of good trade
terms with such countries. To be particular, altffoiNetherlands and Switzerland are
distant from Uganda, this success story may béatéd to the fact that Uganda has
concentrated on exporting less bulky but highlyuadle goods such as organically
grown fruits and vegetables among others to thesatdes. For example, UBOS (2007)

notes that for the past 2 — 3 years, Netherlamds Switzerland have been some of
Uganda’s major destinations of horticultural proelU&lowers, Fruits and vegetables)
and fresh fish. These commodities have earned Wgantbrtune of foreign exchange.

From the horticulture sector, Roses and cut flover®ng other products contributed

about five percent of the total exports in 2003 QB 2007). So, with such successful
trading partners, it means that bilateral traderbashed its potential level. At this level,

little or no social cost should be expected frortuife partnerships unless when there is
more product diversification e.g. exportation ofedrfruits and vegetables instead of

fresh produce.
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On the contrary, UK and France registered largapped trade potentials worth about
US$ 1,200 and 700 billions respectively. Ugand@&srprade performance with UK and
France may be attributed a number of factors. Ii#jrdtere exists large distance between
Kampala and the two economic centres, that is P@iance) and London (UK).
Secondly, the high non tariff barriers to trade IKUREPGAP certification, Global GAP
certification and Food miles, among others put lace by such developed economies
limit Uganda'’s trade to flourish on the internatibmarkets especially with agricultural
produce. In the long-run, these none tariff tradeibrs limit success of the partnership,
thence causing the poor trade performance. Thirdig,also possibly true that there has
not been much promotion of bilateral trade flowsween Uganda and these countries
(UK and France). Results signify that there is mocgessful partnership between Uganda
and these two countries. This is because Ugandaimlabilateral trade flows are less
than the predicted trade potential flows. Resubtsimed withAbsolute difference index
(Adj) are consistent with the earlier results obtaingtth the relative difference index
(Rdi). The Adi negative value means that Uganda actually tragsd than her

anticipated potential trade flow.

4.4  Uganda’s Degree of Trade integration with herrade partners

Determination of Uganda’s degree of trade integrativas based on the actual trade
(Ajit) and potential trade ({) for the entire 37 years on which this researatuses.

Therefore, by taking the ratio of mean actual tremlenean potential trade, Uganda’s
mean degree of trade integration was found to Be0Plpercent. This is a relatively high
ratio, implying that Uganda can easily be integiatetrade. This high degree of trade

integration can be associated with the fact thadridg has many goods and services she
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trades. Such goods and services include tourisiactitin sites, minerals like copper and
human resource, among others. Integration can dsbeeaue to Uganda’s inability to

process and / or manufacture a number of basicggoeglire by her citizens. So, in a
way to acquire these goods, she has to rely otr&ding partners from whom to import
the goods. Petroleum and its products and autos®lale of late Uganda’s major

imports (UBOS, 2007).

However, considering trade integration at courgmel, results in table 4.9 show that all
Uganda’s trading partners have high ratios althobgince and the United Kingdom
have relatively lower ratios; that is, 98.22 and199percent respectively. The lower
ratios can be as a result of existence of tradadssrwhich limit Uganda being fully
integrated into trade with these particular co@striSuch barriers include distance and

non tariff trade barriers like GLOBALPGAP certifttan, among others.

Table 4.9: Uganda’s degree of trade integration bgountry

Trade partner Degree of integration (A;/Tit)*100
Kenye 105.71
Switzerlant 129.0:
Netherlands 183.32
Belgium 121.76

United Kingdom 99.11

South Africe 126.96

Franci 98.22

Overall degree of trade integration 111.09

Source Author’s calculations
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Uganda’s low degree of trade integration into tradtéh UK and France can also be
attributable to the political insecurity Ugandaddcduring the 1970s until mid 1980s.
This probably discouraged these trade partners foonid confidence and trust in
transacting with Uganda. Results strongly agred wirlier findings while usingrdj
and Ad; trade performance indices because it is these trade partners (UK and
France) which were identified as Uganda having haduccessful trade partnerships

with.

Findings further indicate that Netherlands (183.&¥itzerland (129.02), South Africa
(126.96) and Belgium (121.76) have very high ratioglying that Uganda has a high
degree of trade integration with these trade pestrighe high degree of trade integration
can be attributed to the good cooperation betwéenttade partners. For instance,
Uganda’s high degree of trade integration with BcAfrica can be due to fact that both
countries are members to COMESA, therefore compelboth parties to be in good
trading terms following the signed Memorandum otlerstanding agreed upon at the
inception of COMESA as a trade bloc. However, toe pther countries (Netherlands,
Switzerland and Belgium), the high degree of irdéign may be attributed to Uganda’s
being one of the few countries that can supply miggdly grown foodstuff and this

renders her as an inevitable stakeholder in trageaally for the supply of horticultural

products.

Results obtained by measuring Uganda’s degre@dé tintegration based on the dummy
variables (Table 4.10) indicate that having hadilaintolonial masters (DUK) has the
highest trade integration effect (351.99) on Ugéndalateral trade flows. The high

integration effect can be attributed to the tragee@ements that the colonial masters put
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in place so as to foster trade collaboration amuergterritories. For instance, on behalf
of Uganda, Britain had to ensure that Kenya (alstea British colony) granted Uganda
access to the Western world through Mombasa Pddhwh date is the mostly used port
for trade. Findings mean that Uganda’s bilateradér flow between partners once
colonised by Britain is 352 percent as great at whtén partners that were not British
colonies. This is probably one of the reasons wienya is one of Uganda’s leading

trade partners.

Table 4.10: Uganda’s degree of trade integration ts#d on COMESA and EAC

on dummy variables

Dummy FGLS Standard error  [(exp(dummy coefficient)-1)] *
Variable Coefficient 100

DCOMESA 0.833¢* 0.33¢4 130.2:

DEAC 0.C01¢ 0.3086 0.1¢

DUK 1.5085*** 0.1367 351.99

*** and ** Denotes significant at 1% and 5 % levespectively

Source Author’s calculations

Membership to COMESAXCOMESA also registered integration effects on Uganda’s
bilateral trade flows more than membership to tHeCHDEAC). Uganda’s bilateral
trade flows between COMESA member countries is 238ercent more than bilateral
trade flows between otherwise COMESA member coesitriThis effectiveness of
membership to COMESA in boosting Uganda’s bilatéradie can be as a result of the
many countries in this trading bloc than they aréhie East African Community. Results
indicate that membership to EAOEAC does not significantly influence Uganda’s

bilateral trade flow. Membership to EAC has thestedegree of trade integration of 0.19
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as compared to common colonial master and COMESibeeship dummy results. The
least degree of trade integration can be attribtethe fact that East Africa regional
bloc has not been in existence as an FTA for lengount so much on Uganda’s trade
flows. Also, this region does not have many coestand of the few there are, much of

the trade is with Kenya. CPD (2006) and Sandragp00btained comparable results.
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CHAPTER FIVE

SUMMARY, CONCLUSIONS AND RECOMMENDATIONS

5.1 Summary

The study aimed at determining factors affectinguiltp’s total bilateral trade flows and
her trade Potential. Specifically, the study pceeli Uganda’s bilateral trade flows and
performance. The study also determined Uganda’'sedegf trade integration with her
major trade partners. Descriptive statistics intilgdneans and standard deviations were
computed using STATA software. The descriptivdisiias were used to examine the
socio-economic characteristics of Uganda and heows trade partners. Results showed
that Uganda’s average total bilateral trade was @&3$nillion while her average real
GDP was valued at 4.52 billion US Dollars. Therage real GDP of the trading
partners was US$ 426.15 billion; mean populatios w&17.5 and 29.1 million people
for Uganda and her trading partners respectivelyerage distance between Kampala

and any other capital city of the trading partneas 3,052 mile.

It was hypothesized that there are various factioas determine total bilateral flows
between Uganda and her major trade partnersAdgmented-gravity flow modelas

estimated using the Feasible Generalised Leastr&(BGLS) estimator to determine
those factors that affect total bilateral flowstiEsites of this function showed that real
GDPs, membership to COMESA, common colonial mastectsmembership to the East
African Community (EAC) positively influenced Ugaaid bilateral trade flows.

Population of both Uganda and her trading partndistance, real exchange rate
volatility, and real exchange rate misalignment beer indicated that they negatively

influence bilateral trade flows. Overall, the hypedes that Uganda’s real GDP and real
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GDP of her trading partners positively influenckataral trade flows; and that the longer
the distance from Kampala city to the capital @fya major trade partner would lower
the level of bilateral trade flow were not rejectesimilarly, real exchange rate volatility
and real exchange rate misalignment were found egatively influence Uganda’s

bilateral trade flows as hypothesised.

In predicting Uganda'’s bilateral trade potential pait of sampl@pproach was employed
and the simulated trade flows were used to andigske performance using two indices,
that is,Relativedifference(Rd;;) andAbsolutedifference(Ad;). Uganda’s mean potential
trade was estimated at US$ 68,21 1billion with Keagdhe major trade partner followed
by the United Kingdom. However, Belgium and Netaeds registered the lowest trade
potentials estimated at US$ 23,357 and US$ 25,24pectively. Trade performance
results from theRd index revealed that Uganda had good trade perfarenastimated
at 5.25 percent over the entire study period (1972006). Analytical results of post
economic liberalization revealed that trade perfomoe improved gradually from 6.68
percent between 1990 and 2006 to 8.00 percent baf@®5 to 2006 and then
drastically dropped to about 4.0 percent (3.98 %\een 2000 and 2006. Results from
the Absolutedifference(Adj) index showed that Uganda benefited from her ditdt

trade by about US$ 7,972 billion, implying gooddegoerformance.

In addition, a ratio of actual to potential bilateral trade flowasvestimated to
generate Uganda’s degree of trade integration. Results revealed that Uganda had a
high degree of trade integration (111.09 perceiit) @il her trading partners. However,
at country level, Uganda cannot easily integrath WK and France given the lower

ratios of 0.99 and 0.98 respectively. Analysis @fabda’s degree of trade integration
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measured basing on dummy variables showed thatdaghad a higher degree of trade
integration with trade partners belonging to COME@&#ike with non-COMESA trade

partners. Uganda’s trade with COMESA countries %88% as much as that with non-
COMESA partners. A low degree of trade integrat{ri9 %) was observed among

EAC partners unlike among non-EAC partners.
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5.2 Conclusions

Several conclusions can be drawn from this studyarida’s real GDP, real GDP of her
trade partners, trade partners’ real GDP, distdrateveen Uganda (Kampala) and the
capital city of her trading partner, trading parfiepopulation, real exchange rate
volatility, real exchange rate misalignment, mershgr to COMESA and colonial ties
have been found to be significant determinants ghnda’s bilateral trade flows.
Therefore, any efforts to improve Uganda’s bilatarade flows should focus on
activities like proper real exchange rate managénigganda’s GDP, colonial ties to
Britain and membership to COMESA have the mostugnitial effect on her bilateral

trade flows.

Uganda has low but good trade performance. These tare some barriers to trade that
are still hindering the growth of bilateral tradevis in Uganda. Uganda had successful
trade partnerships with Belgium, Netherlands, Kenywitzerland and South Africa.
More fostering in trade cooperation between Fraara® UK is still desirable to improve
Uganda’s trade integration with these economiekimAall, Uganda can easily be trade
integrated with all her trade partners although soteasily with France and UK.
Netherlands, Switzerland, South Africa and Kenyaehgood cooperation with Uganda

in terms of trade.

5.3 Recommendations

It is recommended that policy makers should comsgteengthening the EAC trade
agreements and those with COMESA member countsishawn by the determinants of
Uganda’s bilateral trade flows. This will greatlgduce on the many non-tariff trade

barriers that Uganda encounters in her bilateesletrand broaden her trading network.
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Policies to minimize real exchange volatility antgsalignment should be strengthened to

improve trade flows.

To improve Uganda’s trade performance with France the UK, it is desirable for
Ministry of Tourism and Trade together with goveemhbodies like the Uganda Export
Promotion Board (UEPB) to promote trade partnesshypith such countries at
government level rather than at private level. §bheernment should also advocate and
lobby for revisiting some the international marksttandards like GLOBALGAP
certification requirements which have made Ugamdard in trade. However, given that
it may not be feasible for a small economy like bidg to influence the changing of such
internationally set standards, the private and ipus#ctors may team up and establish
national GAP standards. This will then act as acherark to attain the international

standards in the long-run.

Alternatively, Uganda should also think of diveisdftion of her products so as to expand
her bilateral trade flows. Diversification may fexample be taken in form of value
addition to agro-produce since this is one of Ugésdnajor exports. Value addition
increases the shelf life of produce and reducdsrmds of produce. Uganda should also
put in place strategies and policies that can redlne many trade barriers. For example,
government should invest generously in public istinacture like roads to link Uganda to
major ports in Africa. The Ugandan government stadbsidise freight costs in the
interest of exporters since this is the surest tastest means to deliver perishable

agriculture produce to international markets.
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53 Areas for further research

While this study attempted to ascertain determsmafitUganda’s bilateral trade flows
with her major trade partners since 1970 up to 200&a employed was not
disaggregated at sector level. Data was genergtlyegated as exports and imports to
and from trading partners. However, total bilatdrae can be decomposed on sector
basis, that is, total agricultural imports and expototal manufactured imports and
exports or total livestock product imports and exgoTherefore, further research using
disaggregated data at sector level is necessadystimguish and identify the specific

determinants of bilateral trade at sector level.
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Appendix A: FGLS estimation output

. xtgls Inbtrade Inug_gdp Inoth_gd Inug_pop Inoth_Ipdist Invol misalign dcomesa
deac duk, panels (hetero)

Cross-sectional time-series FGLS regression
Coefficients: generalized least squares

Panels: heteroskedastic
Correlation: no autocorrelation

Estimated covariances = 7 Number of obs = 259
Estimated autocorrelations = 0 untber of groups = 7
Estimated coefficients = 11 Time periods = 37

Wald chi2(10) = 659.63
Log likelihood = -262.2464Prob > chi2 = 0.0000
Inbtrade Coef. Std. Err. z P>z [95% Conf. Interval]
Inug_gdp 0.7357034 0.2283482 3.22001 .2881491 1.183258
Inoth_gd 0.6426558 0.1633435 3.93.000 .3225083 .9628033
Inug_pop -0.6034084 0.3231401 -1.87.062 -1.236751 .0299345
Inoth_po -0.4431255 0.1633296 -2.71.000 -.7632457 -.1230053
Indist -1.439406  0.1926796 -7.47 00.0 -1.817051 -1.061761
Invol -0.0709397 0.0246821 -2.87 0a.0 -.1193157 -.0225636
misalign -0.0033926 0.001419 -2.39.017 -.0061737 -.0006114
dcomesa 0.8339322 0.3303846  2.520120 .1863903 1.481474
deac 0.001913 0.3086394 0.01 99.9-.6030092 .6068351
duk 1.508453 0.1366942 11.04 0.00D.240537 1.776368
_cons 20.91197 1.499226 13.95 0.0¥.97355 23.8504
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Appendix B: Distance between Kampala and the

econdmecentres of the trading

partners
Country Economic Centre Distance (Miles)
Switzerland Bern 3555.51
Netherland Amsterdam 3931.82
Belgium Brussels 3859.31
United Kingdom London 4012.36
Kenya Nairobi 313.57
South Africa Pretoria 2163.06
Franct Paris 3528.5!

Source: www.macrow.info/distanc& www.worldatlas.com
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Appendix C: Descriptive statistic of Uganda’s potetial trade (T ;) and Actual trade

(Aj}) between 1970 and 2006

. sum btrade potrade

Variable | Obs Mean Std. Dev. Min Max
_____________ R ——— —————
btrade | 259 75775.58 92990.57 89 593124.1
potrade | 259 68210.76 83934.3%65224.37 528002.4
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Appendix D: Summary statistics of Uganda’s unexhausd trade (1970-2006)

. sum unxehaustedpotrade

Variable | Obs Mean $ddyv. Min Max

unxehauste~e | 259 7564.82 42520.%80826 383430.4
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Appendix E: Uganda’s mean Actual trade (A:), Potential trade (Tj;), unexhausted

trade potential and Degree of integration by county (1970 - 2006)

Trade Partner

Actual trade Potential Unexhausted Degree of
(Aj) trade (Tj) trade potential integration
(US$ Billion) | (US$ Billion) | (US$ Billion) | (At/Ti;)*100
Kenya
210,735.40 199,345 14,489.80, 105.71
Switzerland
43,603.84 33,797 10,945.68 129.02
Netherlands
46,276.96 25,244 20,796.17 183.32
Belgium
28,440.25 23,357 26,084.71 121.76
United
Kingdom -
127,709.10 128,855 859.70 990.11
South Africa
35,229.89 27,749 6,582.03 126.96
France -
38,433.58 39,129 1,036.18 98.22
Uganda’s
overall degree
of trade
integration
75,775.58 68,211 7,971.50 111.09
. sum btrade potrade(Switzerland)
Variable | Obs Mean Std. Dev. Min Max
_____________ + -
btrade | 37 43603.85 63009.233019 206714.6
potrade | 37 33797.06 11259.@9317.1 68621.37

. sum btrade potrade (Netherlands)
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Variable | Obs Mean Std. Dev. Min Max

_____________ O ———- -
btrade | 37 46276.96 27287.644049 129287.9
potrade | 37 25243.62 9600.53714470.14 51474.59

. sum btrade potrade (Belgium)

Variable | Obs Mean Std. Dev. Min Max

_____________ o —— -
btrade | 37 28440.25 15767.948984 75404.49
potrade | 37 23357.11 8809.888624.37 46787

. sum btrade potrade (UK)

Variable | Obs Mean Std. Dev. Min Max

_____________ o —— -
btrade | 37 127709.1 52864.287743 285121.1
potrade | 37 128854.7 50177.571605.79 259869.2

. sum btrade potrade (Kenya)

Variable | Obs Mean Std. Dev. Min Max

_____________ O ————e -
btrade | 37 210735.4 149971.77374 593124.1
potrade | 37 199344.9 13392691150.48 528002.4

. sum btrade potrade (South Africa)

Variable | Obs Mean Std. Dev. Min Max

_____________ o ——— ———
btrade | 37 35229.88 51452.87 89 167123.9
potrade | 37 27748.96 1842718847.62 75942.73

. sum btrade potrade (France)

Variable | Obs Mean Std. Dev. Min Max

_____________ O ———- -
btrade | 37 38433.58 14109.80963.75 75477.05
potrade | 37 39128.97 145257Z%08.76 78109.59
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Appendix F: Uganda’s trade performance (1970-20061990 -2006; 1995 — 2006;

2000 — 2006)

A) Calculation of trade performance byRelative difference ( Rd;j;) index
i) For the period 1970 — 2006
. sum btrade potrade

Variable | Obs Mean Std. Dev. Min Max
_____ + P —— -

btrade | 259 75775.58 92980 89 593124.1
potrade | 259 68210.76 8383 13624.37 528002.4

Rdy =Aj=T; *100
Ajj + T

= (75,775.58 —68,210.76)100
(75,775.58 + 68,210.76)

=525%

if) For the period 1990 — 2006
. sum btrade potrade if year >= 1990

Variable | Obs Mean Std. Dev. Min Max
——— R

btrade | 119 109392.3 121039.94001 593124.1
potrade | 119 94768.66 108313.8243@B7 504551.3

Rg  =Ai—Tji *100
Ajt + Tijt

=(109,392.3 — 95,688.81)100
(109,392.3 + 95,688.81)

=6.68%
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iii) For the period 1995 — 2006
. sum btrade potrade if year >= 1995

Variable | Obs Mean Std. Dev.Min Max

_____________ +--- —— e
btrade | 84 131286.3 12283 16627.7 593124.1
potrade | 84 111842.7 124374£6150.79 528002.4

Rg¢ =Ai—Tj *100
A+ Ti

=(131,286.3 —111,842.7)100
(131,286.3 + 111,842.7)

=8.00 %

iv) For the period 2000 - 2006
. sum btrade potrade if year >= 2000

Variable | Obs Mean Std. Dev.Min Max

_____ + P _— R ——
btrade | 49 136249.9 7MB3 16627.7 593124.1
pottrade | 49 125824.4 14683930257.35 528002.4

Rd;t = Ajt— Ty * 100
Ae + Tit

=(136,249.9 — 125,824.4)100
(136,249.9 + 125,824.4)

= 3.98%
B) Calculation of trade performance byAbsolute difference ( Adjj) index (1970 —
2006)
. gen unxehaustedpotrade = btrade - potrade
. sum unxehaustedpotrade
Variable | Obs Mean Std. Dev. Min Max

_____________ R ——— —————
unxehauste~e | 259 7564.82 42520.%80826 383430.4
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Appendix H: Country descriptive statistics by variable

i) Overall model descriptive statistics (1970 — 2006)

. sum btrade ug_gdp oth_gdp ug_pop oth_pdagiarte

Variable | Obs Mean Std. Dev. Min Max

_____ +
btrade | 259  75775.58 92990.57 89 593124.1
ug_gdp | 259  4.520112 2.237383 44@302 9.967544
oth_gdp | 259  426.1492 442.690411.23 1673.651
ug_pop | 259  17.50117 5.117687 10.13 28
oth_pop | 259  29.13714 20.11389 6.19 61.33
distance | 259  3052.031 1262.712 313.57 4012.36

i) Total bilateral trade flows by country (1970 — 2P06
. sum ug_btrade Switzerland Netherlands Belgiuk Kenya South africa

France (‘000 US Dollars)

Variable | Obs Mean Std. Dev. Min Max
—_—— o
ug_btrade | 37 530429.1 294162 71298 1224834
switzerland | 37 43603.86 63009.273019 206715
netherlands | 37 46276.97 27287.6914049 129288

belgium | 37 28440.27 15767.928984 75404

uk | 37 127709.1 52864. 87743 285121
kenya | 37 210735.5 149971.777374 593124
south_africa| 37 35229.89 51452.89 89 167124
france | 37 38433.62 14909 10964 75477

—_— +---
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iiil) GDP descriptive statistics by country (1970 — 2006)
.sum ug_gdp swit_gdp neth_gdp bel_gdp uk_gdpgde sa_gdp fra_gdp

(Billions US Dollars)

Variable | Obs Mean Std. Dev. Min Max
——— R

ug_gdp | 37 4.520112 2.263862 280820 9.967544
swit_gdp | 37 220.7999 38.06857 .48%7 275.02
neth_gdp | 37 300.7973 77.86945 7TBBH 429.2866
bel_gdp | 37 194.1298 45.15174 14%12 274.8976
uk_gdp | 37 962.3035 243.0057 ®29. 1429.29

ke _gdp | 37 9.835425 3.484718 4834 16.02

sa_gdp | 37 109.5408 24.80282 @&221164.2877
fra_gdp | 37 1172.074 288.682 8222 1673.651
—_—— o

. exit, clear

iv) Population descriptive statistics by country (1972006)
. sum ug_pop swit_pop neth_pop bel pop uk keppop sa pop fra_

pop (millions)

Variable | Obs Mean Std. Dev. Min Max
—_—— A o e -
ug_pop | 37 17.50117 5.1782540.13 28
swit_pop | 37 6.740541 40862 6.19 7.45
neth_pop | 37 14.83027 .9929883.03 16.38
bel_pop | 37 9.988378 21%36 9.66  10.43
uk_pop | 37 57.47649 1.51455655.42  60.51
ke_pop | 37 23.39892 8.21697711.23  36.55
sa_pop | 37 35.41838 8.36874 22.47  48.28
fra_pop | 37 56.10703 3.00431 50.77 61.33
——— A e e ———— -
. exit, clear
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Appendix I: Uganda’s total bilateral trade with the respective trading partners

(‘000 US$) (1970 -2006)

Total

Switzer- Nether- South bilateral
Year land lands Belgium UK Kenya Africa France trade
1970 5,223 42,088 24,519 104,770 109,945 6,695  37,7781,038
1971 5,07¢ 40,31: 23,10° 104,76( 111,55  6,27¢  38,29: 329,37!
1972 4,930 38,536 21,694 104,750 113,170 5,853  38,8057,738
1973 4,783 36,760 20,282 104,740 114,782 5432 39,319,093
1974 4,636 34,984 18,870 104,729 116,394 5,011 39,833,433
1975 4,489 33,208 17,458 104,719 118,006 4,590  40,3462,8338
1976 4,343 31,433 16,045 104,709 119,619 4,170  40,8601,132
1977 4,196 29,657 14,633 104,699 121,231 3,749  41,3739,53¥
1978 4,049 27,881 13,221 104,689 122,843 3,328  41,8877,891
1979 3,902 26,105 11,809 104,678 124,456 2,907  42,4016,237
1980 3,756 24,329 10,396 104,668 126,068 2,486  42,9144,637
1981 3,609 22,553 8,984 104,658 127,680 2,065 43,428 ,9312
1982 9,458 50,872 12,128 113,867 111,420 5,293  43,5326,530
1983 4,037 48,076 21,802 89,113 114,667 89 42,666 320,45
1984 3,019 53,902 19,218 107,202 106,165 545 65,166 2335,
1985 4,212 62,284 26,377 127,273 90,503 180 35,889 386,7
1986 3,413 86,580 26,792 105,159 100,663 1,918 35,689,238
1987 7,209 66,902 28,824 117,818 94,127 11,615  33,4579,932
1988 4,623 48,909 34,516 112,846 104,397 9,354  32,6047,239
1989 3,388 34,981 34,232 96,066 96,361 8,041 34,779 8387,
1990 4,341 23,762 26,906 95,857 77,374 6,150 36,908 2931,
1991 5,489 14,049 24,954 103,339 95,105 5,328 41,454 ,7289
1992 7,890 17,712 32,353 87,743 134,392 4,001 24,575 ,6868
1993 7,209 16,563 21,665 101,073 176,428 32,462 20,9616,381
1994 9,471 16,569 20,464 106,130 573,429 6,567 10,9643,5%24

1995 190,153 42,243 56,057 249,380 238,211 28,034 41,946,042
1996 206,715 34,348 37,266 285,121 260,056 24,527  38,8886,930
1997 202,799 17,075 36,850 221,714 292,170 35,157 51,8887,575
1998 138,112 43,722 30,873 279,588 324,701 78,841 27,3923,148
1999 132,161 34,940 22,903 236,573 313,640 75,082 22,8838,112
2000 108,767 53,217 20,773 119,625 358,778 94,813 16,6282,601

2001 77,297 67,643 31,821 101,057 340,550 96,926  28,5043,801
2002 77,933 74,842 38,489 97,753 374,374 126,668,537 808,590
2003 80,049 73,970 35,986 120,294 435,759 128,614,712 895,386
2004 115,490 98,392 69,598 113,860 476,101 150,148,227 1,081,817
2005 82,412 129,288 65,021 126,236 593,124 153,475,281 1,224,834
2006 74,704 113,561 75,404 153,980 488,967 167,124,477 1,149,217

Source: UBOS, IMF, and United Nations Statisticgifdon Common Database
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APPENDIX J: COMPUTATION OF McFEDDEN'S ADJUSTED R 2

. xtgls Inbtrade
Cross-sectional time-series FGLS regression
Coefficients: generalized least squares

Panels: heteroskedastic
Correlation: no autocorrelation

Estimated covariances = 1 Number of obs = 259

Estimated autocorrelations = 0 untber of groups = 7

Estimated coefficients = 1 Time periods = 37
Wald chi2(0) =

Log likelihood = -452.3 Prob > chi2 =

Inbtrade Coef. Std. Err. z P>z [95% Conf. Interval]

_cons 10.52203 0.862056 122.06 0.0a®m.35307 10.69099

McFADDEN’S R* = (1-
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