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Meta-Analysis and Publication Bias in the Hedonic Wage Literature

Abstract: The value of statistical life (VSL) is one of the most scrutinized and controversial
parameters estimated by environmental economists (Cameron 2009, Viscusi 2010), largely due
to the wide use of VSL estimates to value the mortality risk benefits of regulations that affect
public health and safety (OMB 2011, Robinson and Hammitt 2010). The hedonic wage method
has been a primary source of VSL estimates for use in applied benefit-cost analysis and there
have been several meta-analyses of these studies, including examinations of publication bias.
We build on the existing literature by focusing on the coefficient on fatal risk rather than the
VSL itself. This allows for larger sample sizes and reflects more recent methods that provide a
cleaner test for bias. Results suggest that publication bias is present in the full sample of
hedonic wage VSL estimates and that correcting for this by using those observations with the

most precise estimates results in lower mean VSL estimates.
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Introduction

The VSL is one of the most scrutinized and controversial parameters estimated by
environmental economists (Cameron 2009, Viscusi 2010), largely due to the wide use of VSL
estimates to value the mortality risk benefits of regulations that affect public health and safety
(OMB 2011, Robinson and Hammitt 2010). In many cases mortality risk benefits account for the

largest portion of total quantified benefits of these regulations (e.g., US EPA 2011).

VSL can be estimated through both stated and revealed preference methods, although there is
evidence that these two sets of literature provide systematically different results (Kochi, et al.
2006). Both sets of literature have been used for applied policy analysis and sometimes results
from both sets of studies have together informed guidance for federal agencies, including the
US EPA (US EPA 2010a Guidelines). Revealed preference methods include hedonic property
studies (e.g., Gayer, et al.) and defensive behavior studies (e.g., Blomquist, 2004). However,
the most prevalent and influential revealed preference studies use the hedonic wage method

to estimate workplace premiums for on-the-job risk of fatality.

I”

As noted in Viscusi 2008, the “canonical” hedonic wage equation is given by
In(wi) = a + X{'6 + y1pi + y2qi + ys WG, + €
where w; =wage
X; = vector of worker and job characteristics
p; = fatal job risk
qg; = fatal injury risk, and

WC; = presence of workers’ compensation.

Risk is typically reported in deaths per 10,000 or deaths per 100,000 workers per year and wage

is typically measured in hourly terms. From this specification VSL is generally calculated



assuming full time hours worked over the course of a year (e.g., 2,000 hours) and scaled for the

denominator of the risk variable (e.g., 100,000):
VSL=w * B * 2000 hours/year * 100,000.

There have been several systematic, quantitative reviews and meta-analyses of the hedonic
wage literature VSL estimates. All of these have studied the VSL itself, many of these have
focused on how VSL estimates that are sometimes widely divergent are influenced by
econometric specification, sampling, and data differences across studies (e.g., Bowland and
Beghin 2001, Mrozek and Taylor 2002, Viscusi and Aldy 2003). Some, but not all, of these
analyses have estimated a VSL’s that could be used in policy analysis. None of these studies,
however, have examined the coefficient on fatal risk from the hedonic wage equation, from

which the VSL is estimated.

Publication selection bias, in the form of choosing which estimates are reported, has long been
recognized as a concern for statistical inferences from published literature (Card and Kreuger
1994), and several studies have noted it as a potential concern for the VSL literature (e.g.,
Hwang 1992, Day 1999, US EPA 2006). To date, however, only a few meta-analyses have
rigorously examined potential bias in published VSL estimates. Day (1999) attempted to test
for publication bias, but, as noted in Doucouliagos, et. al 2012, the meta-regression model has a
poor fit and relies upon publication bias test that has since been identified as being invalid.
Only Doucouliagos et al. (2012) use the most recent methods for identifying publication bias

(Stanley 2005, 2008)

In this paper, we build on the existing literature on the VSL in two ways. First, all extant meta-
analyses of the VSL examine the VSL itself, while we focus on the coefficient on fatal risk in
hedonic wage equations. This allows for a larger sample size because many original studies do
not include an estimate of the VSL for all hedonic wage regressions. (Although meta-analysts
will calculate the VSL in these cases when possible, sufficient information is not always provided

in the original study.) Second, because recent methods for identifying publication bias are



based on testing regression coefficients, focusing on the fatal risk coefficient (rather than the

VSL) yields a cleaner test for bias.

Methods for Meta-Analysis and Measuring Publication Bias from Hedonic Wage Studies

Our analysis starts with the estimation of fixed and random effect weighted means (Borenstein
et al. 2010; Nelson 2013); the former assumes a common, true population effect size, and that
differences in estimates are caused by within-study estimation error. The latter assumes a
distribution of effects sizes and estimates the mean of those effect sizes. The random effects
model will give relatively more weight to less precise estimates because of the addition of the
common error component. Because the studies in our sample vary across countries, time, and

data, the assumption of a true effect size is probably unrealistic (Borenstein et al. 2010).
Publication bias

Most approaches to publication bias assume a relationship between the distribution of the
coefficient of interest and its standard error. The simplest way to examine this relationship is to
graph the coefficient estimates versus their inverse standard errors. In the absence of
publication bias, if there is a true effect, the graph will resemble an inverted funnel, with the
most precise estimates forming the narrow part of the funnel around the true effect and less
precise estimates forming the wide part of the funnel. The funnel shape natural arises from
sampling error. With publication selection, these funnels will be truncated on one side:
generally only positive, statistically significant estimates are retained and published, leading to

misleading aggregate estimates.

As a first step, we construct funnel graphs (Stanley and Doucouliagos 2009) of the coefficient on
fatal risk against the inverse of its standard error. If there is no publication bias we expect the
funnel plot to be symmetric, as each observation is an estimate of a true effect size, or
underlying value on the fatal risk coefficient. The results of the funnel graph, while suggestive,

are not a fully statistically rigorous test of publication bias.



Following Stanley (2008) and Doucouliagos, et al. (2012) we next estimate regressions to
directly test for publication bias and estimate the “true” effect size (fatal risk coefficient)
correcting for this bias. The rationale for this approach is that researchers with large sample
sizes, and therefore more precise estimates will be able to identify and report smaller
estimated empirical effects. By contrast, studies with smaller sample sizes and less precision
will need to find large effects for these to be statistically significant. If sufficient numbers of
researchers are searching for these effects and reporting them then we would expect standard

error to be related to the size of the effect and we have evidence of publication bias.

In the regression equation

effect, = o, + ,SE, + ¢,

effect; is coefficient on fatality risk in a hedonic wage equation, a; is an estimate of the true
effect, and ay is an estimate of publication selection (see Stanley 2008 for details). If there is
no publication bias, apwill equal zero. If there is publication bias, ap will be positive (assuming a
positive effect) as researchers add statistically significant estimates with large standard errors

to their publications.

Because the above equation suffers from known heteroskedasticity (Stanley 2008), a weighted

least squares estimate can be used instead. Dividing through by the standard error gives:

t =a,+1/SE, +¢

We build on the analysis of means by incorporating covariates into a meta-regression model
(Stanley 2008, Nelson and Kennedy 2009, Nelson 2013). We do not used fixed effect
regressions, although they are often recommended in the meta-analysis literature (Nelson and
Kennedy 2009; Nelson 2013) because some of the primary variables of interest—those
designating the different datasets of job characteristics such as the COl—generally will not vary

within a study and so will drop out. Further, the assumption of a common effect size across the



disparate studies in our analysis is a strong one and fixed effects regressions are not

recommended by all authors (Harbord and Higgins 2008).

Card and Krueger (1995) note that increased sample sizes should result in lower standard
errors;' they specifically suggest that in a regression with the log of the (absolute) t-ratio as the
dependent variable, the coefficient on the log of the square root of the degrees of freedom
(used as an independent variable) should have a coefficient equal to 1. Gorg and Strobl (2001)

use same test.
Data

Our sample of studies was based on that collected by EPA 2010b”>. However, where the dataset
of VSLs described there is based on one estimate per study, we include all estimates within a
study that are specified by In(wages) on the left-hand side of the equation. We also excluded
studies or estimates that were based on aggregate, not individual, level data, or those that used
measures of excess risk instead of mean risk. All variables were coded by one research
assistant and re-coded by a second; the authors examined and resolved any discrepancies. Our
sample consists of 35 studies and 386 coefficient estimates from those studies using In(wage)

as the dependent variable.
** Describe Final Dataset **
Results and Discussion

Our results for fixed and random effect means are shown in table XX1. The means vary by an
order of magnitude: the fixed effect mean is 0.00230 (95 percent confidence interval of
0.00223-0.00237) and the random effect mean is 0.0245 (95 percent confidence of 0.0221-

0.0269). The variation in means is due to the differential weighting of estimates. We test for

! Unless there is not a true effect (Stanley 2008).

> The sample selection criteria are explained on pp. 41-42.




homogeneity of the estimates using Cochrane’s Q-test (Borenstein et al. 2010) and strongly

reject it (p-value of 0.000), indicating that the fixed effects model is probably inappropriate.

Tables xx2 and xx3 present meta-regression results for two sets of samples: those studies that
use a 1/10,000 risk estimate (because that is the most common approach and avoids issues
with rescaling) and all studies in our sample, respectively. Reading across each table are the
following two models: weighted OLS with clustered errors and weighted random effects.

Inverse variances are used for the weights.

Focusing on the random effects estimates in Table xx2, which are preferred to the OLS
estimates that ignore the correlation between estimates taken from the same study, we find
that using CFOI data results in a statistically significant larger estimate on the fatal risk
coefficient compared to NIOSH, BLS, and all other risk data sources. Both the fatal interaction
and fatal quadratic dummies are statistically significant, but with opposite signs: the fatal
interaction term leads to smaller fatal risk coefficients and the fatal quadratic term leads to
lower coefficients. These are both consistent with our expectations. The dummy variable for
male samples and blue collar occupations are also both significant; male samples have smaller
values of the fatal risk coefficient while blue collar samples have larger. The dummy variable for
inclusion of workers compensation is negative, indicating that specifications including this term

have smaller coefficients on fatal risk.

The results in Table xx3 are fairly different, possibly because of the larger dispersion in study
factors in the larger data set. None of the variables representing different data sets are
significant and only the dummies for the fatal interaction term, the nonfatal dummy, and

workers compensation are significant.

Turning to publication bias, Figure 1 is a funnel graph of the fatal risk coefficients with the
lowest and highest five percent of the estimates eliminated so the graph is readable. In the
absence of publication bias, the graph would be symmetric. However, the graph is clearly
skewed to the right, with very few negative observations. Even recognizing that the coefficient

on fatal risk should be positive, sampling error should lead to some negative estimates; further,
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in econometric specifications with interaction terms (including quadratic terms), we would fully
expect some estimated coefficients on fatal risk to be negative. The skewness of the graph is

suggestive of publication bias.

To calculate publication bias, we estimate our second equation above using a random effects
model. The constant term, or estimated true coefficient on fatal risk, is 0.00120 (standard
error=0.003, p-value < 0.0001). The coefficient on the inverse standard error is 4.49275
(standard error=2.6180, p-value = 0.08615) which Stanley notes as indicative of “severe”

publication bias.

Using the Card and Krueger test, In(tstat) = a + BIn(v/SE), that is regressing the natural log
of the t-statistic on the natural log of the square root of the standard error,? we find that the
coefficient f is equal to 0.31 (p-value=0.04) in a regression with fixed effects. This indicates a
true effect (Stanley 2008) but the possibility of some publication bias because the coefficient is

not equal to one.

The observations in our sample that report a VSL in USD have mean VSL of $8.3 million (52000).
We explore the influence of precision of the VSL by following Stanley et al. (2010) accounting
for publication bias by using only the observations with the ten percent most precise estimates
of the fatal risk coefficient.* Doing so lowers the unweighted mean to $6.3 million. These
numbers are fairly similar to the VSL used in recent policy analyses in the US (Robinson and
Hammitt 2011). These estimates come from a wide array of studies from different time
periods. EPA, for example, uses a central estimate (based on a Weibull distribution) of the

studies in their sample, none of which were published after 1991, but the EPA estimate is

* Card and Kruger (1994) use the degrees of freedom instead of the sample size; degrees of freedom are rarely
coded but we have much better information on sample size, which will be highly correlated with the degrees of
freedom.

* Note that we drop the observations that have standard errors that are not robust or clustered because these
overestimate precision.



otherwise similar to ours although it is smaller than the most precise estimates in our sample

after accounting for inflation.

Conclusions

We find evidence of publication bias in the hedonic wage-risk literature, however, this bias
appears to have only a moderate effect on the estimated VSLs. Because VSLs used for policy
come from a variety of sources and benefit-transfer considerations, it is difficult to compare
them directly with our results. Still, the results here suggest that both the adjusted and
unadjusted VSLs are generally consistent with those commonly used in policy analysis. Because
the most recent hedonic wage VSLs in the US are based on risk data from CFOI, one issue to

examine more fully is the relationship between data source and publication bias.

NOTES

(In general the inclusion of unpublished studies reduces the problem of publication bias (Sterne

et al.,, 2001).) (From http://yosemite.epa.gov/ee/epa/eerm.nsf/vwAN/EE-0494-01.pdf/Sfile/EE-

0494-01.pdf Report of the EPA Work Group on VSL Meta-Analyses)

Distinction between publication bias and “reporting bias” (the exclusion or failure to report
models or subpopulation results that did not reach significance or did not conform to

expectations from previously published literature )
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Table X1. Fixed and Random Effect Means and Confidence Interval for Coefficient on Fatal Risk

Mean 95 percent Confidence Interval
Fixed Effect 0.00230 0.00223 0.00237
Random Effect 0.0245 0.0221 0.0269
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Table xx2. Meta-regressions for studies using a 1/10,000 risk

estimate (n=214, i=13).

b/se/p

frse use

CFOI

NIOSH

BLS

fatal interaction

fatal quad

nonfataldummy

samplegender=..0000

sampleoccupat..0000

workerscomp

Constant

— —~ 1 —~ 1 — —~ 1 — — —
[ceNeoNoNoNoNoNolNoNolNohoNoloNoNoNoNoNooNoNoNoNoNoNoNoNoNoNe)

— 1

.0007)
.00193**
.00154
.0003)
.00014***
.00074
.0004)
.09326
.00152
.0003)
.00020***
.12131
.0287)
.00117*x*
.00000
.0001)
.99058
.00122
.0002)
.00017***
.00117
.0002)
.00041***
.00146
.0005)
.01169%*
.00170
.0001)
.00000***

— —~ 1 —~ 1 — —~ 1 — — —
[ceNeoNoNoNoNoNoNoNoNohoNoloNoNoNolNoNooNoNoNoNoNoNoNoNoNoNe)

— 1

.0005)
.00012***
.00119
.0008)
.13806
.00070
.0004)
.07719+
.00104
.0003)
.00009***
.12704
.0710) +
.07348
.00001
.0002)
.95215
.00076
.0002)
.00037***
.00119
.0004)
.00740**
.00133
.0004)
.00240**
.00172
.0002)
.00000***

+ p<0.10, * p<0.05, ** p<0.01,

*%% p<0.001
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Table xx3. Meta-regressions,

all studies

(n=386, 1=35

Weighted&C~S

b/se/p

frse use adj

CFOI

NIOSH

BLS

fatal interaction

fatal quad

nonfataldummy

samplegender=..

sampleoccupat..

workerscomp

Constant

0000

0000

— — 1 — — — — — —

—~ 1
[ceNeoNoNoNoNoNoNoNololoNoNoNoNoNoNoNoloNololoNoloNoNoNoNoNoNoNoNoNe)

.4385)
.03014+*
.02657
.0086)
.00413*%*
.00254
.0077)
.74458
.01072
.0031)
.00147**
.01213
.0083)
.15074
.00010
.0000)
.00000***
.01015
.0021)
.00003***
.01471
.0044)
.00212%*%*
.01106
.0043)
.01397+*
.00436
.0075)
.56697
.00008
.0000)
.00000***

— — 1 — — — — — —

—~ 1
[ceNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNoNolWoNoNoNe)

.2339)
.01470%*
.02810
.2110)
.99302
.00349
.2198)
.98733
.00078
.2203)
.99717
.01532
.00009)
.00000***
.00012
.0001)
.37369
.00609
.0024)
.01072+*
.00196
.0040)
.62591
.01064
.0082)
.19385
.01624,
.0087)
.06158
.00009
.0433)
.99830

* p<0

.05,

** p<0.01,

*%% p<0.001
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Figure 1.Funnel graph,
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