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Summary Statistics and Forecasting Performance

By Don Larson®

Abstract

The simultaneous equation econometric model has recently come under increasing.
attack as & policy analysis and forecasting tool However, traditional methods of
choosing among competing models rely heavily on the use of summary statistics It
18 shown, by example, that choosing a model with relatively better summary statis-
tics does not guarantee getting the best unconditional out-of-sample forecasts

Other methods of forecasting time series that allow relative evaluation of the out-of-
sample forecasting ability of econometric simultaneous equation models are also

examined
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Introduction

The simultaneous equation econometric model has
recently come under increasing attack as.a policy
analysis and forecasting tool The criticisms are

based on both theoretical results and the more prag-

matic findings of ex ante forecast comparisons The
criticismas lead to questions concerning not only the
efficiency of out-of-sample forecasts but also the
developmental methodology of most standard multi-
variate models

Despite the accumulating doubts surrounding such
models, a variety of firms exist and prosper by sell-
ing the results of their econometric models—a fact
which attests to the perceived usefulness of their
models Whiie there are a variety of uses to which
econometric models might be put other than fore-
casting, the ability to.replicate history 18 often the
final measure of a model’s validity

The presence of a large commercial market in eco-
nometric models and forecasts 18 consistent with a
growing list of practical and theoretical modeling
difficulties In fact, such problems may help explain
the specialization of forecasting.firms

*The author 18 an agricultural economist with the National
Economics Division, ERS

Given the combination of doubt and usefulness asso-
clated with econometric'models, the evaluation of
competing models and methodologies becomes doubly
important Persons 1n both the public and private
sectors are required, with increasing frequency, to
evaluate econometric models or economic analysis
based on models or modeling techniques

The traditional method of quickly evaluating the
accuracy of such models relies heavily on the use of
summary statistics, such as t-scores, F-tests, R’E,
and Durbin:-Watson (D-W) statistics, and these sta-
tistics represent the type of information generally
requested and provided by the major economic jour-
nals One purpose of this article 18 to discuss the
Iimited mnformation provided by such statistics and
to offer an 1llustration of those limits Another re-
lated purpose 18 to discuss some easily available,
alternative methods which, through comparison,
can provide evaluations of a model’s relative fore-
casting abilities

I w1ll review earlier criticisms of fixed parameter
econometric models, present an ad hoc quarterly
model of the corn sector along with estimation re-
sults from the model, discuss possible misinforma-
tion provided by i1nitial model results and provide
an alternative estimation, discuss several alterna-
tive methods of unconditional forecasting, and,
finally, compare out-of-sample results,
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Model Limits

There 18 an abundance of economic literature that
discusses the gaps between modern economic theory
and the structure of a mmultaneous equation econo-
metric model estimated from time series data Such
problems supersede the practical difficulties of data
definition and collection, along with estimation effi-
ciency, and relate to the very logic by which eco-
nomic behavior 15 expressed 1n terms of a fixed-
parameter mathematical model Sims (30), 1n par-
ticular, provides an excellent review of such
problems !

Perhaps the best known dilemma facing modelers
who use time series data centers on Lucas’ (20)
argument that policy variables normally considered
exogenous and independent actually determine the
way 1n which each of the variables relate to all
others His conclusion 18 based on Muth’s (23) asser-
tion that “[t]he way expectations are formed depends
specifically on the structure of the relevant system
describing the economy " Lucas argues that as policy
changes are effectively incorporated into expecta-
tions, new policy results in new rules of response so
that the reduced forms of econometric models do not
have fixed parameters Prescott and Kydlund (26)
have shown, in turn, that policy formation without
regard to expectations formation can lead to what
Sims has termed ''Peter White” policymaking,®
which, by necessity, must always go awry

Lucas’ results lead to the dilemma that no economi-
cally or politically determined variable can truly be
considered exogenous More recently, “causality”
tests have been used to 1dentify exogenous/endo-
genous telationships, but on a practical level, the
tests themselves must be performed on a reduced
form consistent with a multitude of theoretical
structures See, for example, Sims (28, 29, 31),
Granger and Newbold (15), Bishop (4), Ashley,
Granger and Schmalensee (I), Barnett, Bessler, and
Thompson (2)

Should the problem of exogeneity be solved, Sums
(30) has suggested that yet another i1dentification
. problem exists Sims cites the work of Hatanaka

1]talieized numbersin parentheses refer to items 1n the Refer
ences at.the end of the article

1Peter White will ne’er go right/Would you know the reason
why?/He follows his nose where’er he goea/And that stands all
awry —Nursery Rhyme
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(16), who reevaluated Sargan’s (27) conclusions con-
cerning the simultaneous equation identification
problem in models containing lagged dependent
variables and autocorrelated residuals Hatanaka
found that if the lag length and lag distribution are
not known a priori, but rather are determined 1n
the estimation process, then the 1dentification rule
18 changed In order to identify an equation, at least
one strictly exogenous variable must be located 1n
each of the other equations of the model Repeat oc-
currences of the same variable with different lags
1n a single equation do not qualify as “strictly
exogenous '

The application of Hatanaka’a criteria leaves many
models underidentified Sima also notes that the ex-
ogeneity of variables 18 often determined by conven-
1ence While this does limit the size of the model,

1t further exacerbates the confusion between exo-
genous/endogenous variables and may limit the
number of variables actually available to 1dentify
the system

Given these problems, it 1s not surprising that
simultaneous equation models have had limited suc-
cess as forecasting tools * Gordon (I12) has drawn on
the work of McNees (22) to document the failure of
macroeconomic forecasters in the seventies More
recently, Just and Rausser (17) have presented evi-
dence that commodity price forecasts are generally
better provided by the futures market than by
large-scale econometric models Their findings are
consistent with a growing hist of works describing
the consistency between futures markets and
Muth's hypothesia (see (8), (10))

As already mentioned, model forecasts do exist and
prosper in the market place, and 1t 15 this market-
abihity whach, 1n fact, documenta their usefulness
At the same time, there are a variety of models
from which to choose and a number of potential
shortcomings to avoid In the following section, I
will argue that 1t 1s generally difficult to evaluate a
model from the usual summary statistics provided
by vendors and by most economic journals To 1llus-
trate this point, I provide and evaluate a quarterly
corn model

’Criticiems of particular models over particular periods are by
ne means a recent phenomenon (see Christ (7)), however, as mar-
keted forecasts have come of age, historical evaluations of their
accuracy have become available



The Model

Consider the following quarterly model

CPLANT, = f(CAL, CP/SMP,_,, (1a)
CP/SMP,_,, SGAL,)
CHARV, =f,(CPLANT,) (1b)

CDEMD, =f{(BEEFPR, CHKPR,, CP/IN,, (lc)
SMP/IN,, WHP/IN,, D2, D3, D4)
CSTKS, =CSTKS,., + CPR. + CIMP, (1d)
- CEXP, - CDEMD,
CPR, = CHARV. *CYLD, (le)

where variable definitions are provided 1n table 1

The model 1gnores several important structural
aspects of the corn market, and prices are exo-
genous However, the model 18 sumilar'to some large
commercial agricultural forecasting models, and 1t
serves well 1n 1llustrating several points about sum-
mary statistics

Equat:on (1a), (1b), and (1le) are annual equations
when the model 18 simulated as CPLANT and
CHARYV and CPR are nonzero only one quarter of
the year As a result, seasonal dummies have been
included only 1n equation (1¢) Production and stocks

Table 1—-Variable definitions

are solved by 1dentities When, performing forecasts
greater than three quarters, one often takes yields
for the type of model above from trend levels, so
that yields become a function of time or lagged
vields However, as the-time horizon shortens, the
U S Department of Agriculture’s (USDA) forecasted
yields, based on weather and/or survey data, are
often used

A linear stochastic form of the three behavioral
equations was estimated by use of:a three-stage
least squares procedure on quarterly data from
USDA’s T-DAM data base for the 1960-76 period
Data for the 1977-79 period were retained for out-of-
sample tests Table 2 shows the first stage results
Third-stage results are available from the author
upon request *

‘From a theoretical point of view, there are several arguments
for choosing one estimation process over another The production
and sale of corn 18 a recursive process, a fact which 1s often
evoked when one justifies a set of QLS estimates as unhiased
However, reported data are often reviewed and adjusted by a
USDA commiitee to provide consistency across aggregates
Although the adjustments represent a logical necessity for data
presentation, the changes potentially disrupt predetermination
among the geries, justifying a three stage least squares, or seem
ingly unrelated estimation procedure Both estimation tech
niques were used, and they reasulted in only minor differences

Variable Definition Unit
Endogenous

CPLANT Planted acreage of corn 1,000 acres

CHARV Harvested acreage of corn do

CDEMD Domestic disappearance of corn Millhion bushels

CSTKS Corn stocks do

CPR Corn production do

Exogenous

CAL Acres allocated to corn 1,000 acres

SGAL Acres allocated to sorghum do

CP/SMP Ratio of corn farm price to soy meal price Dollars/bushel

BEEFPR Beef production Million pounds

CHKPR Broiler tproductlon do

CP/IN Ratio of corn farm price to real disposable 1ncome Dollara/bushel
over billion
1972 dollars

SMP/IN Ratio of soy meal price to real disposable income do

WHP/IN Ratio of wheat farm price to real disposable income do

CIMP Corn 1mports Million bushels

CEXP Corn exports do

CYLD Corn yield Bushels/acre
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Table 2--First-stage results: Original series

Equation

EQl CPLANT = 40608.12 + 0.054*CAL + 828929*CP/SMP3 — 298507*CP/SMP4 + 1,05*SGAL

(6.47) (493) (3.20) {(—0 96) (0 32)
D-W D Statistic = 2.0 F Ratio 6782 80
Prob>F 0.0001
R-Square 0.9984
EQ2 CHARV = 978.83 + 0.84*CPLANT
(074) (441)
D-W D Statishic = 2.0 F Ratio 296368.19
Prob>F 00001
R-Square 0.9999
EQ3 CDEMD = 415 48 + 0 067*BEEFPR + 0 28*CHKPR — 1230345*CP/IN +
(307) (100) (2.02) (—4 26)
1422.1*SMP/IN + 561138*WHP/IN — 509 8*D2 — 43.0¢*D3 + 107.7*D4
(0 93) (3.83) (—109) {—0.94) (3 30)
D-W D Statistic = 2.07 F Ratio 61 48
Prob>F 0.0001
R-Square 0.9044

Note t-ratios are given in parentheses

For the first-stage statistics, the distinctive features
of the equations as a group are that they possess
remarkably high Rs and exceedingly solid Durbin-
Watson (D-W) statistics ® All the parameter signs
match a priori expectations, and most of the t-scores
are significant at standard levels Third-stage results
differ only shightly from the first-stage results

Examiming the residuals 1n the equation for domes-
tic disappearance, however, reveals an autocorrela-
tion problem (table 3) Although the sample correla-
tion coefficient at lag 1 confirms the earlier D-W
statistic, problems arise at lags 2, 3, and particu-
larly 4 Given the seasonal nature of agriculture
and the fact that quarterly data are used, 1t 18 not
surprising to find signs of fourth-order serial cor-
relation Although the potential problem 18 well
known and Wallis (32) has devised a measure simi-
lar to the D-W statistic to detect its presence, such

*Given the structure of the model, vanables which have a
value onl{ once every four quarters will, of course, always have
a D W value of 2, given the formula

_ Lie, — .0
L ey
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information 18 seldom provided to purchasers or
dsers of existing models

The Effects of Autocorrelation

It 18 well known that regression coefficients are less
efficient, but unbiased, when estimated 1n the
presence of an autocorrelated error structure (I8, p
275) Moreover, the multiple correlation coefficient
increases 1n the presence of autoregressive residuals
As Bishop (5, p 14) notes, Granger and Newbold
have been particularly critical of reporting high Ris
under such circumstances

In time series regressions involving the levels of
economic variables, one frequently sees coeffi-
cients of multiple correlation (R?) much higher
than 0 9 If these indicate anything at all, they
presumably imply an extremely strong relation-
ship between the dependent varable and the in-
dependent variables This 18 extremely mislead-
INg on many occasions, as comments noting poor
forecast performance which sometimes follow
these equations will testafy In fact, the high R*



Table 3—Sample autocorrelation coefficients on CDEMD residuals: Original series

Lag Correlation -1 9 87 6 5 4 3 21|01 2 3 45 6 78 91
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Note *marks correlations, . marks standard error

values could be no more than a reflection of the
fact that the dependent variable 18 highly
autocorrelated and could easily be achieved sim-
Ply by regressing the variable on 1ts own past
Thus, 1n such circumstances, the value of R*
says nothing at all about the strength of the
relationship between the dependent and inde-
pendent variable

puted as t = (b—b,)/s,, 1mplying greater explana.
tory power for that variable than actually exists
This mtuation can easily lead to the inclusion of
a statistically irrelevant variable 1n the final
model If the-error structure exhibits negative
serial correlation and the independent varable
18 positively autocorrelated, the standard errors
of the coefficients are likely to be overestimated,

possibly leading to the elimination of a statis-
As the multiple correlation _coefficient has proven tically significant variable from the model
an unrehable tool 1n applied econometrics, emphasis
has been placed on other tests of significance, pr1-

marily t-scores Bishop (5, p 13) notes, however

The result of Bishop’s caveat 15 that, unless addi-
tional information concerning residuals 18 provided,
the relevance of any set of t-scores remains

What 15 also well documented 1n the.literature, unknown Let the buyer beware
but often overlooked 1n practice, 18 that the
usual tests of sigmificance, when performed 1n
the presence of autocorrelated errors, are biased
For example, 1f positive first-order autocorrela-
tion 18 present in the error structure and the 1n-
dependent variable 1s also autocorrelated, the
estimates of the standard errors on each of the
coefficients (g,) will be biased downward 1n most
situations When the standard error of the coeffi-
cient 18 underestimated, the t-statistic on that
coefficient 18 obviously overstated as 1t 18 com-

» Fortunately for the modeler, simple differencing
usually greatly reduces the serial correlation prob-
lem To 1llustrate, the following transformation was
made of the model’s original data.

A =X ~ Xy (2)

80 that quarterly observations now represent year-
to-year changes between quarters

/_;_/ T[,A [ LA u-c,i\ St ](V""\.p'kﬂ (\"l"“] 2?01_ (»‘2‘\.
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With the exception of :ntercept values and the error
terms, the transformation does not structurally
affect the expected values of the estimated coeffi-
cients, However, by reducing the:serial correlation
problem, the estimation process should prove more
efficient Table 5 shows the first-stage results

In terms of first-order autocorrelation, the transfor-
mation appears a failure The D-W statistic, which
18 the statistic most often provided relating to serial
correlation, dropped from 2 07 'to 1 66 1n the disap-
pearance equation, which 18 still indeterminate at a
5-percent level of confidence Table 4, however, pro-
vides the sample autocorrelation coefficients of the
residuals whach, 1n fact, show no sign of serial cor-
relation In addition, I performed a collective test on
the errors by utilizing the sample autocorrelation
coefficients acrosa 24 lags to provide the Box-Pierce
Q-statistic, which has an approximate Chi-square
distribution (see Nelson (24, p 115)) As a result of
the transformation, the Q-statistic dropped from

28 04 to 18 53 The confidence with which the series
could be termed '‘white noise” increased from 21
percent to 76 percent

Transformation of the data requires a transforma-
tion 1n the form of the model A final measure of
the appropriateness of the transformation 13 to test
whether the seasonal parameters dropped are statis-
tically different from zero when retained and esti-
mated with transformed data

An F-test was performed to test the hypothesis-that
the coefficients on the seasonal dummy variables
collectively equal zero The hypothesis could not be
rejected for any of the equations F-score results are
reported in table 6

The reduction 1n serial correlation had few mean-
ingful effects on the summary . statistics As already
mentioned, the D-W statistic on the demand
equation dropped slightly into the indeterminate
range The changes on the t-scores were mixed
Some scores, such as the score on the soy meal price
variable 1n the demand equation, improved, whereas
others, such as the scores on the beef and chicken
production coefficient, declined

The multiple correlation coefficients all dropped
dramatically, however, the two sets of numbers are

Table 4—Sample autocorrelation coefficients on CDEMD residuals: Transformed series

Lag Correlation -1 9 8 7 6 5 4 3 2 1 01 2 83 4 5 6 7 8 91
0 1 0000 T Tl
1 1607 ok sk
2 —.1535 * kok

3 —.1488 ek

4 — 1833 T

b — 0763 * ¥

6 2305 *okokok ok
7 .20556 ke skok
8 — 1445 dokk

9 — 0525 *

10 — 1034 dok

11 — 0070

12 — 0032

13 .0582 *
14 .0302 ®

15 — 0007

16 — 0313 *

17 15632 * ok ok
18 0697 P

19 —.1603 * ¥k

20 —.0360 *

Note *marks correlation, . marks standard error
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Table 5—First-stage results: Transformed series

Equation

EQ1 CPLANT = 0.036*CAL + 705924*CP/SMP3 — 191553*CP/SMP4 + 0 17*SGAL

(2.59) (—2 65)

D-W D Statistic = 2.0

(4.54)

(927

F Ratio 32.44
Prob>F 0 0001
R-Square 07100

EQ2 CHARV = 0 87*CPLANT
(28.4)

D-W D Statistic = 20 F Ratio 809.39
Approx PR>F 00001
R-Square 0.9353
EQ3 CDEMD = 0016*BEEFPR + 0 30*CHKPR — 770789*CPF/IN +
(0.25) (197) (—3.43)
1592.1*SMP/IN + 396995* WHP/IN
(1.40) (3.22)
D-W D Statistic = 1.65 F Ratio 681
Prob>F 0.0001
R-Square 0 3956
Note t-ratio given in parentheses .
Table 6—F-scores on hypothesis that coefficients Forecasting

on seasonal dummies collectively equal zero

Equation F-score | Value at 99-percent
confidence level
Acres planted 004 71
Acres harvested b8 72
Total disappearance 13 42

not comparable, and they reveal very little. about
the relative efficiency of either model

Finally, the F-scores associated with each of the
equations fell substantially with the data transfor-
mation However, the hypothesis that the equations
contain no explanatory power could still be rejected
overwhelmingly

Although a reduction 1n the level of serial correla-
tion should improve the parameter estimates for
any particular model, questions remain unanswered
concerming the reliabihity and efficiency of the
model’s forecasta In this section, I describe three
alternative methods of forecasting time series, each
of which requires leas information, and can thus be
more quickly estimated and forecasted than the
model 1n the second section In the last section, I
compare out-of-sample forecast performance for
these models and for the restricted equation model

ARIMA Model
A general class of auto regressive-integrated-

moving-average (ARIMA) models can supply quick
and often relatively efficient forecasts for many

17



time series (6) For the most part, ARIMA models
are purely statistical and impart hittle information
about the economic processes involved Future inno-
vations 1n a series are modeled on past innovations,
allowing a umivariate model form and a self-con-
tained forecast of the time series

The general form of the model, ARIMA(p,d,q) 18

w, = bw,_ +
— iU —

+b,w,_p + 1, (3)
—Cqut_q

where w18 a form of the original series differenced
d times, u 18 an error term, and b and ¢ are fixed |
coefficients

Box and Jenkins provide a three-stage modeling
process of (1)adentifying potential models, (2) esti-
mating one or more.modelg, and (3) testing the
restriction each form places on the model’s param-
eters With the advent of the appropriate computer
software, ARIMA models can be quickly and cheaply
estimated and forecasted

Vector Regression
Sims (30, p 14) has noted

Much recent theoretical work gives rigorous
foundation for & rule of thumb that 1n high
dimensional models restricted parameters can
easily produce smaller forecast or projection
errors than unrestricted estimators, even when
restrictions are false =~ Thus models whose
self-proclaimed behavioral interpretation 18
widely dishelieved may nonetheless find satis-
fied users as tools of forecasting and policy
projection

As a possible solution, Sims proposed the estimation
of a reduced verasion of the model, treating all vari-
ables as endogenous, without imposing any a priori
restrictions on the parameters Restrictions could
then be added and tested 1n a more systematic man-
ner ¢ Sims termed this process vector autoregression

*As Malinvaud (21) notes, the assumptions concerning effictency
gains implicit 1n restncted-form equation systems, with few
exceptions, have gone untested 1n most models since the pioneer-
ing work of Frisch and Tinbergen
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Although models tend to become: large quickly
under Sima’ methodology, vector autoregression
does provide a readily available standard which can
be applied to more restricted model forms The func-
tional form of a vector regression system 1s simply

X, =PL)X._, +2, (4)

where X 13 a vector of endogenous variables, L
represents a lag operator whose length 13 deter-
mined by the data, P 18 a matrix’' of estimated
parameters, and Z 18 a vector of disturbance terms

Although the choice of variables may be guided by
economic theory, the general form of the mode) 13
most hikely consistent with a variety of competing
theoretical models, and as such, trades the potential
efficiencies of a parsimonious parameterization for
the ability to test particular restrictions on a more
general form

Autoregressive Open Model '

A third alternative to the standard simultaneous
equation system has been recently used by Lamm
(19) for the U S food and agricultural sector The
method 18 similar to Sims’ method with the excep-
tion that the distinction between exogenous and
endogenous variables 1s retained

This distinction helps reduce the size of the model
and links the modeled, sector to relevant informa-
tion outside the sector

The model 18 written as
Xl. = P(L)Xl.—l + H(IJ)Y; + UL (5)

where X 15 again a vector. of endogenous variables,
Y 18 a vector of exogenous variables, U 18 a vector
of disturbance terms, L is the lag operator, and P,
H are vectors of estimated parameters

The form of the model allows for checks on any set

of restrictions across parameters as well as for,
checks on the assumption of exogeneity

Out-of-Sample Forecasts

In this section, I present the out-of-sample forecast
performance for five methodologies



1 The restricted simultaneous equation system
presented 1n the second section, estimated
with the original time series,

2 The same model estimated with seasonally
differenced data as described in Sectien 3,

3 ARIMA models for each series,

4 A vector autoregression model, and

5 An autoregressive open model

The forecasts were perforrhed as follows

1 Each quel was estimated from a sample,
and then resulting parameters were used to
forecast one, two, three, and four periods
ahead

2 One period was then added to the sample,
and the process in the first step was repeated
until the observation set had been exhausted

Because the emphasis here 18 on a quarterly model,
only the variables for which quarterly values exist,
CSTKS and CDEMD, were forecast In order not to
penalize the more fully.specified models, I used ac-
tual values for all endogenous variables other than
CSTKS and CDEMD when forecasting these two
variables

Table 7 shows the mean absolute error (MAE) asso-
ciated with each methodology for each of the fore-

cast periods when CDEMD 1s forecast Table 8 pro-
vides the same information for forecasts of CSTKS

T bigl 145 bor
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The most dramatic result of the out of-sample simu-
lation 15 the more than threefold reduction in the
MAE in the restricted equation models due to sim-
ply dufferencing the data series This reduction
occurred despite the fact that the differenced model
had a lower R?, a mixed set of t-scores, and a less
impressive D-W statistic In short, the summary
statistics had provided all the wrong signals

Once the differencing occurred, the restrictions did
indeed seem to improve the model’s forecasting effi-
ciency Even in the demand equation, where the
restrictions were ad hoc, the forecast errors were on
average much smaller than under any other meth-
odology For the stock equation, in which the
restrictions produced an 1dentity, the results were
even more pronounced

Another result with practical applications 13 that,
for. some varigbles, very simple models requiring lit-
tle in the way of data can provide relatively effi-
cient forecasts, the best example being the effective-
ness with which an ARIMA model forecasted
CDEMD The vector autoregression model also pro-
vided fairly efficient forecasts, especially as the
forecast horizon lengthened

Another related result 1s that 1t seems difficult to
determine beforehand whether or not a method
will work Although Lamm reported success with
an open autoregressive medel at a more aggregated

He R3es GL’"J = \.Llr\qt_ a3l 1S A """‘ Ade aveie(
. / _L
T4 atkend y v Led eth weted on epution ";l«‘f wlacdes on o

Lefter ~rsutls

Table 7—Mean absolute error (MAE) of CDEMD forecasts

Forecasting pernod
Model
1 2 3 4

Restricted equations 1329 133.0 1107 1219

ongmnal series
Restncted equations J1¢9 419 48 0 48 2

differenced series
ARIMA model 476 60 4 64.0 68'6
Vector autoregression 60.0 63.2 531 603
Open autoregression 3329 3109 254.9 2501
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Table 8—Mean absolute error (MAE) for CSTKS forecasts

Forecasting penod
Model
1 2 3 4

*Restncted equations 1329 1330 1107 121.9

original serles
*Restricted equations 31.9 41.9 48.0 48 2

differenced sertes
ARIMA model 158 3 262.7 361.9 385.0
Vector autoregression 418.0 3311 509.2 433.7
Open autoregression 332.6 597.0 587.5 7185

*Beocause CSTKS 1s determined by en 1dentity in the restncted equation models, the MAE here 1s equal to the error associated

with CDEMD

level, the model here grew quite large and, plagued
with multicollinearity problems, failed to produce
useful forecasts Although methods with the poten-
tial power to reduce the problem are available, such
applications here would have detracted from the
model’s value as a quick alternative method to
restricted equation forecasts

Conclusions

Well-constructed simultaneous restricted-equation
models are useful and marketable policy tools,
despite practical and theoretical problems Because
of their usefulness, econometric models, forecasts,
and analysis based on models have become more
abundant and more comprehensive However, the
types of summary statistics generally made avail-
able to model users provide limited information
with which to evaluate the model or 1ts forecasting
capabilities As has been shown here, modelers who
attempt to maximize the summary statistics nor-
mally reported in economic journals need not arrive
at an optimal model Model users, judging two com-
peting models on the basis of the summary statis-
tics normally reported by economic journals, will
not necessarily be able to choose the better model

Information about the structure of the error terms
18 essential to dccurately evaluate any model and
its summary statistics Such information 18 neither
generally requested nor provided by most economic
journals Furthermore, such information 18 general-
ly neither requested by buyers nor provided by
sellers of models or model forecasts,

20

Another effective method for evaluating a model
and 1ts forecasting abilities 18 to compare the out-of-
sample forecasts of complicated models with the
out-of-sample forecasts of simple models ARIMA
and vector auto-regression models are two such
models which provide relatively good forecasts
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