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The Use and Misuse of Summary
Statistics in Regression Analysis

By Robert V. Bishop*

Abstract

Thus article discusses the effect of an autocorrelated error structure on the interpretation of tradi-
tional significance tests, especially the t-test and R2 measure It emphasizes first-order serial
correlation, a common and often senous problem that researchers using tume series data may
encounter Even though many of the problems associated with an autocorrelated error structure
are well known, many researchers ignore them and report results which range from being poten-

tially misleading to grossly erroneous
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Introduction

In this article, I survey recent methodological developments
concerning error structures which are “contamnated” with
autocorrelation® and draw impheattons relevent for the inter.
pretation and epplication of empircal econometnc research

It 13 common to find instances where researchers simply
report Durbin-Watson statistics? that suggest an error struc-
ture which 1s first-order autocorrelatedd without taking
account of this when interpretating their results A bias 15
mtraduced into the traditional tests of significance when

#*The author was formerly an economist in the Interna-
tional Economics Division, ESS, and 18 currently an econo-
metrician with Hershey Foods éorporatlon

1By defimtion, autocorrelation 18 serial correlation 1n time
gseries data Serial correlation ean also exist 1n cross-sectional
data, such as spatial correlation (across geographic regions)
or mutual correlation {across groups, such as mcomef

2The Durbin-Watson statistic (d) 15 computed as

Zw," )’

Euiz

This approximates d = 2(1 - p) where p 18 the estimated first
order autocorrelation coefficient of the residuals 1n the
model Asp—>0,d—+2 By examning a table for upper (d,)
and lower (d;) bounds on this statistic for the appropnate
degrees of freedom, the researchers can test the null hypoth-
es1s of no autocorrelation

3 Fust-order autocorrelation imphes that the error term 1n
penod t 18 correlated with the error term n period t — 1, that
18

= +
e, = Pe,_, *u

where E(e,u,) = 0

autocorrelated errors are present,? this suggests that inter-
pretation of these tests under autocorrelation s difficult,
if not impossibte Furthermore, recogmizing and correcting
for first-order senal correlation with the usual Cochrane-
Orcutt or Hildreth-Lu procedure 15 inadequate in certain
rather commeon situations (5, 16) 5

If the error structure exhibits first-order autocorrelation and
we assume that no relevant vanable has beeri omitted,® the
estimated regression coefficients are unbiased and consistent
(as 15 well known), but they possess the undesirable property
of being mefficient 7 What 1s alsa well documented in the
literature, but often overlocked 1n practice, 13 that the usual
tests of significance, when performed in the presence of auto-
correlated errors, are hased For example, If positive first-
order autocorrelation 15 present in the error structure and the
independent vanable 1s also autocorrelated, the estimates

of the standard errors on each of the coeffictents (s4) will be
biased downward 1n most situations When the standard error
of the coefficient 1s underestimated, the t-statistic on that
coefficient 1s obviously overstated as 1t 13 computed as

t= ﬂ,c'sﬁ, implying greater explanatory power for that varable

4The bias referred to here arizes due to the consistent
under- or over-estimation of the variances of the estimated
coefficients The estimation of the vaniance-covariance
matnx of the estimators (§'s) 1s computed as 3,2 (X'X)-1
which does not include the Information embodied 1n the off-
diagonal elements of the variance-covariance matrix of the
disturbance terms commonl¥ referred to as {2 in Generalized
Least Squares applications The true vanance-covanance
matrix of the s 18 given by 5,2 (X'{} -1X)-1

51talicized numbers in parentheses refer to items in the
references at the end of this article

6If a relevant causal variable has been omitted, the esti-
mates are also biased

7The properties of the estimators in the presence of auto-
correlation are discussed 1n many good econometrics texts,
for example (10, pp 273-82)
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than actually exists This situation can easily lead to the
inclusion of a statistically irrelevant vanable 1n the final
model If the error structure exhibits negative serial correla-
tion and the independent variable 1s positively auto-
correlated, the standard errors of the coefficients are likely
to be overestimated, possibly leading to the elmimation of
a statistically sigmificant vanable from the model #

Granger and Newhold performed a senes of tests in which
they examined the potential for discovering “‘spurnous”
relattonships due to problems with autocorrelated errors(12)
They believed that much econometne work documented

in the hiterature was permeated with “relationships” which
existed due only to the researcher’s fallure:to remove auto-
correlation from the error structure They examined the
values of the coefficient of determination (R?) generated

by regressions in a Monte Carlo experiment Two indepen-
dent series were generated, one a random walk and the other
a more complicated autoregressive, integrated, mowving-
average structure, specifically ARIMA (0, 1, 1) structure ®
Granger and Newbold concluded that

It 1s quite clear from these simulations that 1f
one'’s vanables are random walks and one in-
cludes in regression equations vanables which
should 1n fact not be included, then it unll be the
rule rather than the exception to find spunous
relationships It is also clear that a high value for
R2 or R2 combined with a low value of d
(Durbin-Watson statistic) 15 no indication of a
true relationship (12)

In a later article, these authors further elaborated their posi-
tion

In time seres regresstons involving the levels of
econornic vanables, one frequently sees coeffi-
cients of muliiple correlation (R2) much higher
than 0'9 If these indicate anything at all, they
presumably 1mply an extremely strong relation-

80ne should not view negative autocorrelation as a
mutor-image of positive autocorrelation The different
results obtained under positive and negative autocorrelation
are due to the cirection of the bias 1n the estimate of the
standard error of the coefficients under the two conditions

9 A process characterized as ARIMA (0, 1, 1) is an inte
grated (regular differencing for stationarity 1s applied),
mixed-autoregressive, moving-average model ARIMA (0,

1, 1} implies no autoregressive parameter, one moving-
average parameter, and one level of regular differencing A

ood, though incomplete, introduction to time series model-
ing 1s contained 1n (¥)

14

ship between the dependent vanable and the
independent vanables This 15 extremely mis-
leading on many occasions, as comments noting
poor forecast performance which sometimes
follow these equations wll testify In fact, the
hugh R2 values could he no more than a reflec
tion of the fact that the dependent vanable 1s
highly autocorrelated and could easily be
achieved simply by regressing the vanable on
1ts own past Thus, in'such circumstances, the
value of R2 says nothing at all about the strength
of the relationship between the dependent and
independent variable (13)

If the error structure 1s first-order autoregressive (AR(1)},10
the ordinary least squares {OLS) estimates of the regression
parameters are (1) unbiased, (2) consistent, but (3) meffi-
cient in small as well as ut large samples The estimates of the
standard errors of the coefficients in a model are biased
downward 1f the residuals are positively autocorrelated and
the independent vanable 1tself 15 positively autocorrelated,
they are biased upward 1f the residuals are negatively auto-
correlated and the independent vanable 15 positively auto-
correlated Therefore, the calculated t-statistic is biased up-
ward or downward 1n the opposite direction of the bias mn
the estimated standard error of that coefficient Granger and
Newbold have demonstrated that the RZ measure (both
adjusted and unadjusted)!? 1s usually grossly misleading 1n
the presence of an autocorrelated error structure (12} They
have further suggested that the regression results can be
defined as “nonsense’ If the R2 measure exceeds that
computed for the Durbin-Watson statistic (13)

To demonstrate how misleading regression statistics can be,

I offer an example The natural logarithm of the quarterly
measure of the U S consumer price index (CPI) was re-
gressed on the loganthm of the narrowly defined U S money
stock (old M1} for the penod 1947-78 This 15 a test of a
model describing the Crude Quantity Theory of Money,
which states that changes in the exogenous money stock
cause changes in the passive (endogenous) price level

10 An error structure that 1s AR(1) 12 one that exhibits

only simple first-order autocorrelation
1Adjusted RZ or R2 =1 - (1- R2) {gr- /T - Kg}

where T = the number of observations and K = the number
of estimated Faragneters in the regression This adjustment 15
for degrees of freedom 1n the'estimating equation that have
been last due to the inclusion of additional vartables This
adjustment offsets the upward bias in the unadjusted R2
which 15 most dramatic with a small sample stze
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What 15 well documented 1n the literature, but often
overlooked in practice, is that the usual tests of
significance, when performed n the presence

of autocorrelated errors, are biased

#

Table 1 presents estimation results which can be considered
“‘nonsense results” (as defined above) as the magnitude of the
R?2 measure exceeds that computed for d (the Durbin-Watson
statistte). Table 2 presents results using the same model but
employing a simpte first-differencing transformation2 on
the dependent and independent series Letting M1* denote
the transformed money sernes, first differeneing 1s accom-
plished as M1*, = M1, - M1, _ ; The Durbin-Watson sta-
tistic resulting from this estimation 1s higher than before but
1t 1s still very low, a fourth order autoregression3 was
performed on the residuals The results of this autoregression
mdicate that the error structure 15 more complex than first-
order autoregressive due to sigmficant coefficients on the
lagged terms of a lag greater than one 14

Table 1—Regression results of In(CPI') = f(In(M1, )]

Varniable Estimated coefficients It—statlstlc
Intercept -0 28178 142
in (M1) 9686 12192
Linear trend - Q014 1364

Where R2 = 098
d = 006
F = 6027

SEE = 0.1771

18 gnificant at the O 05 level

Table 2—Regression results of in(P 1,) - In(P ‘- 1) =
fUn(I1)- InM1, _ N

Vanable Estimated coefficients |¢-statistic
Intercept 00024 161
ln(MltlT- In{M1; _ 1) 1824 153
Linear trend 0001 23 47

Where R2 = 0156
d = 069
F =217

SEE = 00081

1 Approximates percentage change in price = f (percentage
change in M1) Technically, the mtercept term should have
been omitted, as the intercept values (a vector of ones) have
been nd_}ustecf by I - p, whichequals 01f p=1

2GS 1gnificant at the 0 05 level

12Fust differencing of natural loganthms approximates
a percentage rate of change

13 ¢ =
€ TPy 1Y P v Pge g TR T

where E(etu') =0

14For a detailed explanation of one methodology for
removing autocorrelation up to and mcluding the fourth-
order, see (2, pp 11-14)

This example clearly demonstrates how sensitive the sum-
mary statistics of a regresston can be to a first-differencing
transformation This 1s important both i testing the
theoretical specification of the model as well as in forming
expectations of its forecasting abiity For example, if one
obtains an R2 of 0 99 from a model estimated by using
levels, which 15 actually explaming only 30 percent of the
vanation in the dependent variable, the forecasting perfor-
mance would fall far short of one’s expectations Yet, this
“model” may be chosen over one estimated using first-
differenced data because the R2 obtamned 1o the former
greatly exceeds that of the latter The choice of the appro-
pnate forecasting model between one estimated from levels
and another from changes based on R? makes sense only if
the R2 measure truly attests to the model’s explanatory
power If the model specification Is correct, the choice will
not matter—they will be 1dentical Presenting these results
from raw data and not presenting the Durbin-Watson sta-
tistic would be deceptive at hest and intellectually dishonest
at worst One must also recognize that a *‘good” Durbin.
Watson statistic 1s insufficient evidence upon which to
conclude that the error structure 1s “contamination free’’ mn
terms of autocorrelation, since 1t tests only for the presence
of first-order autocorrelation

Methods of Correcting for Autocorrelation

Assuming that evidence of first-order autocorrelation exists,
one then asks what can be done to correct for it, or iIf correc
tion 1s appropnate A rather simple (but often effective)
approach suggested earher 15 to first-difference the data pnor
to estimation This 15 equivatent to applying a generai filter
(1- p L), where L1s a lag operator, so that (1 - p L)X, =
X,-p X,- ; andp =1 This technique might alternatively
be referred to as “pre-whitening”’ the input series, “filtering”’
the input sertes (or more correctly “pre-filiering” the input
senies), or “‘applying a first-difference transform” to the
nput senes Another possible method of ehmnating first-
order autocorrelation from the error structure i1s quasi-
differencing,” or applying the filter (1~ p L), where

-1< p <1 Forexample, If p 15 assumed to equal 0 75,
applymg the filter (1 ~ 0 T5L) to Y, results in the trans-
formed series Y* in which Y*, =Y, - 075Y, _ ; The
Cochrane-Orecutt iterative techniquel® estimates a value of p

15Tmitial and subsequent values of g are estimated by a
first-order autoregression of the residuals resulting from an
OLS estimation using the untransformed data

ey =Pey 1Y

where E(etu!) =0
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using the residuals computed from a regression of the un-
transformed, or “raw,” data This technigue can choose a
value of p to satisfy the selection cntenon of the computer
algonithm but not elminate the first-order autocorrelation
in the error structure This oceurs when the estimation
converges to a value that 1s a local, rather than a global,
minimization of the sum of squared residuals Another
consideration anses If forecasts are generated from a model
estimated with this technique as (1) the coeffictent of the
mtercept and 1ts standard error must be corrected,1€ and
(2) errors 1n the forecast will tend to compound over time 17

Another technique available to the researcher 1s the, Hildreth-

Lu procedure, which uses values of g prechosen by the re-
seercher This technique 15 more robust against converging
to an inappropnate value of p, but 1t 15 still vulnerable to the
sbove two constderations if estimates denved from 1t are
used for forecasting

Analysis of Regression Residuals

Referning to the treatment of residuals in econometne
models, Granger and Newbold state that

The tracitional approach has been to assume
first the residuals to be white notsel® and to
check this assumption.by locking at the Durbin-
Watson statistic, which effectively measures first-
order serial correlation of the residuals If evi-
dence of significant first-order serial correlation
1s found, the residuals are assumed to be first-
order autoregressive there 1s hittle reason to
suppose that the correct mode! for residuals 15
AR{(1}, in fact1f the vanables involved are
aggregates and involve measurement error, an
ARMA?? model 1s much more likely to be
correct (13,p 9)

16The estimate of the coefficient on the regular intercept
must be multrphed by 1/(1 - p) as must the standard error
of that coefficient The other estimated coefficients and the
residuals are not affected

17This 18 seen when we consider a forecast generated for
one penod 1nto the future for some variable Y

Y, o150, (A= p)+a,(X, - pX)+pY,

If Y, 4 1 18 understated, Y, ; 3 wll also be understated as
Y, +.1 enters the computaf.lon on the nght-hand side

18White noise implies that all the non-random com
nents have been removed from the series and no additional
*“information’’ remains

19 Autoregressive Moving Average model needing no
regular differencing

16

If the errors are charactennzed by a mixed, autoregressive,
moving-average structure, time senes modeling of the resid-
uals can be employed following the methodology of Box and
Jenkins (3) Although discussion of this techmque 15 beyond
the scope of this article, the researcher should be aware of
this powerful and 1nnovative approach 20

Wallis found that models which use quarterly data are often
plagued by fourth-order autocorrelation, either when sea-
sonally adjusted or when unadjusted data are used He
suggests that monthly or weekly models may also have a
seasonal component remaining that can appear either as
12th- or 52nd-order autocorrelation in the error structure,
respectively (27) We would not suggest that 12th- or 52nd-
order prefilters should be constructed and apphed to the
data, but the residuals can be modeled, again using the tech-
niques developed by Box and Jenkins (3) in which one can
employ seasonal differencing to the residuals and then esti-
mate the order of the autoregressive and moving-average
components of the charactenzation However, a more
detatled discussion of this technique 15 beyond our scope
here

Pierce examines the 1ssue of complex error structures,
emphasizing the skeptictsm that experienced researchers
exhibit when confronted with high R? measures (22) He
notes that the R2 measure 15 properly constructed as a
measure of effects between vanables, whereas in many
applications, the measure 18 contaminated by within-vanable
effects This s seen when lagged values 1n a relationship are
combmed with senal correlation in the dependent vanable,
which “means thet part of the vanance of y (the dependent
vanable) 1s explamable by its own past This R will
generally include effects attnbutable simply to lagged values
of y” (22, p 3) For this reason, Pierce asserts that the
estimated R2’s using time series data exmbit much sensitiity
to “prefiltenng,” which removes this within-vanable

effect 21 Discussing the great difference between the ap-
parent contnbution to R2 made by a lagged dependent van-
able expressed as a level (untransformed lagged dependent
vanable) and the contribution of that vanable expressed as
changes (that s, first differenced data), Prerce states, “this
phenomonon results in an intnnsic ambiguity in conven-

20This procedure attempts to explain the effects of
vartables which had been excluded from the model One can
argue that the parameter estimates thus obtained are more
“proper " The forecasting performance 18 encouragin

21The example here does not exphcitly include a Fagged
dependent variable, however, the sensitinty of our example
to prefiltering 15 obvious
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The vanables included n the final model may be statistically
irrelevant, or statistically significant vartables may be
excluded due to biased t-statistics To protect themselves
from being misled by their results, researchers must
critically examune the error structure

e TR

tronal R2 measures, and 1t 1s perhaps this ambiguity which
underltes the rather hmited faith often accorded these
measures by persons expertenced wtth time series data”
(22)

Conclusion

Researchers are faced with considerable difficulty 1n inter-
preting the results of their modeling efforts Measures com-
puted from summary statistics, such as the coeffictent of
vanation of the dependent variable (standard error of the
estimate diided by the mean of the dependent series), are
potentially meaningless The explanatory power of the
model based on the coefficient of deterrmination may be
grossly over- or understated The vanables included in the
final model may be statistically irrelevant, or statistically
significant vanables may be excluded due to biased
t-stabistics To protect themselves from being misled by
their results, researchers must enfically examine the error
structure The Durbin-Watson statistic should always be
examimed®? as a bare mmimum Concurrently, researchers
must be aware that this may not be suffictent to insure a
meaningful mterpretation of their results Additional work
in residual analysis 15 continuing wath sophisticated tech-

niques, such as time senes modeling, and with analyses in the

frequency domain that employ spectral techniques There
are no easy answers, researchers must address themselves
to some of the complex 15sues deseribed here if their re-
search 1s to be useful to policymakers and to other re-
searchers
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It was out of the effort to understand the conditions of
agnculture and farm people that agncultural economics
developed, and this 1s the dniving force that has maintained

the life of the science
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