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MODEL VALIDATION AND THE NET 

TRADE MODEL 


By Wilham E. Kost* 

In th,s artIcle I d,scuss valIda· 
tion of structural economic models I 
emphasIze goodness·of·fit measures 
for hlstoncal simulations plus 
compansons with alternative models 
I then use these procedures to 
evaluate the world trade forecast 
modehng system being developed 
In the International Economics DIVl 

Slon, ESCS 

VALIDATION 

A common approach to analyzmg 
economic Issues Involves developmg a 
model that simulates economic 
behavIOr Thls model becomes a 
proxy for realIty The model's be· 
havIOr IS then evaluated to provide 
inSight mto analyzing economIc 
Issues Used this way, models have 
to represent reality accurately 
One determines whether or not a 
model IS good through the process 
known as validatIOn Detemunmg 
the "goodness" of a model IS a sub­
Jective process that Involves uSing 
both economic and statistiCal cnte­
na One usually begms to construct 
and vahdate a model by definIng the 
economic problem that model Will 
analyze ThIS procedure restncts 
the model's size and scope to only 
relevant aspects of economic be 
havlOr 

Once the problem has been 
Identified, an Initial structural 
hypotheSIS can be proposed Gen· 
eral statements are developed 
concernmg the fonn of the struc· 
tural equatIons, the avaIlab,hty 
of data, structural shifts over time, 

·The author IS an agricultural 
economist In the International 
Economics DIVISion, ESCS 

The artIcle dISCUsses processes of 
valIdatIng structural forecastIng 
models It summarizes methods of 
evaluatIng the goodness of fIt of 
model Simulations over historical 
periods and methods of compar· 
mg the forecastmg behaVIOr of 
structural models wIth that of 
Simple time series models The net 
trade model prOVides a case study 
for these two valIdatIon processes 

Keywords 

ValIdatIOn 
Modelmg 

Forecastmg 

Internatwnal trade 


Wheat 
Coarse gram 

and the SIgnS and magnItudes of 
coeffiCients An appropnate 
sampling and equation estimatIOn 
procedure IS defined and the pre­
IImmary model IS estimated These 
initial equations are evaluated on 
the basiS of both the pnor economic 
hypotheses and statIStIcal, econo· 
metnc cntena In hght of thIS evalua 
tIOn, several equations may have to 
be made more accurate through an 
alternative equation speCification 
(and/or pOSSIbly estImatIOn proce· 
dure) that IS also conSIstent WIth 
the set of hypotheses prevIously 
speCified In some Instances thiS 
equation evaluation leads to reJec 
tIon of the prevIOusly speCified 
hypotheses The pnor hypotheSIS 
framework must then be redefined 
and new equatIOns speCified and 
estImated that wIll be conSIstent 
WIth the new hypotheses ThIS 
process may also lead to the reJec­
tIon of the data base, whIch then 
requlles the generatIOn of a new 

data base that wIll lead to dIfferent, 
more acceptable model parameters 

An InitIal model IS constructed 
With thiS process of hypotheSIS 
generatIOn, data base construc­
tion, equatIOn estimatIOn, and 
equation evaluation Only after 
these steps have been taken can 
we evaluate the behaVIOr of the 
complete model How does the 
complete model track wlthm the 
hlstoncal period of the sample? 
How does It respond to shocks? How 
does the model forecast outsIde the 
penod of the sample? 

SimulatIOn Methods 

The purpose of model vahdatlOn 
IS to mcrease one's confidence In 

the ablhty of the model to proVIde 
useful mformatlOn Attention 
focuses on goodness of fit of the 
complete model (as opposed to good­
neSS of fit of any slOgle equatIOn) 
Therefore, model validatIOn 
contmues throughout model con­
structIOn and even Into model use 

Trackmg the model through the 
histOrical period of tit allows evalua 
tlon of mterdependence between 
Its equatIOns The lowest level of 
mterdependence many hlstoncal 
simulatIOn IS the reSidual check 
Under a reSidual check sImulatIOn, 
all equations are assessed With all 
explanatory vanables set at their 
actual values For example, assume 
the model can be represented by a 
set of n equations 

(1) 
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where 

n - the number of endoge­
nous vanables m the 
model, 

m = 	 the number of exoge­
nous vanables m the model, 

t =- the time penod, 
Y '" an n column vector of 

endogenous vanables, 
the maximum number of 
lag periods on endogenous 
vanables, 

X "" 	 an m column vector of 
exogenous vanables, 

) 	 the maximum number of 
lag periods on exogenous 
variables, and 

~ 	 an n column vector of 
errors 

A residual check simulatIOn would 
be the solution of 

(2) 

for Yt EstImates of model parame­
ters, F, and actual values for all 
nght-hand van abies are used 10 thIs 
calculation TillS IS equivalent to 
solVIng each equatIon mdependently 
It proVIdes a check on the accuracy 
of the solutIon algonthm The 
reSIduals 

wIll be IdentIcal to those produced 
m the econometnc estimatIOn of F 

The next level of mterdependence 
mvolves solvmg 

(4) 

In thIS statIC sImulatIOn, all exoge­
nous and lagged endogenous vanables 
are set at actual values This prOVides 
8 series of simultaneous solutions for 
endogeneous vanables, each for a 
smgle time penod Static Simulation 
errors WIll typIcally be larger than 
those 10 a reSIdual check as thIS sImu­
lation allows for mteractlons among 
current-penod endogenous variables 

A dynamiC simulatIOn prOVides 
the hIghest level of mterdependence 
The dynamiC Simulation Involves 
solVIng 

F(YI, YI-l'YI ­
(5) 

where only exogenous Variables and 
the mltIall penod endogenous van­
abies are set at actual values The 
first tIme penod SImulated wIll have 
the same solubon as the statIc 
Simulation The second time period 
Will differ, Its Simulation wIll use 
values of the estImated lagged 
endogenous vanables from the 
prevIous penod, Y(-1' rather than 
the actual values, Y 1-1 The thIrd 
time penod Simulated will use esti­
mated endogenous vanable values 
for the first two tIme penods, and so 
on throughout the Simulation hon­
zon 

The dynamiC simulatIOn furnishes 
a sImultaneous solutIOn that starts 
at an mltIai pomt In time, based on 
a set of mllIaI condItIOns, t~en feeds 
on Itself for addllIonai mputs 
throughout the Simulation time hon­

zon A dynamIC sImulatIOn dIffers 
from a static simulation, It generates 
a smgle multIpenod Simulation ratl!er 
than a senes of smgle-penod slmula­
lIons 	All multlpenod forecasts of 
future behaVIor are dynamIC SImula­
tIons These forecast SimulatIons, of 
course, also require forecasted, rather 
than actual, values for the exoge­
nous vanables 1 Dynamic Simulation 
errors WIll typIcally be larger than 
those In a statIc SimulatIon Errors 
can be propagated throughout the 
system both by mteractIons among 
c-urrent-penod endogenous vanabies 
and by mteractIons among current 
and lagged endogenous varIables 

Each of the three sImulatIOns can 
be evaluated for goodness of fit As 
a reSidual check sl~ulatlon Yields 
mformatIon Identical to that from 
the econometnc evaluation of mdl­
Vidual equations, thiS article Will 

focus on statiC and dynamiC Simula­
tions 

Validating Multlvanable Models 

Problems anse m evaluatIon of 
models that SImulate many endoge­
nous vanables Simultaneously Vu­
tually no technIques eXist for over4 
all goodness-of-fit evaluatIon of 
multIple-response sImulatIOn models 
One can sometImes CIrcumvent 
thIS multIple-response problem, 
either by viewing a Simulation With 
many responses as many Simulations, 
each With a smgle response, or by 
comblnmg several responses and 
treatmg the combmabon as a smgle 
response 

lA dynamiC Simulation that 
forecasts future behaVIOr mvolves 
splvlJlg Yt = F",("Y t , Yt::'J, ,Y t - lo 
X" X'-I> ,X'_I) 
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Wallace suggests that "If the 
question that 'promotes the research 
relates to a specific variable, the 
research should be keyed on that 
van able Reliability of the model 
should be based upon how well the 
key variable IS predicted" (12, 
p 15) 2 By their nature, models 
con tam several vanables that are 
relatively unamportant However, 
the problems for which models are 
typICally used require more than 
one key vanable Wallace's appr~ach 
narrows the range of focus but still 
leaves a subjective deCISion regardlOg 
a model's goodness of fit 

GOODNESS·OF·FIT 

MEASURES 


Several goodness-of fit measures 
are now presented for each endoge 
nous vanable To the extent they 
are favorable, they Increase one's 
subjective confidence In the model, 
and help evaluate changes 10 the 
model A comparIson of prechange 
and postchange Simulations, m terms 
of these goodness-or-fit measures, 
prOVides mfannaban concernmg the 
ment of the structural change Five 
types of goodness-of-fit measures 
Will be exammed errors, regressIOn, 
correlation, Inequality coeffiCients, 
and tummg,pomts 

Errors 

Several alternative measures of 
SimulatIOn error can be calculated 
They all measure the deViation of a 
Simulated vanable from the actual 
path 	 The Simplest measure IS mean 
error 

2 ItalICized numbers In paren 
theses refer to Items In References 
at the end of thiS article 

1 T • 
Mean error = - l: (Y t - YI) (6) 

T 1=1 

where 

T = 	 the number of penods 
Simulated, 
the Simulated level of the 
vanable at time penod t, 
and 
the actual level of the 
varIable at time penod t 

The mean error can be mlsleadmg 

Large posItive and negative err.ors 

offset each other and bias the mean 

error downward 

The mean absolute error (MAE) 
IS defined as 

1 T • 
MAE=- l: IYt - Ytl (7) 

T 1=1 

The mean absolute error IS not 

subject to the bias associated With 

the mean error 


Probably more frequently used 
In the htera~ure IS the root-mean­
square (RMS) error 

RMS error = 

This measure weights large errors 
more than the mean absolute error 

These three errors can best be 
evaluated relative to the average 
Size of the vanable They, there· 
fore, become more relevant ex· 
pressed In percentage tenns 

The mathematlcum says that 2+2 
IS uientlclally equal to 4 The statIStI­

cian says that 2+2 IS approximately 
4 The economL'lt asks, "What kind 

of nU,mber are you lookmg for~" 

Oral traditIOn 

mean percentage error = 

~ r (Y t - YI ) (9) 
Tl=l YI 

mean absolute relative error 
(MARE) -

~ J(IYI-YII)
.. (10) 

'1',-1 V, 

RMS percentage error = 

A 

~ ~ (Yt - Yt ) 

2 

(11) 

TI=1 Y, 

In all cases, the smaller the error, the 
better the' fit 

RegreSSion 

A linear regressIOn of actual values 
of a vanable on predicted values 
has been suggested by Cohen and 
Cyert' (1 , pp 112·127) as a'method 
of testmg goodness of fit 

Y I would equal Y I for all t m'perfect 
models and the resulting regressIOn IS 
one With zero mtercept (~O'= 0) and 
Unit slope (~1 = 1) Parameters of 
the regression would be tested to see 
If they differed Significantly from 
zero and one and If the ~t'S are small 

Correlation CoeffiCient 

AsSOCiation between predicted 
and actual values for a vanable can 
be measured by the correlatIOn 
coeffiCient (R) or by R·square 
R·square measures the proportion of 
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the vanatJOn explained by a linear 
regression of predicted on actual 
values A dISadvantage of the R or 
R-sq uare as the sole measure of 
goodness of fit IS that perfect correia 
tIon only Imphes an exact Imear 
relatIOnship between predicted and 
actual values For simulatIOns to be 
unbiased, and therefore perfect, 
regression parameters of f30 = 0 and 
131 =- 1 must also eXist 

TheIl's Inequality 
CoeffIcIents 

Theil proposed the inequality 
coefficient as a measure for analYZing 
accuracy Several definitIOns of the 
mequahty coeffiCient eXist In the 
lIterature Even Theil presents differ­
ent definItIOns at different pomts 
The first inequality coefficIent 
was proposed by TheIl m Economic 
Forecasts and PO/ICY (11, pp 
32-33) 3 

1 T 
- ~ cy - y)2
T t=1 I t 

U ~ l:==ii;===--~;;==- (13)IT WT
_ ~ y2+ _ ~ y2 
Tt=1 t Tt~1 t 

This mequallty coeffiCient IS 
bounded by zero and one When 
U = 0, V ~ Yt for ali penods, and at 
perfect simulatIOn eXIsts When 

3Thls IS the definitIOn used In 

the FEDEASY "Actflt" comparison 
of actual and predicted time series 
FEDEASY refers to the set of 
Ilnkule. added to SPEAKEASY by 
the Federal Reserve System SPEAK 
EASY IS a software package Widely 
used for analysIs by ESCS econo 
mists 

4 

U ~ 1, eIther the model always pre­ relatively unchanged, thiS dlsadvan 
dicts zero for nonzero actual values, tage IS not a senous drawback How 
or the model predicts nonzero values ever, thiS version of the mequahty 
for actual values that are always zero, coefficient may not be comparable 
or negative proportIOnalIty eXists be­ across models 
tween predicted and actual values To overcome sensltl\.jty to an 
UnlIke the correlatIOn coeffiCient, additive transformatIOn, Theil 
thiS inequalIty coefticlent penalizes proposed defmIng the inequality 
a consistent bias In the simulatIOn coeffiCient In terms of changes m a 
However, agam unlIke the correlation vanable The base from which all 
coefficient, It IS sensitive to additive predicted and actual varIables are 
transformatIOn of vanables 4 When measured IS fixed, and comparisons 
one IS evaluatmg alternative vana can then be made across models 
tlons of a smgle model, where general ThiS mequalIty coefficient IS defined 
levelS of endogenous vanables remalD as 

--___________ (14)U = 1 


1 T. 2 

- ~ (Y - Y ) + 
TI~1 t 1-1 

4AddIOg a constant, h, to any set coeffiCient by mcreasmg the denomi­
of predicted and actual values Will nator and leaVing the numerator of 
reduce the value of thiS mequallty the fraction defmlng U unchanged 

T • T 
T •':1 ((Y, + k) - (Y, + k))2 / ~ (Y + k)2 + ~ (Y,+k)2 

1=1 f 1=1 

,T • Tj f (Y + k - Y - k)2 /' ~ (Y + k)2 + ~ (Y + k)' 
1=1 1 1 1=1 t 1=1 t 

T • T 
~ (Y + k)2 + ~ (Y + k)2jf CY,-Y/ I 

t=1 1 t",1 tt=1 

T . T 

< ,~ (Y )2 + ~ (Y/
1",1 t t=l 



The U1 Inequality coeffiCIent also 
ranges between zero and one With 
U1 = 0 occurrmg when a perfect 
simulatIOn eXIsts U1 ]S always less 
than U as only the denommator 
changes from one formulation to 
the other 5 

TheIl proposed a thltd Inequality 
coeffiCient In Applied Economic 
Forec~stUlg (10, pp 26-29-) 

U ~ 
2 

(15) 

ThiS U2 Inequality coeffiCient 
ranges from zero to infinity For a 
perfect simulatIOn, when Yt = Yt 

for all peflods, U2 '" 0 AA no:.change 
forecast model, where Y i = Yt - 1 
for alJ periods, gpnerates a U2 In­

equahty coeffiCient of 1 No upper 
bound on the U2 inequality 
coefficlen t means that there can 
be a model that IS worse than a no­
change forecast model 

Regardless of the definitIOn 
chosen for the mequallty coeffiCient, 
the numerator remams unchanged 
It IS the RMS error defined to equa­
tIOn (8) 

5The eqUivalence of the numer 
ator IS demonstrated as follows 

The Math-ELan make exquISite modis fmely carved from the 
bones of walrus Specimens made by thefr best masters are Judged 

unequalled In both workmanship and raw material by a unammous 
Econographlc opinIOn If some of these are "useful"--and even 

ECOfi testunony IS dWlded on th,s pomt-It IS clear that thIS IS purely 
comcldental m the motwatlOn {or their manufacture 

The square of the RMS error can 
be decomposed mto several terms, 
each reflecting a different type of 
error 

1 T 
~ cy - Y )2 ~ (Y _y)2 + 

T '~1 I , 
(16) 

(Sy - Sy) 2 + 2(1- r) STY 

where 

1 T • 
Y ~ - L Y 

T '~1 ' 

1 T 
Y L Y 

T '~1 I 

T A • 

S' ~ (Y, _ y)2
Y 

'~1 

1 T • •
Tt~l (Y, - Y) (Y t - Y) 

r 
SySy 

The first term IS zero only when the 
means of actual and predicted van 
abies are equal Errors that lead to a 
posItive value for thiS term can be 
Interpreted as a bias or central 
tendency error The second term IS 
zero only when standard deVIatIons 
of actual and predicted variables 

Axel Leljonhufvud 
"LIfe Among the Econ" 

are equal A posItive value for thiS 
term can be Interpreted as error due 
to different vanahqn The third 
term IS z~ro only when the correla­
tion coeffiCient between predicted 
and actual values IS one Therefore, 
a posItive value for thiS term can be 
Interpreted as'an error due to dIffer­
ent covanatlOn To compare dIffer­
ent model decompos]tlOns, one 
should convert the three compo­
nents to proportional terms by 
diViding each by their sum 

./U(blas) ~ 

(17) 

1 T. 2 
L (Y,- Y,)

T '~1 

U(vanatton) ~ 

(18) 

U(covanat,on) ~ 

2(1 - r)sysy 
(19) 

1 T • 
- L (Y _ Y )2 
T t=1 ' t 

Th,s Implies that 

U(blas) + U(vanatton) + (20) 
U(covanatlon) ~ 1 

1 T 
- L (Y - Y )2 
T '~1 t , 
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One expects U(blas) to be low If 
It IS large, the average errors are 
large and conSiderable bias eXists 
In the slm-ulatlOn Even If the in­

equality coefficient cannot attam 
Its optimum level of zero, the most 
desired level for U(j"as) remams 
zero One would like U(vanatlOn) 
to be low If U(vanatlon) IS high, 
predicted and actual values have 
unequal standard deviatIOns This 
might suggest that the model strue 
ture (or equation) underlymg the 
vanable In question IS mlsspeclfied 
The expectations regarding 
U(covanatlOn) differ It IS unlikely 
that any model can generate Simula­
tions that are perfectly correlated 
With actual outcomes, therefore, 
one cannot expect U(covanatlOn) 
to be low As simulatIOns will not 
all be perfect, the goal should be the 
lowest mequallty coeffiCient pOSSible 
With a decompositIOn ~owmg 
U(blas) and U(vanation) approach 109 
zero and U(covanatlOn) approaching 
one With thiS type of decomposl­
bon. systematic error IS minimized 

An alternative decompositIOn of 
the square of the RMS error, that IS 

1 T • • - 2 
- E (Y - Y )2 ~ (Y - Y) + 
T 1=1 1 1 

(21) 

can be evaluated In relation to the 
regression equation defined In equa­
tion (12) The fir.;t term IS the same 
as that In equation (16) A perfect 
Simulation generates 8 regressIOn 
equation With zero Intercept and Unit 
slope 

Because ~t has zero !Ilean by definl· 
tlOn, Y must equal Y and the first 
term of the decomposition becomes 
zero Furthermore, the regression 
slope 10 equatIOn (12) can be defined 
as 

T ~ "';' 
E (Y t - Y)(Y1 - Y)

t=l rs y 

s·y 

(23) 

For a perfect simulatIOn, ~1 equals 
one and thiS second decomposition 
term also becomes zero These three 
components can also be converted to 
proportional terms 

U(mean) = U(blas) = 

(24) 
1 T • 

E (Y - Y )2 
T 1=1 1 1 

U(regresslon) 0 

(25) 

U(resldual) = 

(1 - r2)s~ 
(26) 

1 T • 
- E (Y - Y )2 
T 1=1 1 t 

With 

U(blas) + U(regresslOn) + (27) 
U(resldual) = 1 

The objective IS to generate a model 
With the lowest Inequaltty coeffiCient 
pOSSible for each vanable, the de­
composItion should show U(blas) 
and U(regresslon) approach 109 zero 
and U(resldual) approach 109 one In 
fact, If the two decomposition terms 
differ ~Ignlflcantll from zero, a hnear 
correction factor can be apphed 
that Will generate the deSIred de­
composItion 

Turning POint Errors 

Another Important goodness-of· 
fit measure IS how well actual turning 
pomts are Simulated dunng the 
hlstoncal penod Turnmg pomts are 
Important because many economic 
time senes exhlblt'posltlve serial 
correlation For a model to be 
supenor to a Simple time trends 
model, It must predict turnmg 
pomts 

A Simulation, With respect to 
turning pomts, has four pOSSible out­
comes A turnmg pomt will actually 
eXist and'the model Will either 
predict or not predict It, or no tum­
109 pomt will eXist and the model 
will either predict or not predict 
one These four pOSSibilities are 
Illustrated In the followmg diagram 

6The optimal linear eorrectJo!,1 
[ae!«?r to Yt,.?'IH be of the forAm f30 + 
/31 Y fA wJ!ere f3 1 "" rsy Isy and 130 = 
y- ~,y 
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Predicted 

NoTurning TurningPoint Poont 

Turning f11 f12
iii POint 
:>
-<.l 
 No
<{ Turnong 121 122 

Poont 

Each cell represents the frequency of 
each alternatIve Perfect turning 
pOint forecasting Imphes f12 ~ 
f21 = 0, that IS, no turning pOint 
errors If f12 or f21 are not equal 
to zero, turnmg pOlOt enors are 
occumng Expressmg these errors 
In proportional terms proVides 8 

measure of turnmg pOint error 
A turnmg POint error can be 

defined as 

TP error = 

(28) 

A measure of error due to turning 
pomts mIssed IS 

fl2 
TPM error - (29) 

fll + fl2 

A measure of error due to falsely 
predIcted turning pOInts IS 

ECONOMETRICS ANONYMOUS 
One of the rTUlJor trends of the past decade has been the prolIferatIOn 
of redundant and useless econometrlc models and analyses ThIS new 

professlOnal body has been formed to enable an economJst. when 
he feels the urge to run multrple regreSSJons far mto the night, to 

telephone a fellow member of E A who will come over and 
Sit up with hIm until the dmure to regress passes 

Leonard Silk 
"New RemedIes for Economrsts" 

m general, 1960-75 The EEC wheat 
TPF error ~ (30) threshold pnce senes used m the 

f21 + fll 	 EEC-6 wheat consumptIOn equatIOn 
starts m 1964 ThIS hmltatlon short­
ens the SImulation penod to 1964-75 

Each of these measures ranges be­ Table 1 presents a summary of 
tween zero and one, small values several measures of goodness of fit 

mdlcate good tummg pomt simula­ for each vanable Generally, the 

tions mean absolute relative errors and 


root-mean-square percentage errors 
are low, the slope coeffiCIents of the 
regressIons oC actual on predicted 
values are close to one, the R-square 

NET TRADE MODEL coeffiCIents are hIgh, and the TheIl 

VALIDATION inequality coeffiCients are low 


All U2 mequallty coeffiCIents are The world trade forecast modehng 
substantIally below one, therefore, system under development In the 
thIS model proved to be SlgmficantlyInternational Economics DIVISion 
better than a no change Corecast(lED), ESCS, centers on net trade 
model A decomposition of the in­models 'The net trade model ae 
equalIty coeffiCIents shows that ercounts for the interaction among 
rors are due prlmanly to dIfferencesmalor tradmg countnes by com­
In the covanatJon between actual and modIty Each commodIty model IS a 
predIcted values All U(covanatlOn)system of export supply and Import 
and U(reSldual) terms approach one demand functIOns, by country, that 
and other components approach are solved simultaneously for net 
zero Turnmg pomts Cor all vanablestrade (exports and Imports) and 
are, m general, forecasted accurately world pnce levels The net trade 

In terms of the key vallables functions are speCified as functions 
concept suggested by Wallace, these of own pnce, o~her commodity 
models were developed to forecastpnces, prodUction, Income, popula­

- U S agricultural commodIty trade tion, and other demand shifters Net 
WIthin the context of an Integrated trade models for mdlVldual com· 
world agncultural commodIty trade modltIes are hnked through cross 
model Therefore, US exports and p"ce vanables I evaluate the wheat 
world pnce level forecasts become and coarse gram net trade models 
key vanables The MARE's for U S here These models were developed 
wheat (USWHEX) and coarse gram to support the USDA world trade I 
(USCGRX) exports are 4 7 and 4 6 US export outlook process (6) 
percent, respectIvely The corre­
sponding RMS percentage errors are 
59 and 5 5 percent The MARE's Static Simulation Results 
for US wheat (PXWHEUS) and com 

A static Simulation of wheat and (PXCORUSG) pnces are 9 4 and 
coarse gram net trade models was 4 2 percent, respecbvely The corre­
performed over 1964-75 The data spondmg pnce RMS percentage 
base for equation specificatIOn IS, errors are 12 0 and 5 3 percent 
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TYPICAL RESULTS ARE 
SHOWN the best results are 

shown 

CORRECT WITHIN AN ORDER OF 
• MAGNITUDE wrong 

Table 1 - Summary of goodness of-fit statisticS for each endogenous vanable, 1964 75 static simulation 

Model and vanable 1 Mean2 MARE 
RMS 

percentage P, R2 

Theil's Inequality 
coefficients TP 

error 
error 

U I U, I U2 

Wheat net trade model 
ARWHEXC 2787 125 14 a 1 12 095 006 017 033 008 
AUWHEXC 7109' 66 74 108 .88 04 12 25 08 
BRWHEM 2439 51 65 103 93 03 08 16 08 
CAWHECON: 4522 19 22 85 87 01 27 57 33 
CAWHEEK 15151 94 10 5 100 93 05 24 50 a 
CAWHEX 11991 121 137 82 51 07 34 71 08 
DeWHENM 1076 208 244 90 84 11 14 26 33 
DEWHESTK 2493 138 166 71 53 08 27 50 17 
EGWHENM 2682 36 4 1 100 B6 02 17 33 08 
E6WHECON 29855 21 27 100 75 01 35 62 25 
E6WHEEK 5615 182 21 6 49 18 10 38 76 25 
E6WHEMW 2620 117 14 1 103 82 07 17 32 08 
E6WHEXW 4876 45 5-'1 109 96 03 10 19 08 
FRWHENX 5524 110 128 1 15 91 06 18 35 17 
INWHENM 4527 41 58 1 01 99 03 02 04 a 
IRWHENM 483 241 284 1 01 92 10 ,05 09 08 
JPWHEM 4661 24 36 90 96 02 27 52 a 
KRWHEM 1288 68 84 109 96 04 27 57 a 
LAWHENMC 1940 63 83 97 91 04 28 ~2 08 
Ni\WHEM 1839 83 10 2 100 94 04 16 34 25 
PKWHEN~ 1317 117 146 95 77 07 20 39 17 
PXWHEUS 234 94 120 ,97 .94 05 24 50 17 
RWWHENM 17155 37 48 103 96 02 09 19 17 
UKWHEM 
USWHEX 

4205 
22776 

68 
47 

78 
59 

88 
104 

76' 
.95 

04 
03 

19,-, 39 
21 

08 
08 

Coarse gram net rrade model 
ARCGRNX 5942 82 94 095 087 005 015 028 017 
AUCGRNX 1599 133 157 104 94 07 19 41 17 
DECGRNM 4374 71 ' 9 a 71 63 04 20 40 08 
ESCGRNM 2891 122 15 1 109 70 07 28 52 25 
F::RCGRNX 5167 96 124 105 91 06 21 43 0 
ITCGRNM 5780 44 55 ~4 76 03 18 35 17 
JPCGRNM 9773 5 1 65 99 95 03 25 47 08 
PXCORUSG 1 79 42 53 100 .98 02, 13 24 08 
RWCGRNM 14265 68 85 100 96 04 24 46 25 
SACGRCDN 5753 44 60 82 83 03' 53 80 25 
SACGRNX 1926 182 218 1 01 89 09 07 13 a 
SVCGRNM 2166 20 5 298 99 98 06 07 13 33 
THCGRX 1652 50 60 95 97 03 10 20 17 
UKCGRNM 3710 56 7 1 93 53 04 34 61 17 
USCGRX 26672 46 55 100 98 03 12 23 a 

1 Variables are defined In table 8 
2Quant,tles are 1,000 metric tons except for PXWHEUS and PXCORUSG which are In dollars per bushel 
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Table 2 presents goodness of-fit slope coeffiCient, R-square, and Theil 
measures for the overall model mequahty coeffiCient, mcludmg Its 
These measures are for the mtegrated decompositIOn, all mdlcate unbiased 
wheat and coarse gram model and for forecasts and explam a major propor­
both sUbcomponents of that model tion of the vanatlOn In the actuaJ 
separately To calculate the ~Iope variables throughout the hlstoncal 
coeffiCient, R-square, Theil mequal­ penod of fit 
Ity coeffiCients, and turmng pomt 
relative errors, I assume that'the 
responses of the several variables 
can be combmed and treated as the 
response of a smgle variable This 

Dynamlc'Slmulatlon Results approach seems mappropnate for the 
MARE and RMS percentage error A dynamiC simulatIOn of the 
For these measures, 8 Simple average wheat and coarse gram net trade 
of respective indiVIdual endogenous model was performed over 1964-75 
variable measures IS reported Thus, Table 3 presents goodness of-fit 
the static Simulation of the wheat measures for each vanable These 
and coarse gram model generally results are Similar to those from the 
exh,b,ts an a a-percent average statiC simulatIOn Some variables 
MARE and a 10 9-percent average perform slightly worse, and others, 
RMS percentage error The regressIOn slightly better 

Table 2 - Goodness-of-flt statistics wheat and coarse grain net trade models, 
1964 75 static SimulatIon 

Wheat and Wheat Coarse gram 

Goodness of fit statIstIc coarse grain 
net trade 

net trade 
model 

net trade 
mooel 

model component component 

Average MARE 88 89 86 
Average RMS percentage error 109 106 11 4 
P, 100 100 1 01 
R2 99 99 99 

Thed Inequality coeffiCients 
U 03 03 03 
U, 05 05 09 
U2 09 09 17 
U Icovanatlon) 9973 9987 9831 
Ulreslduall 9999 9985 9910 

Turmng POint errors 
TP 13 13 14 
TPM 12 10 14 
TPF 14 13 14 

TIIREE OF TIlE SAMPUIS 
WERE CHOSEN FOR DT-TAILED 
S1 UDY the results on the others 
dldn '[ make sense and were IgnOled 

IlvTUITIVELY OBViOUS 
don '( understand It either 

Olal traditIOn 

The U2 inequality coeffiCient 
for South African coarse gram con­
sumptIOn (SACGRCON) exceeds 
one ThiS SIgnifies that the dynamiC 
forecast for thiS van able IS Signifi­
cantly worse than a Simple no­
change model forecast This poor 
performance IS easily explained 
South African consumption III the 
model IS a function of lagged con 
sumptlOn Between 1963 and 1964, 
actual coarse gram consumptIOn 
Increased 30 percent Therefore, 
starting the Slmulabon In 1964 
creates a large forecast error, one 
earned through all penods of the 
simulatIOn The static simulatIOn 
does not have thiS large error as 
the 1965 forecast depends on actual 
consumptIOn levels III 1964 rather 
than on levels forecast for 1964 As 
South Afncan coarse gram net 
exports (SACGRNX) are a functIOn 
of consumption, these large can 
sumptlon errors generate large net 
export errors These errors would 
have been substantially reduced had 
any year other than 1964 been 
chosen for startmg the dynamiC 
SimulatIon 

Korean wheat Imports 
(KRWHEM) exhIbIt a U2 inequalIty 
coeffiCient close to one ThiS slmula­
bon forecasts a more rapid nse 10 

Korean Imports throughout the 
mid sixties than actually occurred 
Because actuaJ growth was slow III 
the earlier years of the simulatIOn, 
a no-change forecast, on the average, 
would have proved more accurate 
However, Imports did double dunng 
the sixties and the model picked up 
thiS phenomenon The other 
goodness-of-flt measures mdlcate 
that the Korean wheat Import 
simulatIOn IS satisfactory 

-' 

9 



Table 3 - Go·odness-of·flt statistics for each endogenous variable, 1964 75 dvnamlc simulation 

Model and v8nable1 MARE 
RMS 

percentage 
error 

~, R2 

U 

Theil's inequality 
coeffiCients 

I IU, U2 

TP 
error 

Wheat net trade model 
ARWHEXC 125 140 1 12 095 006 017 033 008 
AUWHEXC 67 78 120 89 04 12 23 08 
BRWHEM 5-4 68 103 92 03 08 16 0 
CAWHECON 1 9 23 77 88 01 30 63 08 
CAWHEEK 77 103 102 94 05 23 52 0 
C'AWHEX 130 144 77 47 07 36 _ 75 17 
OEWHENM 209 237 100 B4 10 12 23 33 
DEWHESTK 122 165 74 51 OB 25 47 DB 
EGWHENM 37 42 1 01 96' 02 18 34 08 
E6WHECON 21 27 100 75 01 35 62 25 
E6WHEEK 144 192 58 41 09 30 59 25 
E6WHEMW 125 153 107 79 07 17 33 25 
E-6WHEXW 124 154 92 68 07 25 44 17 
FRWEENX 98 133 1 12 90 06 16 30 08 
INWHENM 43 59 103 99 03 03 06 0 
IRWHENM 294 361 1 01 87 13 15 27 08 
JPWHEM 30 40 87 96 02 29 57 a 
KRWHEM 86 114 1 11 95 05 35 92 0 
LAWHENMC 65 86 94 91 04 30 57 08 
NAWHEM 83 102 100 94 04 16 34 25 
PKWHENM 142 173 89 71 09 28 52 0 
PXWHEUS 132 153 106 90 07 30 62 17 
RWWHENM 58 70 1 12 93 03 15 32 17 
UKWHEM 75 84 94 71 04 22 42 17 
USWHEX 54 65 1 10 95 03 13 23 08 

Coarse gram net trade model 
ARCGRNX 96 108 098 082 005 017 031 008 
AUCGRNX 125 149 106 95 06 17 35 08 
DECGRNM 7 1 90 71 63 04 20 40 08 
ESCGRNM 12 1 148 1 10 72 07 27 51 25 
FRCGRNM 118 157 102 86 07 22 42 0 
ITCGRNM 44 55 83 77 03 17 33 25 
JPCGRNM 5 1 65 99 95 03 25 47 08 
PXCORUSG 59 72 102 97 03 18 32 17 
RWCGRNM 86 11 3 98 94 05 31 62 33 
SACGRCON 188 201 1 81 88 1,1 78 199 75 
SACGRNX 867 932 71 86 29 33 94 25 
SVCGRNM 259 324 93 99 06 11 22 25 
THCGRX 50 60 95 97 03 10 20 17 
UKCGRNM 57 73 91 51 04 35 62 25 
USCG-RX 77 89 100 97 04 20 38 08 

1 Vanables are defmed m table 8 
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The MARE's for U S wheat 
(USWHEX) and coarse grain 
(USCGRX) exports are 5 4 and 7 7 
percent, respectively The corre­
sponding RMS percentage errors 
are Ii 5 and 8 9 percent The MARE's 
for 0- S wheat (pXWHEUS) and corn 
(PXCORUSG) prices are 13 2 and 
5 9 percent, respectively The corre­
sponding price RMS p_ercentage 
errors are 15 3 Bnd 7 2 percent 
Relative to the static simulation, 
these errors are,larger, especially for 
U S coarse gram exports and wheat 
prices 

Table 4 presents several goodness­
of fit measures for the complete 
model Generally, the dynamiC 
simulatIOn of the wheat and coarse 
gram model exhibits an 11 7-percent 
average MARE and a 17 5-percent 
average RMS percentage error The 
other measures indicate that the 
dynamiC model forecasts are un 
biased and expiam a major propor­
tion of actual vanatlOn throughout 
the histOrical period of fit 7 

Cross SImulation ComparISon 

The above eVidence focuses on 
goodness of fit of a particular model 
simulation Table 5 compares the 
goodness-of-fit measures across the 
three kmds of simulations discussed 
Only two measures are broadly 
comparable across the residual 

7The high U2 inequality coeffi­
Cient-for the coarse gram component 
IS the result of the errors for South 
Africa explained prevIOusly 

Table 4 - Goodness-of·flt statistics, wheat and coarse gram net trade models, 
196475 dynamiC simulation 

Wheat and Wheat Coarse gram 

Goodness·of·flt statistiC 
coarse grain 

net trade 
net trade 

model 
net trade 

model 
model component component 

Average MAR E 11 7 97 15 1 
Average RMS percentage error 175 174 176 
~1 1 01 100 104 
R2 99 99 98 

Theil mequallty coeff,c,ents 
U 04 04 05 
U, 15 15 26 
U2 27 27 62 
U(covarratlon) 9795 9967 8854 
U(resldual) 9924 9945 9234 

Turnmg pomt errors 
;rp 15 12 21 
TPM 12 09 16 
TPF 16 13 22 

check, static, and dynamiC Simula­ better than the dynarnJc Simulation 
tIOn the R-square and the coeffi· These results are expected, each 
clent of vanatton The R-square for Simulation allows for an additional 
the reSidual check simulatIOn IS source of errors 
denved from the ordmary least 
squares estimation procedure The 
R'square for the static and dynamiC 
simulatIOn comes from the regressIOn VALIDATION THROUGH 
of actual on predicted values In all COMPARISON WITH 
three cases, I denve the coeffiCient ALTERNATIVE MODEL
of vanatlon by diViding the standard 

SPECIFICATION error of the regressIOn by the mean 
of the dependent van able The Vahdatwn questions essentially 
reSidual check SimulatIon measures m refer to a model's goodness of fit 
table 5 are not completely compar­ The valIdatIOn results discussed 
able to the static and dynamiC slmu· earlier are absolute measures of this 
lations The regressIOn equatIOns are They all measure the degree of 
generally fitted over slightly longer goodness of fit relative to an Ideal 
time penod~ The data, however, the perfect forecast model 
broadly mdlcate behavIOr across Another way to validate a model 
simulatIOns The reSIdual check IS to compare ItS specificatIOn With 
generally perfonns somewhat better those of other models Two types of 
than the statIc Simulation, and the Simple models are good candidates 
static simulatIOn perfonns somewhat for comparison The first IS the no­
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Table 5 - Three Simulations of wheat and coarse gram net trade models 

R-square Coefficient of vanatlOn 

Model and vanable 
1 

Residual Static Dynamic Residual Static Dvnamlc 
check simulation simulation ch""eck simulation Simulation 

Wheat net trade model 
ARWHEXC 085 095 095 25 15 15 
AUWHEXC 80 88 89 11 8 9 
RRWHEM 88 93 92 9 7 7 
CAWHECON 84 87 88 3 2 3 
CAWHEEK 99 93 94 4 11 11 
CAWHEX2 '51 47 15 '6 
OEWHENM 
DEWHESTK 

90 
76 

84 
53 

84 
5' 

23, 27 
'8 

26 
'8 

EGWHENM 97 96 96 5 5 5 
E6WHECON 75 75 75 3 3 3 
E6WHEE:K2 , 38 41 24 2' 
E6WHEMW 88 82 79 '6 15 17 
E6WHEXW 96 96 68 10, 6 17 
FRWHENX 94 9' 90 15 '4 '5 
INWHENM 98 99 99 7 6 6 
IRWHENM 92 92 87 33 31 40 
JPWHE~ 
KRWHEM 

98 
93 

96 
96 

96 
95 

4, 4 
9 

4 
'2 

LAWHENMC 95 9' 9' 9 9 9 
NAWHEM 93 94 94 16 11 11 
PKWHENM 90 77 7' 11 '6 '9 
PXWHEUS2 .94 90 13 17 
RWWHENM 93 96 93 1 5 8 
UKWHEM 92 76 71 5 9 9 
USWHEX 92 95 95 9 6 7 

Coarse grain net trade model 
ARCGRNX 087 087 082 13 10 12 
AUCGRNX 93 94 95 20 17 16 
DECGRNM 82 63 63 11 '0 '0 
ESCGRNM 81 70 72 2' 17 16 
FRCGRNX 94 9' 86 17 14 17 
ITCGRNM 
JPCGRNM 

88 
98 

76 
95 

77 
95 

'0, 6 
7 

6 
7 

PXCORUSG2 .98 97 6 8 
RWCGRNM 96 96 94 11 9 '2 
SACGRCON 
SACGRNX 

9' 
93 

83 
89 

88 
86 

0, 7 
24 

22 
102 

SVCGRNM 98 98 99 19 33 36 
THCGRX 97 .97 97 1 7 7 
UKCGRNM 66 53 5' 8 8 8 
USCGRX 97 .98 97 8 6 10 

1 Variables are defined In table 8 
2No measures are aVailable for the residual check simulation These vanables are not econometrically estimated but derived from 

Identity equations and the simultaneous nature of the net trade model 

12 



An economist can tell you what 
will happen under any conditIOns 
And hIS guess IS IUlbie to be Just as 

good as anybody else's 

WIll Rogers 

change model, whIch assumes that 
next year's forecast will be the same 
as this year's actual level The second 
type of model IS a simple time trends 
model, where each endogenous van­
able IS estimated as a function of 
tIme only if the net trade model IS 
no better than these relatively simple 
models, It should be rejected as a use­
ful forecastmg tool 8 However, the 
net trade model proved superIOr to 
both alternatIves 

The TheIl U 2 statIstIc for the net 
trade model provides a companson 
to a no-change forecast model 
Except for the specIal case of South 
Afncan coarse gram consumption, 
all statIstIcs are below 1 0 

The tIme trends model proVIdes 
an mterestmg companson because 
time trends are popular With fore 
casters EquatIOns In a trend model 
can take numerous fonns, but for 
thiS analYSIS, I chose a hnear time 
trend WIth annual data for 1960-75, 
far too few observatIOns were avaIl­
able for developmg even moderately 
sophIStICated equatIOns When 
evaluatmg the hnear trend results, 
10 all but a few cases which demon­
strated relatIvely rapId rates of 
exponential growth, there appeared 
to be no advantage to uSing other 
functIOnal fonns 

8The net trade model structure 
Itself may be rejected as a forecast 
tool but may still be accepted as a 
valid modeling construct It can stIlI 
support a world modehng system 
framework that, With better and 
more complete country-sector detail, 
prOVides both.a better forecast and 
has exphclt structural Integrity 

Table 6 presents hnear trends 
model results and table 7 shows 
summary statistics for the net trade 
and the hnear trends models The 
no-change model/hnear trends 
model companson can be evaluated 
solely based on a U2 mequallty 
coeffiCient For 7 of 40 variables 
(CAWHEEK, INWHENM, 
KRWHEM, PXWHEUS, PXCORUSG, 
RWCGRNM, and UKCGRNM), the 
U 2 statIStIC exceeds 1 0 for the 
hnear trends model, and the no­
change fo~ecast IS superior U S 
wheat and corn prices are two vall 
abies for whIch a forecast of no 
change IS better than a lInear trend 
forecast The average U 2 Illequallty 
coeffiCIent IS 0 84 for wheat and 
o 80 for coarse gram Thus, the 
lInear trends model IS more accurate 
than the,no change model Table 7 
Illdlcates that the statIc SImulatIOn 
of the net trade model IS supenor to 
the'hnear trends model 9 A more con­
clUSive evaluatIOn Involves the net 
trade model dynamiC SImulation as 
the basiS for comparison Dynamic 
SImulation results put a model In the 
worst pOSSIble hght The net trade 
model agam performs better than the 
lInear trends model (table 7) 

Rather naive trend models were 
used Trend model results could 

9Regressmg actual values on 
predicted values generated by a linear 
trend does not prOVide a basiS for 
comparIson When the ordmary least 
squares procedure mmlmlzes the sum 
of squared deViatIOns from the equa­
han, an mtercept of zero and a slope 
of one IS assured For the same rea­
son, the decompositIOn of the in­

equality coeffiCient prOVides httle 
mformatlon 

probably be Improved If a commod­
Ity analyst was careful In choosmg 
the appropnate trend equallon for 
each vanable rather than routmely 
choosmg the hnear form for all the 
vanables When one'exammes the 
tIme series plots for all the endoge­
nous vanables'm the net trade model, 
It seems unhkely that any forecast 
from a reasonably SImple lIme senes 
model WIll be better than the net 
trade model's The net trade model 
also proVIdes the core upon which a 
detailed, structural world trade 
modehng system can be buIlt As It 
prOVides equal or better forecasts 85 

well as a structural model frame­
work, the net trade model seems 
supenor to any time series approach 

CONCLUSION 

The only true test of valIdIty 
Involves usmg the net trade model 
In an actual forecastmg environment 
However, how well the model 
represents one's perception of 
realIty, III both structural and hlS­
toneal trackmg senses, prOVIdes some 
prehmmary valIdatIOn Although 
no defiOltive conclUSions based on 
statistical theory can be drawn from 
such an analYSIS, ImpreSSIOns gath­
ered from It can Increase one's 
confidence In the model 

-' 
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Table 6 - Summary of goodness of-fit statIstics for each endogenous variable, Imear trends model 

Model and variable 1 MARE 
RMS 

percentage R2 

Theil's lneQualltv 
coefficients TP 

Coefficient 
of 

error 
U, I 

U2 

error 
vanatlon 

Whear ner trade model 
ARWHEXC 400 526 004 046 088 031 56 
AUWHEXC 157 19 1 15 40 66 12 20 
BRWHEM 168 21 8 06 44 71 31 23 
CAWHECON 30 35 76 35 62 31 4 
CAWHEEK 289 356 02 59 1 38 44 38 
CAWHEX 173 200 04 45 83 31 21 
DEWHENM 385 51 7 09 41 70 25 55 
DEWHESTK 148 196 03 41 67 31 21 
EGWHENM 92 11 4 84 39 71 19 12 
E6WHECON 27 38 63 54 95 38 4 
E6WHEEK 152 199 02 42 71 25 21 
E6WHEMW 21 7 25 1 58 40 70 67 27 
E6WHEXW 176 223 65 42 72 06 24 
FRWHENX 174 229 82 40 71 25 24 
INWHENM 403 463 01 60 136 30 49 
IAWHENM 634 851 28 44 82 25 91 
JPWHEM 44 57 94 32 54 12 6 
KRWHEM 207 237 74 55 1 16 19 25 
LAWHENMC 128 160 73 43 8) 12 17 
NAWHEM 294 327 55 44' 80 19 35 
PKWHENM 230 267 05 40 68 25 29 
PXWHEUS 293 348 36 55 1 24 40 31 
RWHENM 144 193 26 48 94 38 21 
UKWHEM 96 124 20 ,43 74 25 13 
USWHEX 163 198 37 47 89 19 21 

Coarse gram net !!ade model 
ARCGRNX 182 226 054 040 063 025 24 
AUCGRNX' 379 441 55 45 88 75 47 
DECGRNM 163 198 22 36 60 25 21 
ESCGRNM 226 247 71 46 88 25 26 
FRCGRNM 235 291 74 40 68 06 31 
ITCGRNM 144 17 1 4B 49 98 06 18 
JPCGRNM 54 7 1 98 28 52 06 8 
PXCORUSG 219 272 61 55 121 40 29 
RWCGRNM 258 31 3 49 55 1 25 12 33 
SACGRCON 29 39 96 30 53 31 4 
SACGRNX '508 549' 09 42 71 19 59 
SVCGRNM 2027 2855 60 46 74 19 305 
THCGRX 109 179 83 34 55 12 19 
UKCGRNM 8 1 103 14 50 100 31 11 
USCGRX 202 252 68 48 91 31 27 

1 Variables are defined In table 8 
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Table 7 - Average goodness-of.flt statistics alternative model comparison 

~et trade model 
Linear trends model Goodness 

Static simulation Dynamic Simulation oHIt 

statistic 


Wheat Wheat Wheat 
Coarse and Coarse and Coarse and

Wheat Wheat Wheat
grain coarse grain coarse grain coarse 

grain gram grain 

MARE 89 86 88 97 15 1 11 7 209 321 251 

RMS percentage error 106 114 109 174 176 175 261 414 31 8 

U, 19 20 20 22 25 22 45 43 44 

36 38 38 43 54 47 84 80 83U2 

TP 13 21 13 12 21 15 28 24 27 

Table 8 - Definitions of endogeneous vanables In net trade model 

Second "eld 

AF Africa CGR Coarse grain 
AR Argentina COR Corn 
AU Australia WHE Wheat 
8R Brazil 
CA Canada 
DE West Germany 
EG Egypt 
ES 
E6 

Spain 
European Economic Communlty.s 

FR France CON Consumption 
IN India EK Ending stocks 
IR Iran M Imports 
IT Italy MW Imports excluding Intrareglonal trade 
JP Japan NM Net Imports 
KR Korea NMC Net ImpOrtS, local crop year 
LA Other South America NX Net exports 
NA North Africa STK Stocks 
PK Pakistan X Exports 
RW Rest of the world XC Expol IS, local crop year 
SA South Africa XW Exports, excludmg tntrareglonal trade 
SV USSR 
TH Thailand 
UK United Kingdom 
US United States 
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