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Advertising Effectiveness 
and Coefficient Variation 
Over Time 

By Ronald W. Ward and Lester H. Myers* 

Models used to forecast or explain 
behavior are normally based on a 
regression function: 

k 
Y t = E OjXjt. 

j=0 

In such regression models, the pj  
represent OLS estimates of structural 
parameters; OLS estimates of reduced-
form coefficients; or reduced-form 
estimates derived from statistically 
estimated structural relationships. 
When the O.'s coefficients are esti-
mated using time-series data for 
observation periods 1 through n, a 
common problem in forecasting 
develops. For some period, n+s, Yri4.5  

tends to deviate from the actual or 
observed value of Y during n+s. 

Within the regression model, three 
particularly disturbing problems fre-
quently occur. First, the observed 
value (Y n+s) often lies outside an 
acceptable confidence interval for 

n _f.s. Second, the magnitude of the 

Changes over time in consumer demand, 
influenced by advertising, may not be 
accounted for in traditional, fixed param-
eter explanatory and forecasting models. 
A distributed lagged advertising model was 
developed and tested with coefficients that 
had random and systematic adjustments. 
A variable coefficient model clearly cap-
tured the dynamic effects of advertising 
on consumer demand. 
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absolute deviation between predicted 
and actual values tends to increase as 
s increases. Third, these two problems 
often occur regardless of the degree of 
fit obtained in the original regression. 

These problems may be caused by 
several factors including model mis-
specification, errors in the projected 
values for the independent variables 
(X 1's), -'s)'  and parameter change between 
period n and the forecast period n+s. 
In this article, we focus on the prob-
lems by studying the effectiveness of 
advertising frozen concentrated 
orange juice (FCOJ) when demand 
is suspected to have changed over 
time. Specifically, our objective is to 
illustrate the usefulness of varying 
demand parameter procedures. 

VARYING 
PARAMETER 

REGRESSION MODELS 

The sources of parameter varia-
tion can be grouped into three broad 
categories: (a) structural changes in 
the economic phenomenon being 
studied; (b) model misspecification; 
and (c) aggregation. Technological 
and institutional changes always lead  

to structural changes in economic 
phenomena. Sources of misspecifica-
tion are varied but include omission 
of independent variables, wrong func-
tional form, and use of proxy variables. 
If the more influential independent 
variables are excluded, the resulting 
estimates of the coefficients of the 
variables included will be biased. 
The extent and the direction of their 
bias depends on the strength and 
direction of correlation between the 
included and excluded variables. If 
the strength varies over time, the 
estimated coefficients of the included 
variables will not be stable over alter-
native observation periods (19).1  

Aggregation Can Cause 
Parameters to Vary 

In macromodels, aggregation can 
be a source of parameter variation 
as the process generating macrovaria-
bles cannot be stationary unless the 
process generating the underlying 
microvariables is stationary. Over 
time, the relative importance of 
microeconomic agents will change, 
which may not be reflected in aggre-
gation weights. Another common 
difficulty is that the aggregated 
(macro) variables are discrete 
(indexed as discrete time points) 
whereas the underlying microvaria-
bles may be continuous. This situa-
tion often causes parameter variation 
in macromodels. Lastly, structural 
changes in the economy give rise to 
discrete shifts in parameters. 

' Italicized numbers in parentheses 
refer to items in Literature Cited at 
the end of this article. 
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Methods for Handling 
Parameter Variance 

There are two courses of action to handle varying 
parameters. First, we can eliminate the parameter varia-
tion itself by respecifying the model to account for the 
above three sources of variation explicitly and we can 
apply existing econometric methods of estimating 
constant parameters. Second, we can develop new econ-
ometric methods to deal with each pattern of parameter 
variation. Model re-specification may not be possible 
because the economic data are nonexperimental, and, 
even if re-specification could be done, data, time, and 
money may be too limited. 

Types of Parameter 
Variance 

Recently, the hypothesis of parameter variation has 
been accepted as a real-world situation. Attempts to 
incorporate explicitly this hypothesis into the estima-
tion procedure have resulted.  in modified econometric 
methods that have proven useful. Parameter variation 
can be classified into three broad categories: (a) non-
stochastic, caused by structural change in the economic 
phenomenon being studied; (b) stochastic and station-
ary; and (c) stochastic but nonstationary. 

Nonstochastic parameter variation is divided further 
into: (1) discrete variation or switching regression and 
(2) systematic variation. The former permits only a 
finite (usually small) number of parameter values; the 
latter, an infinite number. Various approaches have been 
tried for switching regression under a variety of assump-
tions. A widely used procedure has been the incorpora-
tion of zero-one shifter variables and/or the use of 
continuous "time" variables. 

More recently, stochastic and stationary parameter 
variation models (random coefficient models) have been 
used increasingly. Regression parameter vectors are 
assumed to be random drawings from a common multi-
variable distribution with mean vector p and covariance 
matrix E If only the intercept is assumed to vary, the 
model reduces to an analysis of covariance with random 
effects. The random coefficient models have been  

analyzed with a single sample of cross-section data or 
time-series data or with use of panel data collected over 
time. 

For variations wherein only time or household param-
eter variation is permitted, see (33, 13, 9, 21, 8, 26, 28, 
29, 30, 14, 15, 16, 19). 

Stochastic and nonstationary parameter variation 
models are termed sequential (Markovian) models. 
Extensive research work on sequential parameter varia-
tion is embodied in control theory and the applied 
physical sciences wherein optimal estimation methods 
usually known as the Weiner-Kalman-Bucy filters are 
used (17, 18). For variations to suit economic applica-
tions, see (22, 23, 31, 7, 2). An adaptive regression 
model has been developed wherein only the intercept 
varies sequentially (3, 4, 5). Models have also been 
developed for situations in which all the coefficients 
vary (6, 27, 25). 

SEQUENTIAL 
PARAMETER VARIATION 

MODELS 

Since many sources can cause parameter variation, 
any explanation (hypothesized pattern) of parameter 
variation must be sufficiently general to incorporate 
several possibilities. The pattern assumed by Cooley and 
Prescott (4-6) is sufficiently general to accommodate 
many realistic situations. Those assumed by Rosenberg 
and Swamy (22-26, 28-30) emerge as special cases of 
that assumed by Cooley and Prescott. 

The Cooley-Prescott Explanatory 
Model 

The Cooley-Prescott model assumes that the param-
eters of the model Y t = x t i3 t  are adaptive and subjected 
to both permanent and transitory changes, wherein x t  
is a 1 times (K+1) vector. The transitory changes are 
temporary shocks whose effects do not persist over time. 
Permanent changes, as they reflect changes in behavioral, 
technological, and institutional aspects of the economic 
phenomenon being studied, are more likely to persist 
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over time and be generated in a systematic pattern. An 
important feature is that the model picks up structural 
"drifts" as opposed to uniformly constrained shifts. 

The parameter vector fit is assumed subject to: 

(a) transitory changes f3t  = Qp + Pt and 

(b) permanent changes 01 = et_1 + at 

wherein pt  and of are identically and independently 
distributed multivariate normal vector variables with 
zero mean vectors and covariance matrices E and 

A particular covariance structure used by Cooley 
and Prescott is Cov(pt) = (1-y) a2  Ep  and Cov(vt) = 
ya2 v, wherein Ep  and Ev  are assumed known up to 
scale factors. Let first elements be one (011p = a11V 1) 
when the intercept is subjected to the above pattern of 
variation. Again, Cooley and Prescott's pattern is suffi-
ciently general to accommodate a wide variety of 
causes. The proportions y and (1-7) of the total param-
eter variation can be attributed to permanent and transi-
tory changes, respectively. The parameter y represents 
the speed of parameter adaptation to structural changes 
in the phenomenon being studied. The larger (smaller) 
value of y implies that the sources of parameter varia-
tion are more (less) of a permanent nature. Changing 
elements of E and Ev  imply varying rates of changes 
for the parameters and different degrees of permanency 
of changes. Parameters are estimated using maximum 
likelihood procedures. For properties of the estimators, 
see (4, 5, 6, 3). 

The Variable Coefficient 
Models 

Given the sample of T values over time, the variable 
coefficient (VC) model is written as:  

1 vector of permanent components for the parameters 
estimated for the base period T+1. Define 

13 I'r+1 = 1313T + vT+1' 

then from (a) and (b) earlier on this page, it follows that 

P p T+1 	 T+1 

= t+  s= El + 
E

1  v
s  and i3 t = f 	

s=t+1 
r+i  + Pt - E vs-. 

The vector of disturbances (w) is defined with the tth  
element being 

T+1 

wt  = xtPt- xt  s=t1+1vs  

with the variance-covariance matrix. 

Coy (w) = a2  [(1-y) R + 7C] = a2  S2 (7) 	(2) 

wherein: 

x I 1 px  1 	0 	0 	0 

0 	x2 Epx2 	0 	0 

R 

x T EpxT 

and C = (cu) and cu = min(T- i+1, T-j+1)4Evxj. Condi-
tional maximum likelihood estimators of R  and a2  for a 
given 7, respectively, are: 

R(Y) = Lx'E2(7) 1  x 1 1  x 	) lY 
	

(3) 

0 	 0 

• 	y = xf3 + w 
	

(1) and 

wherein y is a T times 1 vector, x is a T times (K+1) 
matrix of explanatory variables, and i3 is a (K+1) times s2(y) =1" [(Y-4(7))' 2(7) 1  (y-x13(7))1 • 	(4) 
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The concentrated likelihood function, obtained by sub-
stituting 0(-y) and s2 (7) for 0 and a2, respectively, will be 
a function of 0 < y < 1. The optimum value, 7, of y is 
the one which maximizes the likelihood function. The ML 
estimators of 0 and a2  are (3(7) and s2  (y). 

The procedures assume Ipt  and 	to be known. 
Since the relative importance of permanent and transi-
tory changes is determined empirically by 7 and no 
a priori basis exists to assume otherwise, we assume 
Eµ  = I Similarly, with no a priori basis to believe that 
random changes in parameters are correlated, we can 
assume both Eli  and Iv  are diagonal: 

1 	0 	0 

o 022 

0 0 a33 

0 

after normalizing on an. To assign numerical values to 
the aJ  one alternative frequently used is to calculate the P 
ordinary least squares estimates of the VC model, substi-
tute the covariance matrix of estimates in the matrices 
E and Ev, and normalize on a11. The resulting matrix 
is I, or Ev. 

Various assumptions can be evaluated by incorporat-
ing different structures for Ebt  and E v. For example, if 
one believes that only the constant term is subject to 
permanent and transitory variation, the proper model 
would be: 

1 0 	. . 0 

0 0 	 0 
= E = 

0 0 	. . 0  

If one suspects transitory but not permanent variation: 

If the variation among the parameters is not independ-
ent, the off-diagonal terms should not be ignored. 

The above model has received much attention for its 
forecasting merits in that 0 is not calculated for the 
entire sample period but instead for period T+1, which 
suggests the most recent parameter values should lead 
to better forecasts. While forecasting is important, this 
class of VC models is equally important to modeling in 
general. Frequently, one may suspect changes in the 
economic responsiveness to a set of exogenous variables 
but theory provides little clue. The VC models can be 
used to identify and trace out structural drifts. Finally, 
statistical problems such as serial correlation, multicol-
linearity, and heteroskedasticity can sometimes be 
remedied with the use of VC models. 

Given this introduction, we now present a specific 
case study that illustrates many of the procedure's 
merits. 

ADVERTISING MODEL 

Ward's advertising model showed that current con-
sumption of frozen concentrated orange juice is related 
to price, seasonality, and a distributed lag specification 

of advertising effectiveness (34). The final model was 
specified where the dependent variable is expressed in 
first differences to compensate for serial correlation 
problems: 

N 
= 	e'lPt ct2 s + 

=0J 	Xj+lat-/ +Et 
	(8) 

Ep  =I = 

0 

(5) 

0KK 

(6) 

= 

1 0 	0 

• 022 

0 	°KK 

Ev = 

0 . . . . 0 

0 . . . . 0 

(7) 
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This lag structure has properties of the geometric decay 
function: 

• 
< 0 and 	 >0 a• 	A.2 

3Xj+1 

• 

qt = per capita consumption of frozen concentrated 
orange juice (gallons of single-strength equiva-
lent) 

Pt = average quarterly price of FCOJ (dollars/gallon 
deflated by the Consumer Price Index: 1967= 
100) 

a t  = advertising expenditures (million dollars) 
s = quarterly seasonal dummy 
t = a series of consecutive numbers beginning with 

t=2 in 3rd quarter 1967 through t=35 in 4th 
quarter 1975 

qt = qt -  qt-1,Pt = Pt - Pt-1,  at  at -  at-1. 

This model obviously allows systematic adjustments in 
the model, as is evident with a2 . The lagged effect was 
estimated using a polynomial approximation of differ-
ent degrees (34). The empirical results indicated that a 
first-degree polynomial with up to four lags is an 
acceptable specification of the model. 

Initially, we estimated the model with advertising 
data up to 1973, and the specification restricted the 
parameters to remain fixed over the sample period. In 
contrast, advertising is designed to influence consumers' 
preferences toward the product advertised. Thus, the 
model specification may be unduly restrictive; X may 
change over time as consumers are exposed to adver-
tising for the product. Similar arguments may be made 
for other variables in the model. An alteinative would 
be to allow the parameters to vary with both the system-
atic and random components. 

While Ward's previous work consistently showed a 
first-degree polynomial model to be satisfactory, we 
adopt a slight variation in the polynomial model here. 
We use the apparent lag structure Xt.+1, and specify the 
lagged structure as: 

\31.  

xy+i)t =Oot +Olt  

assuming Opt > 0 and )3it  < 0) but can be estimated 
using the Almon lag procedures.2  Similarly, if both the 
immediate and decay effects from advertising are chang-
ing, they can be estimated easily with this definition of 
X- 	The parameters X1+1 may have systematic and 1+ • 
random components. Hence, )30 and !3  may change 
systematically with an added random component. Equa-
tion (9) now represents an alternative specification of 
the original equation (8): 

4 
qt -  aiOt 	

J 
.Z X Cf+l)tat-j + ft =0 

The revised model from (9) now follows, with the 
variation in the Almon lagged structure: 

qt = 	altPt + 00tZlt O1tZ2t + et 	(10) 

The Zit's follow from the Almon procedure where: 

Zlt = at + at-1 ÷ at-2 +  at-3 +  at-4 

Z2t at_i+ 1.257 at_2+ 1.437 at_3 + 1.580 at_4. 

Applying the random coefficient model to (10) shoud 
show any path of parameter adjustments over the time 
period analyzed. If consumption is changing as well as 
varying seasonally, this would appear in equation (10) 
in not. Similarly, changes in advertising effectiveness and 
decay become evident with the time adjustments in )30t 
and h t. These parameters are especially important for 
analyzing advertising policies. 

We now analyze assumptions using the Cooley and 
Prescott's random coefficient model. 

(9) 

2  Many alternative lag structures were hypothesized 
and estimated with the OLS model. The polynomial spe-
cification adopted proved consistently to give superior 
statistical results relative to other polynomial specifica-
tions. This specification of Xi decays in a theoretically 
plausible way. It can be adapted readily to the VC 
model as only two parameters (flo and 131) completely 
determine the lagged structure. 
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1.000 

-0.6787 0.5959 
= 

-0.0311 0.0163 0.0044 

0.0079 -0.0109 -0.0031 0.0032 

APPLYING RANDOM 
COEFFICIENTS 

Equation (10) represents the distributed lag structure 
wherein the parameters can be estimated without trans-
forming the error terms. This preservation of the error 
structure is, of course, a major advantage of the Almon 
lag procedure. The parameters in (10) may also be 
random, as suggested previously. Results of re-estimating 
Ward's model and including 12 additional quarters of 
data suggest that the advertising parameters may have 
changed. Serious questions emerge as to the extended 
validity of the initial parameters. Also, the re-estimation 
with ordinary least squares does not clearly define any 
structural changes that may have occurred. Thus, it 
seems appropriate, recognizing that change over time 
occurs, to use random coefficients, which allow for 
systematic and nonsystematic change. 

OLS Base Model 

As indicated by Cooley and Prescott, all or some 
parameters may be fixed or the intercept only may be 
random. Also, the empirical values for Ep  and 	follow 
from an OLS estimate of (10). Further, equation (10) 
is altered slightly by including a time variable to permit 
the intercept to shift in fixed increments (that is, time 
is a proxy for income and other shifters not explicitly 
included in the model). Equation (11) provides the 
inputs for 	the the standard errors are in parentheses. 

t  = 0.5340 - 0.2346 pt+ 0.0163 Z1t  

	

(0.1083) (0.0836) 	(0.0072) 

- 0.0015 Z2t + 0.0076 t 

	

(0.0061) 	(0.0009) 

R2  = 0.9465 	 D.W. = 1.7023 

The normalized values for the lower triangle of Eµ  are: 

6 

1.000 

-0.6787 

-0.0311 

0.0079 

0.5959 

0.0163 

-0.0109 

0.0044 

-0.0031 0.0032 

l-t from equation (11) has been used in the random 
model primarily because equation (11) captures at 
least part of the intercept adjustment known to be nec-
essary from prior research. Further, preliminary esti-
mates of E using OLS of equation (10) did not change 
the VC estimates appreciably. Similarly, the varying 
coefficient estimates are robust for slight deviations 
from the OLS estimates of EP' 

The subsequent analyses assume the matrices Ep  
and Ev  are diagonal and equal. Relaxing this assump-
tion in several estimates indicated only slight differences 
in the parameter values across models, again supporting 
the robustness of the estimates with different configura-
tions of Ebt  and Ev  . 

Random Models 

The variable coefficient (VC) model was estimated 
with quarterly observations for the 4th quarter of 1968 
(t=7) through the 4th quarter of 1975 (1-35). Data for 
1976 and 1977 were omitted and used later for valida-
tion. Parameters were allowed to change for each obser-
vation period and y, showing the weighting of perma-
nent and transitory effects, indicated that 98 percent 
(7=0.98) of the parameter change was permanent. The 
proxy trend variable initially included in the fixed 
model is now dropped as the permanent and transitory 
adjustments appear in the changing intercept estimates. 
Equation (12) represents the parameter estimates for 
period t=35 with the standard error in parentheses. This 
equation corresponds to 13t+1 initially shown in equa-
tion (1). 
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qt = 0.7162 - 0.4139 pt + 0.0191 Z1t - 0.0057 Z2t (12) 

(0.1410) (0.1693) 	(0.0075) 	(0.0064) 

We now illustrate the differences and dynamics of the 
VC estimates compared with the fixed OLS estimates. 

Intercepts 

The pattern of intercept adjustments for the random 
and fixed models over the estimation period appears in 
figure 1. Intercept aot  moves up somewhat seasonally in 
the variable model and intercept ao + a4t is constrained 
to increase linearly in the fixed model. A more detailed 

analysis might indicate the type of fixed variables to 
include to account explicitly for the change. However, 
a simple time trend adjustment is unduly restrictive. In 
particular, the fixed model generated lower initial esti-
mated values of the intercept compared with the VC 
model. For later periods, the fixed model suggested 

much stronger growth patterns than may have actually 
occurred. Applying the fixed model over extended time 
periods could continually overforecast consumption 
trends. 

Price Coefficients 

The VC model estimated only slight downward adjust-
ments in the price coefficient over the time periods 
analyzed. Current statistical procedures are limited when 
one attempts to test the significance of these parameter 
changes over time ( / /, p. 54; 10, p. 329). However, a 
more important result is the difference between the 
fixed and varying price coefficients. The fixed price 
coefficient was estimated as -0.2346 while the closest 
value of the random parameter was -0.4044 (fig. 2). 

In all fixed models in which time was used as a proxy 
for income and growth trends, the price coefficient had 
small absolute values relative to alternative OLS models 
which included per capita income instead of time. Prices 
and time were negatively correlated over the period of 
the analysis, which may affect estimated coefficient 
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FIGURE 3 
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values directly. Deleting the time variable in the random 
model reduced the multicollinearity and produced a 
larger absolute price effect.3  

The difference in OLS and VC model estimates can 
be illustrated further by comparing price elasticity 
estimates for the end of the sample period used for 
estimation. With OLS model and price and quantity 
values for the 4th quarter 1975, the price elasticity is 
-0.268. With the VC model, it is -0.489. 

Although most analyses of VC models emphasize 
their forecasting merits, the above results suggest that 
the models are equally useful in identifying specific 
problems of parameter values throughout the entire 
sample period. Here, the price parameter is expected to 
have been underestimated because of multicollinearity. 
If the trend variable is deleted from the VC model, the 
systematic adjustment in the intercept reflects the 
effects initially measured with the time variable in the 
fixed model and the price coefficient, freed of the multi-
collinearity problem, can be estimated. Obviously, the 
usefulness of the VC model is specific to the particular 
equation. 

Random Advertising Effects 

Advertising components of the models were calcu-
lated wherein 00 is the immediate effect and (31 shows 
the decay. Figures 3 and 4 compare these parameters 
for the fixed and variable models. The path of adjust-
ment in i30 clearly shows a positive trend, which indi-
cates that advertising effect has increased during the 
latter time periods. The systematic adjustments in 00 
suggest some seasonal variation in response to advertis-
ing plus the increased advertising effectiveness over 
time. Also, a comparison of the fixed and variable 

'A similar model to equation (11) was estimated with 
real per capita shown income rather than time; however, 
the statistics shown in (11) suggest that its structure is 
preferable. Price was correlated with both time (t) and 
income (i) (p(pt) = - 0.83 and p(pi) = +0.80)). The price 
parameter was estimated to be -0.2346 with the time 
equation and -0.5305 for the income equation. In con- 
trast, the VC model with the multicollinearity problem 
removed produced price parameters in the midrange of 
the fixed models. 

8 
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advertising parameters indicates a substantial numeri-
cal difference in the effects of advertising expenditures, 
one obviously accentuated in the more recent periods. 

The decay parameter 01 also differs considerably 
from that 'of the fixed model (fig. 4). This difference is 
important in that the fixed model suggests a rapid 
advertising decay while the random model shows that 
advertising's effect extends over several quarters. In 
fact, calculating the lagged parameters from 

shows that the rate of advertising decay has declined 
over the sample period. That is, not only has advertis-
ing become more effective as an immediate demand 
stimulator but it has also become more effective because 
its impacts last longer. 

The magnitude of impact of an advertising policy is 
suggested by the estimated effect on orange concen-
trate sales per capita from a $1 million advertising 
expenditure during quarter t over a five-quarter time 
horizon. The OLS estimates suggest increased per capita 
FCOJ sales of 0.017 gallons per capita; for the variable 
coefficient model, 0.065 gallons.4  Adjusted for a popu-
lation of 220 million, the OLS estimates indicated added 
sales of 3.74 million single-strength gallons versus 14.3 
million for the variable coefficient estimates. 

While our abilities to test these parameter differences 
statistically are limited, the numerical values suggest that 
considerable error can occur when the fixed model is 
used. The variable coefficient procedure is extremely 
useful for modeling when structural change is suspected 
but the systematic component cannot be hypothesized 
a priori . 

Model Validation 

We now briefly compare the accuracy of the two 
models. As indicated earlier, they were estimated with 

The OLS model actually indicated negative effects 
after the second quarter. The VC model showed an 
extended carryover of advertising consistent with the 
initial first-difference model shown in equation (8). 
Hence, the comparison above is calculated using two 
quarters for the OLS model.  

data through the fourth quarter of 1975; complete data 
are available through 1977. We used data from these 
eight quarters to evaluate the predictive ability of the 
models. 

Generally, the parameter variation model predicted 
values nearer to actual levels of per capita consumption 
and it predicted turning points better (that is, the Theil 
u statistics were uois  = 0.197 and uve  = 0.132) (fig. 5). 
Also, the average absolute error for the OLS model was 
54 percent greater than for the VC model (0.0608 versus 
0.0395). As the use of the model is extended beyond 
period 35, the nonstochastic model consistently gen-
erated larger errors than did the random model. 

FIGURE 5 

Forecasting with the Variable and 
Fixed Models 

CONCLUSION 

The VC variable model used assumes the parameters 
estimated for period T+1 provide the best equation for 
forecasting in period T+k. This procedure, frequently 
employed, ignores the systematic parameter patterns 
that may have occurred over periods 1 to T. Such 
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patterns can often be captured in re-specified fixed 
models which in turn would reflect the parameter adjust-
ments in the forecasting periods beyond T+1. Thus, we 
judge the primary usefulness of the VC variable pro-
cedures to be for model specification, which, in turn, 
should lead to improved forecasting. Again, the need for 

re-specification depends on the observed parameter 
patterns. For example, if the parameters tended to 
plateau after n periods (1 < n < T+1), the initial model 
may not need to be re-specified. In some situations 
re-specification may recreate the statistical problems 
initially remedied with the VC model. 
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In Earlier Issues 

• 

Economists have recognized and 
accepted the representation of all 
economic variables of an economy 
or major segment in terms of a 
mutually interdependent set defined 
by a system of simultaneous equa-
tions—following the concepts of 
Walras and Pareto. Most economists 
and statisticians would be surprised 
to learn that their procedures in sep-
arately fitting individual economic 
equations to observational data are 
frequently inconsistent with the 
postulate of mutual economic inter-
dependence. 

Trygve Haavelmo pointed out 
that the simultaneous character of 

a system of economic equations 
and the mutual and simultaneous 
determination of a set of inter-
dependent economic variables 
imposed logical restrictions upon the 
estimating procedure used to calcu-
late statistical constants for these 
equations. To Ragnar Frisch is 
credited the first suggestions leading 
to development of this new line of 
analysis. 
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