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AN ECONOl\lIC ANAI;JYSISOF COl\1lVIODlTYEXPORT REVENUE VARIABILITY IN THE SOUTHJ>ACIFIC JSLAND NATIONS· 

ABSTRACT 

Sospeler Onchoke~ Eunn Fleming and Francis 111** 

Department of Agriculturul Economics Hnd Business Management 
The University of New Englund, Annidale, NSW 2351, Australia 

The ~ontention held by the policy makers of the South Pacific island nations that commodity export revenue vurinbiHty is caused by external factors is hereby analysed empirically. Though the contention hIcks empirical evidence t it has resulted in the design nnd implementation of major policic~ in terms of cornmodi.ty price stabilization schemes. Using a consistem datu set available on cxternnl factors (weighted GDP of major trading partners, and world commodity prices) and domestic factors (Cl1untry domestic GOP, exchange rates, and commodity export vn':lcs). sources of export revenue variability are analysed using error correction models and decomposition pro\..~cdl1rcs (forecast error decomposition and impulse response nnnlysb). The main empirkaJ evidence show that there are different sources which contribute to export revenue variability, though. the magnitUdes of the contributions are variable. 

1. INTRODUCTION 

South Pacific i!->land IhllioJ1!'J (SPIN~) rely heavily on externaJ markets for primary 
commodities to promote econOllllC gruwth (Fleming and Piggott 1985). in fact, in less 
developed countries (LDC~), the SPINs included, cxports from primuI)1 commodities account 

for up to 80 pl'J'cent of IOtal export carnings (Adams and Behmmn 1982). The Ullportance of 
total cxpon markets in the SPINs cannol be ovcr~cmphasized. 
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However, during the 19605 the export percent shnreof gross domestic produot (GDP) 

for Fiji? Papua New Guinea (PNO}nnd Solomolls Islnnds (SI) wus, ()(l nverttge, about 331 17 

and 23 percent. respectively. 'This changed to 26~ 34 and 33 percent in the 19705 and. 26, 36 
" 

and 45 percent in the 19805 for Fiji~ PNGand Sl. respectively. Overall,cxport share oroop 

was on un increasing trend for PNO and SI while decreasing for Fiji over the same period for 

the past three decades. 

Commodity export revenue vurinbility (CER V) has caused a gretn deal of concern to 

the SPINs. The eERY problem is espednlly known to be acute ill the LDCs. This is 

particularly more important to those LDC~ wl.~ch are characterized by small open 

economies. high commodity concentration (Fleming and Piggott 1989) and geographicul 

(export market l concentration. rcmotene."·' from international markets, an inability to 

influence export prices and poorly devdC':"':-d marketing and associated institutional 

infrastructure. Most of these characteristics tit the descriptions of the SPINs. 

Th'~ main objective of lim; ~lUdy l~ to ana)y~c empirically ~ourccs of export variability 

for selected Spnh as influenced by both external und JI.Jmestic fu",lOrs. 'rhis objective is 

accomplished by the lI~e of the error \..vrrect!on meduullsms (ECM) and foreedst error 

variance and impulse respon:-,c analysb decomposition procedures. 

This puper b organised as foUow~. \Vhilc !mllle background mformation is dicussed in 

section 2, a brief review of the an~dYlical methOlh. the ft')recast error variance decomposition 

analysis (FEDA) and il11pube re~ponsc analysb (IRA) including the model specificurion tests 

(lhe unit roots and coinlegralion tC~l!'i), i!\ prc~clHed in section 3. The Ol.llU ano main empirical 

results and discussion nrc presented in section 4. I n section 5, u summary is given and some 

condusions arc drnwn. 



2. 'BACKGROUND 

The motivation for this study iSla investigate the effects of domestic and external 

markets on eERY in the SPINs. The major domestic factors which were considered lohave 
" 

most innuence on eERY in the SPINsinchtdc domcstlcGDPdt domesdcexchangc rates 

(EXRd), and domesti..., eXpolts (EXPd)' Those which were considered from the external 

markets arc the weighted world aDPw of the main tradingpunners,. and world commodity 

prices (CPla). 

Thus, the nnalysis is perfonned from two PCI'spcc(ives, ie . .from external and domestic 

fronts. External market condition~, particularly the external demand fiuctlUllions,are 

regarded to slow down the growth of expol1 revenues from primary commodities (Pinckney 

1988). (vlany rese,archers (Alhukorala 1987, Schulter 1984, Tshibaka 1986) have also 

observed that a lot could be done on the domc1:.tic front to reduce instability und enhance 

growth in export earnings of primary commodities. In lll~ study Schuller (1984) found that 

d('l'llestic pncing, exchange rate and storagl~ policies were important determinants of 

competitiveness and MtlbilitJ in agricultur,1I export eaming~. Love (1984) also Suppolted the 

contention thut export peli'ormance is uffected more by domcst.ic than exogenous factors. 

Tl: .... empirical ~nalysis utilises the innovutions of EClVl mudelling which is based on 

the joint evaluation of the lui~~·rlln a.d short-run behaviour. The ECI\1 analysis is 

supplemented by FEDA procedures. An altl..mallve procedure which can be used to evaluate 

CERV is tJ1C variance decomposition model (VDlvl) as proposed by P:ggou (1978) and used 

by Fleming and Piggott (l9H5) anti (lCJH9), ~lJ)d rvlycn, and Runge (198'). The reason for 

choosing FEDA 11llher than VDM procedure b thilt wc "re more concerned with the sources 

rather than causes of CER V. YDM is morc suited in providing u better description of the 

causes of eERY in tenus of dcn)Jllpo~ing CEP. V into supply, dcmand and interaction 

components (Piggott 1978 f Myers and Runge 1985), FEDA is better suited in decomposing 

eERY into various sources and their proportionnl contributions. Thus t on the basis of the 

prescnt objective, FEDA looks an appropriate am\lyticul procedure for this study. 



FEDA is supplemented by IRA, artdboth :ure. used to eStimate the relative.·CQntiibution 

(FEDA) and analyse thec.onsequences of the vnriotls types Qf unexpecteo exogenous shocks 

(IRA) to an export murket system (Myers et at 1990). Other previousstl.1qies with .interesting 

results that hnve utilised the methods of PUDA and IRA to unulyse various macroeconomic 

variables as they interrelute with ~lnd affect cncilotherindude, umongotherS$ Myerset al. 

(1990), Orden (1986). Tegene (1990). and fn und Sugema (199.2). 

3. METHODOLOGICAL FRAIVIE\-\fORK 

The main objective of this ~~ddy is to investigate the transmission effects of domestic 

and external fuctor~ on CERV in the SPlN~. The domestic sector descdbes the relation 

between export revenues, domestic ODPd and exchange rates while the external sector 

describes the foreign transmission effects (mujor trading panners' GOP wand world 

commodhy prices) on eERY in the SPI!\:~. Therefore. the basic idea is to explain CERY by 

(a) the domestic sector. (b) the external sector or, (C) both sectors, 

The empirical analysis makes lise of the ECI\1 which are based on the joint analysis of 

the long-nm and short~rull behaviour. The cointegrution approach is used to :tnalyse each 

sector separately while the EC~ll usc~ the derived disequilibrium state~ 'lS ·.e explanatory 

variables of CERV. This procedure gives us an advantage to investIgntp complicated 

interactions of the domestic and extern.il markets in the determination of a single variable 

(eERY). 

The empirical model of the domestic and cX.lernal sectors for the SPINs is presented in 

this section. The specification of the empirical model is based on 1l10dd specification tests 

(the unit roOlS and cointc.gmtioll tests), \vhkh have recently been popularized by Engle and 

Granger (1987). Thus the empirical model is investigated within the frnmework of the long

run relationship or cointcgration, short-run dynamics, and error correction representation. 



Giv~n the ECl\1 models, we then supplement the FEDA and lRAll1ethQds, to 'empirically 

analyse theCERV in the SPINs. 

Brief reviews on the methods used in this studyut'e pre.sented as fo11ows: 'model 

specification tests; the HeM; and FEDA and 1 RA. 

3.11\1odel Specification Tests 

First. standard procedures for the model specification tests were conducted. We use Y l 

to denote a generic univariate time series. In the empirical analysis Ytrepresents, ill tum. 

GDPw, CPIn• GDPd, EXRd and EXPd sel'ies of the selected SPINs. 

Before uny e~onl.Jmic variables such a~ Gnpw. CPI~p GDPd EXRd and EXPd are tested 

for their relationshipst testing 1Ill1ovttiions \Dil'key and Fuller 1979, 1981, Said and Dickey 

1984. Phillips 1987, lerron 19X8, Pad, nnd Choi 1988) dre reviewed. These tests are 

employed in this stud' ill finding oul the !'UlliMk:al properties of these variables so that Jara 

are transformed nppn ,prialcly. This is to CtlMll'C :hat the slUndHrd statisticul tests perfoolled 

on the data are not considercJ SPUllllUS (Granger and Newbold 1974). 

For the test of the unit roots, we have employed three distinct methods, namely, the 

augmented Dickey~Fuller (AD!:) test, Phillips and Perron CPP) (1988) tes4 and Park and 

Choi (PC) (1988) test. Since the baSIC sUllisticnl prul.edures for the ADF and PI' have now 

become relativel)1 familiar, we only provide 11 brief explanation of them. But, some relatively 

more detailed statistical procedures are reviewed and discussed for PC and Park~Ouliaris

Choi (POC) (1988) tests for unit root and cointegnltion, respectivcly. 

The most commonly used unit roots lest is the ADF test. It is based on the 

autoregressive process of varinble differcnccs: 



fn 

~Yt =1)0 + aYl~l +qluend +~P1AYl~i +;ut . (1) 

'\ 

The motivation for the nugmentatio,) :o(thelagged ·ditferencesis toensutethat the 

errors are uncorreluled t1nd~thcrerore) fto whiten' Uthl (1). The null.hYPQthcsis .of the :unit 

roots is given by flo: tt::: 0 und tll=O while the alternative Jly,pothesis is Ha: (1. <0. If: the 

computed statistics tifL negmive {ltld tjarge' inubsohncvnlues. compur~d with the critical 

values, the null hypothesis of the unit r<.)otsis rejected in fuvou(of the tt}tetnative.Critlcal 

values for the ADFand PP tests were obtained by simulations nnd puhlishedby Fuller 

(1976). 

In theory, the value of the test statistic depends on m. the order of the ntaoregressive 

process. ~ote thm the ADF test i~ nn extcn~ionof the Dickey-Fuller (OF) (1979) test which 

is based on regression eqluuioll (1) fur \\ hich m = O. Normally the OF test suffers from 

autocorrelation problems. An extension (or uugmenHHIOIl) of nl to a positive Humber in the 

ADF test is done to accommodate a richer dynmnic lltructure that may govern the Innovation 

sequence. 

The second unit roots lest used which also mcklcs the autoconeImion problems in the 

DF-tests, is the PP test. Thi~ test t.ransforms the DF rcgre~sjon, und is essenti.uJly n non

parametric procedure. Ideally, the PP lC~l tric~ to remove the nuisance parameters which ure 

associated with serh.! corrclmionh in lhe DF regressions: 

TIT 
l{f*i:u? + 2fl'Lw(s.IJLUtUt_s 

1=1 s= t l:;;S+ J 
(2) 

where; ut = estimutcd residual frol1l the ADF cquatiorlS where m={). I = truncation lag 

number, and we:;, I)::.: (1-.'1')/(/+1) :;:: wimk)w. 



As discussed by. Pen'o.\1U988),It ls,ess¢ndttt lQCOn$ltler the ,selection ·of ,proper 

truncation ,lags. TheshHi,stics,rtre tnms(ormcd to~·emQye the .~frects:ofauJoCQuelatidll on the 

asynlptOtlC distrlb~ltionot~the test,statistics.We~I~~d ;thetr~nsfonned tcSt~tntistk;s'whichare 

listed in Perron (1988., Table 1, pp. 308 .. 9), Th~ 'cxof the ttJrl&fot:med:re~TeSsic)l1is then tested 

following the usual AUF procedure. 

The third unit roots test upplied is the PC test. The PC test is {undUlllentally different 

from the previous two methods (the ADF and Pi> tests) in the scnse tluu the aUtoregressive 

root is not detennined directly. This n(lpl'otlch hns somehnuitlve merits and,notable 

simplicity. lnstend ofcxamining the autor.egressive rOOI the I.)C test deploys n .spu.rious 

feature of a regressioll that involves integmtcd pr()t:csse~ where polynomials arc :added. The 

test procedure ulilisc~ two OLS regressions: 

(3) 

(4) 

\Vhile regres\ion (3) is without (O~ has fewer) time polynomialI'! tcnns, regression (4) ha~ 

superfluous time polynomials. Le. (p+l •...• ttl tq>p). 

The test statistic for! he above n:grc .. -;lon~ h defined by: 

J2(P. q) = (RSSp - RSSq)/RSS<1 (5) 

where RSSp anti RSSq are residual ~lIIn:-. <Jf squnres from .. egressions (3) and (4), 

respectively. 

The statistic essentially tests the null hypothesis, Ho: ;: 11>+1= ... = 'Yq = 0 against the 

alternative hypothesis that at least one of the redundunt gumma terms is not zero. Under the 

nun hypothesis that Y t is anon"!luuionury time series, J 2(P, q) hns n stable distribution Hnci 



the .critical values ate :tabtili1tt;J f0110wi.fl~.nntktlnd Choi (1988). The null hypo(hesisofa . 

unit root in Y t is .accept,-d . if JZ(Pt q) lsgl'cuter thtUi.th~ relevant cd~ical valUe~t1Ild.r.eJected .if 

smaller. 

Cointcgtation, .usoriginuted by Gl'unger .(1981), implies the existence ofa long:."run 

equilibrium relationship betwc.cn two or more variables. Thus, twovadablesaresaid lobe 

cointegrated if thelr duta series have a JineurcombitltltiQJl whiahisstationary, even though 

the individual series ~tre non-stmionnry 01' unitroolS (Hallum. Machado 1tnd RapsomaniJds 

1992). In using coilHegrntion theory us recelltly developed by GiJnger(l986), Engle and 

Granger (1987), Johnnsen (1988) tUld Stock and \Vmsor\ (l988), it is now possible to test for 

long~nm equilibrium relattonships among variublcs such EXP tI, GDP wand CPIat and EXPd, 

GOP d and EXRtl. If these variablc~ nre I!nd' t j). for example, it is typicaUy true that any 

linear combination of these varinble~ in a lrlvurint.c representation may also be 1(1). 

However, if the linear combinuliol1 is 1(0). then the variable\: 'Ir," "aid to be cointegmted. 

To test for the I()ng~run reimionships or cointcgr: 19 li.e variables. two tests of 

cointcgration (ADF and PP) ba~cd on residuals, and a lhlfO h.,.,t by variable addition (POC), 

are introduced and deplo)ed. First. the ADF and PI> tests are tests for no cointegralion.. They 

examine the least squnfes reS!du.lb from the regression: 

(6) 

\Vith ~1 = 0, the equatIon becomes 11 IH.Hrcml t:a..,c. 

In order to test for cointegration among v,mabk lc.g. EXP tit, GDI\\,I und CPlat) series, 

which is expected to be l( 1). by the unit roots It.:!'t'~. Jina, we run the n:gression EXP til on 

anp wt and CPlilt and obtain the computcd lit, I r the residuals have unit routs, the regression 

model is not cointegrated and there is lhu~ no cnimegration among thl~ variables (EXPdl! 

GDP w[ and ePIal)' As Phillips nnd Ouliari~ t I YX7, have shown, the ADF and Pi> Ufllt roots 

tests can be used to test for no cointegration mnong variables. 
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The ADFtest for no cointegl'afion follows the procedure below: 

(a) Compute the residuals Ut from the regressiOl1QfEXf'drOn GDPwl. nnd CP!at. 

(b) Run the regression ::)requation (7): 

(e) Check the coefficiemofut.J" If'Y;=O~ III \vill be an 1(1) series. 

(7) 

The hypothesis of cointegr~uion corresponds to "( being significUlltly negative (a 

positive value would imply thm the computed Ut is n()n~stationury)" If the value is less than 

the critical value. which is negmive, then it supports c.ointegrntion among the variables. 

Under similnr principles, the PP [eM is also perfurmed on the !-'eries of the OLS Iesiduals~ ut' 

Failure to reject the null hypothesb that lit I!. ::: l( !) b taken ttl imply that the vnriables ure not 

cointegrated. The PI' lest depends on the choice of 1he lag truflcution Humber chosen for the 

windO\v to estirmue the long-run varhuH:t" of the error process. The critical vulucs for the 

ADF and PP tests of cointegration arc tabulated by I 19lc and Yoo (1989). Finally, the poe 

test for cointegmtion is briefly presented. Here: a 'li;1crfluous time polynmnial is added to the 

model. The test is carried out to find \vhcthc-f the coc:ffidcnl~ of the udde : polynomial are 

zero or not If the test ~ho\\'~ the Lut!ffil'iems of the added polym,mial nrc zero j stationary 

errors are implied (in, [\'teh!.\ and Doran I YY2), \howing that coimcgration exiMs. 

Two equations are postulated for the poe tc\t: 

(8) 

(9) 

The poe lest statistic for models (8) and (9) is defined ns: 

(10) 



where RSSl:::: residual SUlllOr squttrcs frOnll'cgression(S)aI1d R$Sz :::: tesidualsUhlof 

squares froUl equation (9). The criLklll vnllle for this test is O.295nnd any observed value less 

than 0.295 supports the exislelicc of cohnegrut1on,tl1eaning that stationary errors are 

.implied. 

Thus. based on poe cointegrmion rest, the J2(0, 3) test for no trend moo~l, we 

postulated coimegl'ating regressions for our variables as: 

(11) 

(12) 

The poe test statistic ftJl' moueb (11) and (12) is the same as (10) ttbove. The critical value 

for this test b 0.330 at the 5 PCI't:CIH ~ignifkance level and any observed value less than 

0.330 supports the exiMence of cointcgnnion. 

Following Granger (19XX: 203), if thc above regres!)ion supports the cointegration, the 

model should be eMimated in the ECM model. But if the variables are not coinlt'grated, the 

only valid relation~hip tJI4tt exi!;)lS between them I~ in lenns or their first differences. A vector 

autoregressive (VAR) model i)) t.he 1110\1 ~uitahle representation for such variables (Granger 

1988. Engle anJ Of anger 19X7). 

3.2 The Error Correction l\1echanisms 

An ECc\1 model Sllf!gc~l~ 1\1,.'0 po!-.'.ible \Hlr~ or explaining CERV in the SPINs. namely 

external and do:neMic ~et:tors. The determination of eER V can be influenced eHher by 

external sector variahlc~, or uOll1cstk sector variables or both. For the domeslJ~ !>CClOf we 

expect the long run eERY to be related ilnd influenced by GDP u and EXRd• In small OJ 'en 

economies like the SPINs, we expect external fm:lOrs to exert substantial influence 01. 

CERY, hence the consideration of external sec lor in the model. Only the most important 



varhtbles for the two -seclorsexpecled todet¢llnine the long .. andshott.;;run relationships of 

eERY were considered us there was heed to keep the 'system manageable. 

First, we dcycloped un ECM model for the domestic secto!" of the Selected SPINs. We 

let Y l,t be (EXP, " EXPt_1) GD1't - GDI\ .. !. EXH.l .. EXRL• t ), and cOllsideted the residual Xl.t-

1 = EXPL_1 .. 'YIGD.Pt-1 -'YzEXRt,.l, where the estimate is ba~ed on the following cointegrating 

equation: 

where h1t} is integrated of order at most zero 

Tlen we estimate the following system of eqtlatjc~ .. ~ 

n 

Yl.l -llXI.l + PI + L BI,I Y1,l-j of VI.l 
i=1 

(13) 

(14) 

where Al and f3 I arc 3 .{: 1 vectors, each B 1 ,I is a 3 * 3 matrix, and v t.t is a 3 * 1 vector 

of error terms. It is important 10 deiine, X l.l-I. the disequilibrium enor for the system. The 

first row of (14) describes the dynamil: adjustment of export revenue variability (or CERV), 

and its second and third rows model those of GDPd and EXRd• respectively. 

The above regressions contain stationary Val iubles and can be analysed in the usual 

way. We are pa l1icularly interested in the tirst row elements of the vector AI' since we intend 

to investigate the dynamic adju:-,tment of export revenue variabiJity in the SPINs. 

For the SPINs external sector. similarly. we devdoped the HeM model. Let Y 2.t be 

(EXPt - EXPt_l , GDPW1 - GDPwl• I ' (,Plm - CPI4IH ) and consider the residual X2.1.! = EXPt_) 

-olGDP Wl-J - 02CP1ut-t, where the estimate is based on the following cointegrating equation: 

(15) 

where (vt) is integrated of order nt most zero 



Note that the,eointegratiflg test for equntion (15) is CCHlductedbefore tneestimationof 

ECM model. \Ve, then, estimated the fen owing system of ECMequations~ 

k 

Y2,t = -"-2 X2,t-l ... P::! ... L B2ti Y2.t.j + v2.t 
i=l 

(16) 

where Az and ~2 ure 3 * 1 vectors, cnch B2.i is n 3 * 3 matrix, and V2,l is a 3 * 1 vector 

of error terms. Again, we focus on the tIna row of (J6)which describes the dynamic 

adjustment of export revenue variabtlhy. Equtltion (16),s second and third rows model those 

variables of the SPINs' ODP\\, and (CPlu)' respectively. 

Finally, the ECM model fur the dynamic dctenninmion of export revenue variability in 

the SPINs can be expanded by incorporating the 1\\'0 types of macroeconomic explanations 

(the domeMic and c>..tcrnal "'l'tor~) ~il1lllltall~ou",,]y. Let Zl be (EXPl - EXPl_1, ODPd1 -

ODPdl-1, EXRdl - EXRdt _l , GDPWl ~ GDPWl ' I ' CPl.1t • CPlm. I). the ECM model can be 

estimated by the following ~ystcm of cquutioll!\: 

If. 

Zl -A3X l,t-1 - !1.4 X2.l.1 T P + :E CJZt • .1 .. 'J! (17) 
J~; 1 

where ;{ l,t-l and X2•t-1 arc defined a~ prcvioU!\ly and A3 and "'4 are 5 * 1 vectors, 

respectively; and P is a 5 * 1 vcctor, each C
J 
i~ a :; :;: 5 matrix, and vt is a 5 * 1 vector of error 

terms. 

Again. the strength of the ECM b to aBo\\' the effects of the external and domeslic 

influences on eERY in the SPINs. The cstlll141tion of the A3 und A4 coefficients on the 

equilibrium error tcnl1!-. arc reported in Table 5. 



3.3 The FEDA and IRA Tcstiug P,'OCC(JUI'C 

3.3.1 FEDA 

According 10 Fotd (1986), Orden (1986),. Tegene (1990), poan (1990) and In and 
" 

Sugcmu (1992), decQmpositionof forcct,st variance permits one LO account for portions of 

the forecast variance t.o pntticular variables in n system. Sources and their proportionate 

contributions of variability/instability of n particulur variable illtl system are traced, 

apportioned and attribut.ed to other variables in the system. Essentially, decomposition is 

b ... ~ed on the variance of the shocks to each varinble (estimated frol11 the error teuns of the 

4t~toregressi\'e equations) and the impacts of these shocks on cuch forecast (estimated by the 

coefficients of the moving average UvIA.l representation) (Orden 1986). 

According to ford (1986), it 1\.1 A transformation is based on an autoregressive model 

such as the one below t 1 ~): 

rn 

Zt H1lt + J~P Jet - j (18) 

where Z is an i\1-vanatc ~lOcha\lic PrlK'C\,'I, I hh i~ the d~lerministk purt of Zl' and £1 is an N

variate \vh.ite noise process - if t is not cqlwl to j and ct and €J are uncun'clat.ed 

from (18), the MA representatiun for the dccol1lpo~ilioll becomes: 

(19) 

where the Hj arc the f\.1A parameters. 

The K-step ahead forecast error variance is: 



~(20) 

Letting hkSij be the ijth eleu1ent of BkS, then (hkSlJ)2, j;;::: 1) ••• , m is the. ith diagonal of 
HkS(hkS)', 

The k-step ahead forecast variunce of the jth vurittble i;, the given by: 

k~l 

L I: (hks iJ,)2 
k=Oj 

(21) 

and the percentage of that variance from equation (19) accounting for variable i by variable J 

is: 

k-l k-l m 
100 '" L {hks iJ}2/ L L (h;.:.Sij,2 

k=O k=O j~l 
(2~' 

It is worth noting that the dct:'wnposcd variance highly depends on the ordering of the 

variables pl inr to the dccompositiun, 

3.3.2 IRA 

Also as described by Ford (] 9xl). Tcgene (1990), Doun (1990), Orden (1986) and In 

ann Sugema (1992), IRA is a !-.hock e\ .lIuation prOl.;edUfC where the dynamic dmracteristics 

of a system urc assc:,scd. The cv:!luation n!vl.'als the effect on u system of an initial 

exogenous shock impacting on one vuri'lblc in that :-.ystcm. 

Like FEDA, IRA is actually a i\1A rcpre~enlation of a system, whose coefficients 

provide impulsc rCl\pon!-.\.! fUllctiom, thm mnp out the response}. of nil the vnriables in a model 

to a one~stnndard deviation initial im.'fellse in one of the variables. 

Hence, the effects of an unexpected shock to the system are tmeed through the 

deviations of ~he shocked time paths fro111 the expectcd time paths given by the model. For 

example, IRA could be used to predict the response of EXPd, anpw and CPIa if t}ll'''re is an 
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unexpected initial shock.or. an. upward • trend (fluctuation such us an unexpected. boom) in 

export revenues. 

Based on the same MA tmnsformndon of theallloregressive morlel':in equation (18), 

Ford (1986) represents theMA 'of fRAtts: 

.(23) 

One di::-advuntngc that arises with b<.)th FEDA und IRA is the occurrence of 

contcmpornncous cOlrelatiol1 of fUreC:lM errol's. That is, the. covarinnce matrix of the error 

tcm1S L:::: Ellt11tl i~ not diagonal. Therefore, one impornuH step is to orthogonalise the 

innovations (elTo~) (Ford 1986), The RATS ~tatistical puckage (Doan 1990) applied for the 

analysis of this i)tudy nutomaticalJj, by dcfnuh, orthogonalises the inllovati('lns using the 

choleski decompositIon mcthod. 

4 EIVIPIRICAL RI~SliLTS AI\D DISCUSSIO~ 

4.1 Data 

Consistent Clll'rent lime ~cries data on aggregate EXP d values, GDP w' CPlu' GOP d and 

EXRd were collected f<.)f three selected SPI N!) from various issues of the International 

Financial SUUiSlit's (JFS) YcarbooJ.. ... of lhl' Int<:rnational lvlonctary Fund (IMF). These were 

supplemented by vurious governmellt .lnd private ('('ports (Hji Government 1982 and 1991, 

AIDAB ) 991, Bank of PNG 1972-9 I. British S I Protectorate 1971, S1 Government 1979 and 

19R1w83). It ought to be noted tllut GDP\\ i\ a simple weightcd nvcrage of major trading 

partners of the respective seiceted SPINs. The three selectcd SPINs Hre Fiji, PNG and 81, 

each representing nn economy which is. uy the swndards of SPINs. medium in size and fairly 

diverset large and diverse, and ~mall Hnd faidy COIICcfllfUtcd, respeclively. The major trading 

partners for Fiji were identified HS UK, AlI~traliat Nevy' Zealand, Canada, USA and Japan. 



Tbose for PNG JncludedJapuu)Fedei'~tl, RepubHe 'of GenntlhY, Aus~ralia1UI<', tl"$A, Spain 

and the Netherland., while the ones for Sl wer.e Austtttliu, Jap,tn, OK, f'edetalR~pubHcot 

Germany and the Nethedttnds. 

The data, which were in respective local cun'enc;ies, ht~dtO be 'corrected 'to ~. common 

denominator, the US dollar. To remove the~ftecl of inilmionary trendS nod stabilise the datu; 

nIl values were deflated into consmnt prices, using 1985ns the base ycur. Logarithms were 

also taken to smooth the series before uny .analyses were performed. 

A limitation of the data is that the sample sizes for eneh selected SPIN were not large 

enough. For inst:.lncc, Fiji., PNG nnd 81 hud 32, 30 ~Uld 30 annual observations, respectively, 

ranging from 1958 to ) 989 fur Fiji, 1961 to 1990 for PNG und 1960 (0 1989 for 8I. Longer 

data series were not Hvailuble fot these SPIN~ at the lime of undcI1aking this study_ These 

small sample sizes limit the degrees of freedom in ~he analyses, resulting in OLS statistical 

smull sample bias which might affect the pararneter c.,litmllcs, thereby weakening the 

integrity of the results. Neverlhelc!-:ts, these rc~uIts "hould still shed some light on the 

relationship aml'l1g EXP d' rJDPw, CPIa GDP\I .md EXRd in the SPIN economies over the 

past three decades. 

4.2 Uni( Uoot Test RcsuHs 

For the test of the unit ro()t~, we employed three methods (ADF, PI' and PC). The 

8HAZAl\1 stJtisticai application packuge (\Vhite et al. 1990) was used to curry out these 

t.ests. Using specified univariate models 1'01' the UD1\., CPlu' GDPd• EXRd and EXP d' all the 

three tests were applied for comparison ami Mlpplementary purposes. 

All the three tests indicnte (Tablch nut reported, too long) that nenrly nll of the 

observed values are bigger than the cl'i'ical values. Therefore, at 10 and five per cent 

significnnce levels for ADF and PP t and Pc. tehls. respeclively, all fail to reject the null 

hypothesis that a. := () and (Xl = (), thereby decJnring the GDPw' CPJU! GDPd and EXPd 



vnrlablesasnon-smdonarYl with nnimegr4tion {')tderof l(.l)or l{2l.respectively. 'Thus .. , for: 

the four series to bestatiomuy, ,theywHl have, to .diffCl'encedut least (meet 

To ,confirm the order of imegrlHio.), aU the series in their 'firsltiifCctence (onn wen~ 

also tested forunil tOOl using the SCHue three tests.:rhe J'esu1ts of the :unit ~root tests (table.~ 

not reponed as weU) h. the first diCferenceconfirmed most v1lriubles to pe 1(1) by eitheralt 

the three or at least two ,of the tests. 

Further, it is l}OW becoming increasingly known dun most ec:onomic\'.tlriablesnte 1(1)~ 

In fact, some eadier unit root le~ts (nmong olhers, Kugler (1991) for: USA. Japan, 

Switzerland. \Vest. Germany. UK nnd France. Scrletis (HN2) for Canada and OHesclal. 

(1992) for New Zealand) have found unit root results for export and GOP data series. 

4.3 Testing for Cointcgnltion 

After the unit r(JOts te\t~. we condw.:tcd te~lS fur l:ointegration in order to find whether 

a trivariale representation !:!erie:-, has long~run equilibrium relationships; that is, whether the 

thre,c series have a linear combination series which is stationary 1(0). In Stock and Watson's 

(1988) terms. findtng whether some series is driven by eormnon trends is equivalent to 

identifying their long-run equilH'rium rehll :"m"hips. 

Applying the SHAZAM package. the three te!lls (ADF, PI> and POC) were conducted 

for coLltegra4-irlt1 t.esting. In cointegnuing regrcssion tests, the emphasis is to test whether the 

er,o~ (u~, an! 1(0). Equmions (7) und OH for ADr.: and Pi> unit rOOls tests and equations (9) 

,md (lO) for Pc.. 2 test of the Utt were l.tpplied to lcst for the coinlcgmtion null hypothesis thut 

flo: 'Yl = 0 vs the aJtenmtive hypothe~is, lIn: It is not equnl to ZCf'(), If the errors are statiO'lUl)' 

then cointcgration rclationcxist~ mnong the serle!" in que~ti()n. 

While both ADF and PI> tests support coil1lcgl'ntion for model 2 (external) for Fiji, 

PNG and 51, ADFalone SUPPtlJ'ts mmk' 3 (cxtermd) for PNG unci 3 (domestic) for SI. PI' 



alone suppon~ over so pereent Qral1 :the ;U'odel$.{2 rand S ......... external :ror :FijiunQ PNGand 

domestic lorB}; tlrtd 2. ~exterrltd. (or SJJ. 'Of (the· three ,tcs.t$, :POC tes.tseemC!d :the . most 

stringent: in .ac.~eptitlgthecOhlt~gr;\di',)nhypothesis(mable I),: 

( AttachedT:tble lttbtmthere) 

The significnnceluvelsfQr;w.<;cptingcQintegrtuion in dxcse leStsare 10 ,and· ·five 

percent for AOF ~lnd pP. tlna POCt re~pecdveI:y. Incointe~fnliQn .. lests, obs~tVedvalues 

snullier thancridcal vMues support the cointcgtntion :hypo(hesis. Allhisstagei- there(ore.we 

have emphiculevidellce toc()nclude, with nlixed results., that cointegration exists muong-the 

series under investigation 

To ::,upport these mixed t'csuit}t, \Ve nho CQl1duCled re:.tduals analysis. Residuals 

generated from the respecth e cQintcgmtion regressions were plotted agninst thue. All the 

plots showed no particular pattern and unusual large residuals (Uriffiths at nt 1993: 639-

706). T1. ;l't with these plots we \vere convinced and motivated to proceed nnd estimate the 

long-run and lh.composititltl rehnionshtp~ ml10tlg. ih" ~cries using the ECM models. 

It is interesting to note lh~u Sl)mC pJ'cvion~ sludl\!S f()Und no coimegratil1g relations 

between domestic expnrth and GDP in other counlrics~e.g., in UK, USA, Switzerland and 

Japan {Kugler 1991'- Cmwda (Serielis 1<)92). and in New Zealand * with mixed results due 

to disaggregated exports (Giles et HL 1992}. 

4.4 ECIVI Estimation nud Analysis 

Given some evidence of coitltcgmliuu by ADF Hnd P1' tests. and sparing one by poe 

test, we estimated disequiHhtium errur~ (Zl~l) by onJinury loust squures (Ot.S) method, 

following lheECM cquntiolls in (14), (16) and 07, Hod as &ugg(~stcd by Engle and Granger 

(1987). This was done for euch selected 51"1 Ns. 



As shown In,Table2. Fiji 1." JSigoiCiciHlf diseq,uiUbtium errorcQcffl'cientsA.lilrtdA,2 

fQrthe domestic and¢xtermlltnarkets.a.o.th the two c6eftlc'ie(lts ,llad Jht;dthtexpected 

negative .signs,This :im,pUes (ll{\t.~Y:h~nlhe,cxtermtl lInd don'lestic 'nl~rketS, 'llretreated 

separatelYIf the 1W.0 l})tlt'ketspOrtl1~.ylon~ ... nm 'hlnUCtlGe ;onCBRV' in 'put 'Thi$ :is' ·ak~v 

preliminluy finding 'in the sense thtttpoHcles te&ardingiCSRV jtll;ijJm(~ywellbeba.~ed()It 

long-term cOrlsiderati'orts otbothrnarkets when these .atetUlalysed, individt,Hllly. 1::l0wev¢rt it 

was our objective to aot\lyse this situation :u.singnsinglesyslcm of eqtmtkmsi1Sin (17) \\ihere 

both th~ domestic and ,exlcrnalmarkets sirnuhnncouslyadjust imeractively to exert: ini1uenc¢ 

on C13h.V. This wus thllught to be c'hlSc:t'to whmmightactuaUybe 'huppening in the real 

situation. The results indic~nc (Table 2) that only the cocfflcientA3 pertaining to domestic 

markets was significunt with the right sign. This me~lOS thut domestic markets have a longer

teml impact on eERY tlHtn lheext~nmln.lC(Ol·S in Fiji. On the basis of these results, policies 

regarding eERY in FIji should be lremed differently. emphasizing longer-term plans Ulore 

on the domestk thnnex lernaI murkets. 

lAunched Table 2 auout b:re) 

The case for PNG i~ quite different frorn l,ji when the two markets \Vcreanalysed 

separately. In fact, only lhe domestic mitJ'kct <.:ucfftdent, At, had the right sign. Further, both 

the disequilibrium errors wcre insignificant. This mcan~ that, on the long-term basis, PNG 

CERV is not influenced mm:h by both the 1\\U mHr"ct~. \Vhcn these mnrkels were analysed 

in tl single ECM model, the results for PNO dmnged quite drastic~llly. This time, apart from 

having the right negative sign, the coerncient '1.3 for domestic tllurkets was significant. 

Hence, domestic markets are morc important limn external Imtrket,S in exerting long-term 

impact on CERV in PNO. Thih is only on the basis of the results accruing from the single 

ECtvt model (17). 

The 81 case is HIM,) different Unlike Pl'!(3. but like Fiji, the rc\u!ts show that when the 

markets are trented individuuUy. both coeffident~ )"1 and 11.2 for the domestic and externtll 



faC10rs.respcctiveJYI aresignifi~t1tltwith Ule :risht$iGns.,'thisgivcfbQ~bm~kcts,equal 

hnportatlcein termspftheir,10l1!t .. f¢rm relattonshtp$w.ithCgl~V·h\ ll~e 51 Cnse .. $o long-term 

PQlicies shQuld :consider 'QotilUltlrkel$. whet1 dealing \yifh curhlngCERY. ·H.~wevet) when 'the 

twomatketsareallalysed in4s111g1e :ECt\1 ,modeltbothlhecoefficlenH;t A.3and A4; for ,the 

dQmesdc liIldextetllUl t'llnrkets, respectively; become insiunlfictltlt thoushhnvingthe :right 

signs. This lml)lies Ulntwhen u:>ing lhe ~insle mod¢lwith bothmurke.l$ together, there is 

little inOuenceon the lony.,:nmrehttkmships b!"~lwecIlCERV \~Hld the twomtlrkelS fill SI. 

III briet~ when the twO markets nre nnttlysed separately. theevidctlce fn::mi the rcsults 

of the EC.M. models s.hows thut both nmr:kcts (domestic und extermtl) nrc equally imporral1till 

exerting long,,·run influence on C8RV in P'iji nnd S1. None of the markets is lmportan~ in,the 

PNG case. However~ v.,hcn thl.! markets m'c evaluated together in 11 singlc ECMmodel, only 

domestic factors arc important in e.'l.cning long-term impact on CER V .in Fiji and .PNG. This 

is not the caSt' in SI us neither of the two murkt'ts is important on the long-tun basis. Ovcrall, 

tht"se t,reliminary Betvl model results give \omc evidenct! supporting long~run rclationships 

between eERY and the uomclitk nmrkcls in the selected SPINs, pard<.~ularly as evidenced 

from Fiji andPNG c\\ses. So in trying to clIrb the problem (If eERY over ,1 long period, 

domestic market polk ~"!\ ~ould be given more weight in the SPIN~. 

\Vith these mixed ECtv1 modd re!-.ulls, the tlutcumc is inconclusive and we were put in 

a dilemma in term'S or model ~clcl·tion for further nnaly!\is. This dilemma therefore led llS to 

estimate the decomposition prOt.·cdUJ·c~ u~jn!;. both the HeM and vector autoregressive 

(VAR) techniques. 

4.5 Fcrccast Ertol' [)ecomposition Analysis 

The nmin objective of this ~tudy \\'as h) lm(.'c uut soun;es nnJ ussochlted contributions 

of variability of EXPd ns nuributcd to bUlh the c:\tcrnal (GDP\\, and ePIu) und domestic 

(GOP d und EXRd) ractor~. \Vc used PEDA as ('Hle way to nccomplish this objective. 



Thus., a 'sillgletl1(Jdel, lnvQlvin.glh~ flv\} vutlables* ,basedortboththe 'aCMtiIld VAR 

models, wU$used J(JIQQkinto the problelllQfexpott variability ff¢oi,twoanglc$.ToaccdUnt 

for .cOl1tcmponmeo.us cor:rc1ttti()I1S~lmong Jhe innovations in· tbesystem!themodel was 
. . ~\ 

ortho,gonalised in the ()rder()fODPWtCl)l"tOD1~d:tEXRdnndEXl:>a' this is similar lQ 

imposing ~irecursive strtlcmre lnt.he system. This type of .ol1hogonnUsudon pemlitStilOst 

exogenous fnctors (externul) to comGtirstilltheordedng 'so as to allow the greatest 

opportunity for the factors to imp;tCl orllhedomestic exports (Tegene 1990). 

Decomposition of rorecn~l errol' vnrinllccs for both the Ee1'Y! nnd VAR1l1odels :for Fiji, 

PNG nnd 51 showed, in generuJ, thut It disturbunce (or .shock) originming from a given 

variable inflicts the grcateM own vurittbility. 'Though the contributions to export variabiHty 

originating from diffcrcllt !:o.Ollrces diffel' frum mlC model (and COllIltry) to ,mother during the 

different time periods. the findings froUl this st.udy indictllc thnt these. contributions nre not as 

great as expected CI'ubleh 3, 4 and 5). 

{AI:.1ched Tablc!-t 3. 4 and 5 about hert:} 

For mstance, the EC~\'l modd Imhcatcs that GDP\\" CPl tp GDPe, EXRr and EXPr 

attribute an averagc (Jf ubout 14,4, 1. 2 and 45 !lcn..'enl. respectively, of :~XPr variability over 

a 15-yt~ar period (Table 3). Based on the VAR model, the same rc!)p~clive vnriables attribute 

an avcra~e "f2, 7, 3,1 and 55 percent of EXPr variability over the same period. Apparently, 

in Fiji, extcI11al factor~ were morc important than domestic factors in explaining the sources' 

( u .:, of Fijits export variability. Otherwi!-.e~ own variability is always the most 

, .JjJortant. "Illese re~ults seem consbtcnt on the basis of both the ECM und VAR models. 

In PNG. the results look tliffercnt i.md more convincing. Both models indicate (hut the 

contributions of the different VHf ;,lblc,) to export vnriability urc much h ler (Table 4) 

l1nlike in Fiji, the PNG evidence indkalcs that domestic factors are more important than the 

ext.ernal factors. Again, 0wn contributlOll of export val'iability b greatest in the PNC as 

well. For example, based ~)n ECM. GDPw' CPI .... GDPpl!' EXRpg und EXPpg each contribute 



to EXPpgvadabilit>tanaverage ·of 14t 13.22;,23 alld4j :pcrcent, respectively, overll. l5 .. year 

poriod. Similurly, the VARmodel shows that the MUTle vndnbles(!omdbute:20, 9, 21, 21 and 

43 percent of EXPpg vudabilily ill the smm,!Qrder over the snmepcrlod. 

The results for the 51 cnse are ninSt unexpected (Table 5). While the importance of 

both the external and domestic factors is almost the sttme, their overall contributions to 

export variability is marginal. r:or instancc1 bUM!d on the ECM. GDP w' CPlu, GOP si,EXRsi 

and EXPsi contribute ;;tn nvcmge nf aboul 1, 1, L 2 and 27 percent. respeclively J of export 

variability over the 15 yc,mj, According to tim VAR model, this contribution is about 4, 4t 3, 

4 tlnd 44 percent rC!lpecth ely over the Mlme period. As in the ,other selected SPINs. own 

contnbution IO export varinbHit) is abo greate"t in S1. 

Apart from fmding the M,mn:e'l and l'olllrjbutk)Jl~ of export vtlriabilily tlccrulng from 

other variables. one could find the cuntnlmtions of export as a source of vuri'abiHly to these 

other variables. Evidence poinl~ to different source" which contribllte to export variability. 

a!hl::!it, with ditTercllt magnitlH..ics, dcpendlllg on the source of the disturbance (or shock), 

To arrest these diMurbances. it b imperative to know the sources and their 

contributions of the instability withm a ~yM~m. These will gu:'le policy makers to foclJs on 

the elimination of thl! most impoJ'tal'! factors of Chill j vnriabililY which may be within their 

limited means. 

4.6 Impube Response Anal),sis 

Together with FE[)A~ IRA flK'u!\e~ on ~lOothcr vCL~ion of shock evnluution in m;sessing 

the dynami(.; relationships of a ~ystelll. Using l'Iimilar MA representation and 

onhogonalisalion like I':;EDA, IRA reveals the effect of an exogenous shock on certain 

variables in l\ system. Responses of given vnriables are traced, over a given time, due to 

effects of some inili"l oue-standard deviation positive shocks llf other variables in a system 

(Ford 1986, Tegene 1990, Orden 1986. and In .and Sugclll:l 1992). 



Figures 1 to· 6, show that EXPd respol1:,es to shocks from the other variables in the 

system ru~e different fot differellt vadttbles. Figures 1 .tlnd 2 represcnt.Fijigrapfis based on 

both the ECM. and VAR. resp.ectively. During the first5~8 years, inithl~~hoGks to EXPr 

invoke greatest responses from all the other 5 vnriables within lh~ system. These responses 

start dying out from year 8 to 10, tending towards zero by the 15th year. Apart from 

responses pertaining to initial own shocks, EXP, responses are qUite noticeable. Initially, 

EXP( respond positively to initial shocks fr0111 almost alllhe variables (except from BXRr 

which gives the exports an initial big negative rcspomit.:) before the responses tend towards' 

zero. Though not exactl) in the ~ame magnillldes, the graphs for both the HeM and VAR 

models portray consistently 'dmilar pictures in tenns of direction of the responses. This is 

also quite consistent with the decomposition results for Fiji. 

(Atttu:hed Figures 1-6 abollt here) 

As in Fiji, the graphs tor PNG (Figures 3 and 4 based 011 HeM and VAR respectively) 

depict similar shol1-run dynamic relationships Ul110ng vnriables, parlicularly during the first 

5-8 years. Again, both the EeM and V AR mudc1s portray consistently similar pictures 

pointing the cOl~spicllOU~ EXPpg responses due to initial exogenous shocks from other 

variables being positive during the initial periods. After a period of abollt 2 years, the export 

re~ponses Mart decreasing :,1wards the negaliv~ side before they ,Ilcreuse again, eventually 

srm1ing to settle down after 5-S years (parucularly for the ECM model). By the 10th year, 

most of these responses have tended LOW tills zero. This time, initial expol1 responses due to 

the EXRpg shock nre po~ilive for ECM (unlil-;e in Fiji) but negative for the VAR model. 

PNG's IRA results are also consistent with the corresponding FEDA results. 

As evidenced in Figures 5 and 6 (for the re!-,pective ECM and VAR models), the SI 

case porl:-ays similar trends tf) other lll!\cclcd SPINs. Apart frol11 inith~l shocks in EXRsi 

which signul initial big ncgmivc responses to expons (almost sirni1ar to Fiji), EXP si 

responses triggered from disturbances of the other var:a'Jles are substantial and posiuve 



during the first 2 years; this trend pel'sis~s sornelitnes up to 3 Qr 4 years, especially for GDP w 

and CPIa. By year S, tnOSl of these· responses .,u}li\rt ,from thoseuccruing 1'r0111 EXRsiand 

EXPsi which persist up to year 10, sometimes longer) would have seUle4 down to almost 

zero. Both the ECM and VAR models point towurds same direction .in variable responses. 

Though the IRA results seem consistent witl. the corresponding FSDA results, IRA seemS to 

give a nmch clearer picture of the shon-run dynamic relationships of ex pons and the other 

variables in the Sl system. 

5. SUIVllVIARY AND SOlVIE CONCLuSIONS 

The overall objective of lhi~ study was (0 tcst empirically the dynamic relationships 

existing between export vthinbility and olher f,h:lOr!'!; b;ll-tcd on cointegmtion analysis. we 

used FEDA and IRA dccompo~nion procedures modelled on the ECM basis to test for the 

10ng·tem1 equilibrium relntionships and their S()liI~es it ld <.:ontributiolls to export variability. 

VAR models were abo used for the :-.amc analysis to countercheck the consistency, and 

perhaps the validity, of the result~. 

We also used model specification tCl\lS (I\DF, PP, PC and POC) to pretest and check 

on the statistical properties of the variable!'!. The~e tests which have become a requirement 

for statistical time series analysis. are e~~cnli4\lly supposed to reveal the unit roots and 

cointegration conditionality of the variables, 

Based on ECM modelling, the evidellce of the prclimimu'Y evaluation gives support to 

a contention of long-term influence of the dOJ1lC~lic markets on eERY in the selected SPINs. 

particularly in Fiji and PNG. Thb lmplies that when If) ing to curb CEI'< V over the long-tem, 

more consideration should be given to policies pertaining to domestic markets in the SPINs. 

From these preliminary finding!o., this study also set.s the stage for identifying the 

sources and ns~ociatcd cOlltributions of export vHriability/CERV in the selected SPINs. For 

example, evidence from FEDA and IRA suggests thut individual variabies from ex.tcmul 
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markets contribute moreta eERY itl Fiji. This is almOSlCOntI'ary to the :HeM results for Fiji. 

In PNG domestic factors nrc more important while in SI factors frOll1bothmarkets are 

almost of equal importance in their conu·ibution to CER V. This is consistent with the ECM 
\ 

results for PNG and 31. Thus, this lype Of .analysis cOIJJd give guidance ;to relevant policy 

makers in making decisions as to whm sources of export variability are more important. 

The approaches lonrresting the export varinbility will be different for the different 

Sl'INs as the evidence from this study st!ggests that sources differ in their contribution to 

export v,lriubility a.mongcountrlcs. 
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Table l.CoinregmtiOtl test 'resHHs t'qrthescleclcdS l)lNs 

ADF PI> poe 

Test lO'loCtTt 
snn. vuIlle 

FI11 '" 

EXTERNALu 
Model 2 ~4.s4 ..:1.45 
,Mode13 -1.91 ~3.S3 

DOMESTICb 
Modell -3.34 -3.45 
Model 3 -3.32 -3.83 

PNG 

EXTERNP.Lu 
Model 2 -3.84 -3.45 
Model 3 -4.H~ -3.83 

DOMESTICb 
Model 2 -2.27 -3.45 
Model 3 -1.29 ,·3.83 

S1 

EXTERNALu 
Model 2 -3.62 -3.45 
Model 3 -370 -3.83 

DOMESTICb 
Model 2 -3.09 -1.45 
Model 3 -4.51 ·3.83 

Notes: 
Model 2 = Drift, No trend 
l'v'lodel 3 = ConSWnL. Trend 

Te~a 10% edt Test 
Stnl. vtflue stat. 

-4.50 .. 3.4S 0.22 
·4.()O .. 3.83 0.93 

·3.40 -3A5 0,03 
-3.32 -3.83 0.74 

-3.oS ·3A5 0.76 
·.:'.IS -3.83 0.63 

·3.01 -3A5 0.08 
-3.03 -3.83 0.18 

-3.72 -3.45 1.40 
-3.70 -3.83 1.50 

4.35 -3,45 0.34 
-4.51 -3.83 0.31 

a = EXlcrnal factor!:! (major trading partner~ weighted GDP \V and CPla). 
b = Domestic fnctors (exporting SPIN GDP and exchange rates). 

5%Crit 
v~lue 

0,330 
0.295 

0.3,30 
0.295 

0.330 
0.295 

0.330 
0.295 

0.330 
0.295 

0.330 
0.295 

Both ADF and PP support cointcgntlion in lvlode12 (external) of Fiji t PNG and SI. 
ADP alone SUppOrL~ Model 3 (extcl'tlul) of PNG amI 3 (dot11e~tjc) of SI. 
PI' alone supports ()vcr 50% of nil the modds 
POCsupports Model 2 (both extctmll & domestic) of Fiji, und Models 2 and 3 
(domestic) of PNG. 



Table~t . Results of't.be disequlUbdum \~l'rors,'(Zt~J)()f:thecsUmatedECMJllodelsfor the 
'selecJed SPINs 

~ .. l 

FIJI PNG SI 

Model 

a - ) 1 ~O.85Q ( .. 4.07(})"" O~OOg (~O.O30) -0.980 (-.2.?09)· 

b '" '~2 ,,0.488 (-2.850). ... .:ClIOt (,,0.605) ~O.728 (-3.041)* 

c .. "-3 -0.266 (~2.577)Hf ~O.401 (~2. 700)*+ -0.096 ( .. 0.465) 

c - i .. 4 0.138 (1.715) O.m>7 0.254) 0.164 (-1,085) 

Notes: 
Modcl~l (/1.1) :::: domeslic fm':lllf:-. 

M.odcl b {i .. 'l) :::: E!xlcmal r.lttur~ 
Model c ..,:::: both (11,.3) dom~Mjc t\nd (/:"-l) \!x.tcn1al fllctors in n single model 

... 1\lo$t equilibrium en'or,s huvc tht: expected, n~gmive :,ign and significant, particularly for 
models nand b for Fiji and S1. 

•• Though model c Im~ the correct sign~ and ~ignincnnt '-or 11.3 of Fiji und PNa, this is not the 
case for 51. 



Tabte,3 .. :PecomPQsiti()Jl:(in%),pr:rQt(!(mst"¢tfofvm'ln!lceoCsclccted.$piNS,-FlJi 

V~Jrhlbl¢s 

·1>d ODPw Cm~t GDPf :EXR '··f '. 

. ECM 

Shock to! 

ODP,,,, 
lOcUm 1 OJx) 0.00 0.00 

5 61.56 1.58 12,\4 10.10 
10 51 .. g0 1.78 15*12 11.07 
15 57.64 1.78 15.33 J.l.06 

CPln 
1 19.73 80.21 0.00 0.00 
5 29.()4 52.34 1.25 1$.53 

to 29.00 51.23 1.65 14.24 
15 29,()() 51.23 1.66 14.23 

GOPr 
1 1927 3.98 76.75 0.00 
5 11.43 4.m; 72.06 11.75 

}O 11.21 4.66 69.58 t3.84 
is t 1.15 4.66 69.65 13.77 

EXRr 
12.13 9.55 45.83 32.49 

5 9.65 S.?I 35.14 45.02 
10 9.95 ':1.02 35.3() 44.12 
15 9.S9 8.98 35.65 43.87 

EX!'f 
1 2.J'J 1,45 25.83 0.11 
5 4.60 6.91 14.77 34 • .28 

10 6.51 7.70 13042 36.35 
15 6.53 7.70 13.46 36.31 

.. _...-.-,~ _~_""'"" "11>" __ -"""" __ '-' __ 

Notes: 
Pd =: Period In yem~ 
GDPWf ePln• GDPf'. EXRr and .EXPr :lfC muibutablc to ilbout 14.4, 1 t 2 ,10<145%, 
rcspccLivcly,of EXPr variability overt} 15 ycurpCl10d. 

',.., 

'EXEC 

0.00 
14;62 
14.23 
14.19 

0.00 
3.84 
3J~8 
3.88 

0.00 
0.68 
0.71 
0.77 

0.00 
1.48 
1.55 
1.61 

70.42 
39.45 
36.02 
36.00 



Sh()(~k To!. 

GIJPw 

GDPr 

EXRf 

EXPr 

Notes: 

Pa 

1 
;5 

'to 
15 

1 
5 

10 
15 

1 
5 

10 
15 

1 
5 

10 
15 

1 
5 

10 
15 

I'd '::: Period in ),cnrs 

25 • .86 
41.92 
41.:):1 
41.79 

26.47 
22.87 
21.90 
21.81 

22.14 
15.48 
14,97 
14.91 

2.84 
23.67 
23.77 
23.77 

Variables. 

VAI~ 

74.14 
48.87 
48.72 
48.70 

3.8.2 
3.29 
3.2() 
3.21 

7.89 
8.06 
7.95 
7.93 

1.08 
to.59 
1(>.58 
10.53 

0.00 
SAO 
7;1(} 
S.(M 

O.UO 
0.46 
O~61: 
0 .. 64 

69.71 
70.53 
70.96 
70.96 

40.40 
4"J.28 
4818 
48.30 

22.69 
16.32 
1().31 
16.'31 

·o~ooo.oo 
410B 2.24 
4.81 2.40 
4.88 2A2 

o.on 0,00 
1.58 7.t7 
1.66 7.20 
1.67 7;20 

0.00 C). 00 
0.37 2.94 
0.68 3.20 
0.74 3.22 

29.57 0.00 
28.43 0.75 
27.89 l.01 
27.82 1.04 

0.17 73.22 
1.03 48.39 
1.02 48.32 
1.02 48.32 

GOP W. CPla, ODPf~ EXRf and EXPr nrc ntlribUHtble tonboul2. 7, 3. 1 and 55%, 
respectively. of EXPrvari"bihty over a 15 year p~J'lod. 



table 4., l)eqompo.sition (jn~)Qf f()rccnstettotvl1rl,tnCe;of..~electc(lSPINs .';'.PNO 

Ym-ittblc,s 

Pd GDP\v CPI" ODP()~ EXRl)g aXPpg 

BCM 

Shock To: 

GDPw 
100,00 (tOO a.oo 0.00 0.00 1 

5 59.18 0.81 lA8 24.92 13.61 
10 59.1.4 0$2 1.49 24.92 13.63 
15 59.14 0.82 .1.49 '24.92 14.19 

CPIa 
1 18.90 Sl.10 n.O{) 0.00 0.00 
5 32.27 21.47 12.14 21.31 12.8] 

10 32.)'" 2'1.42 12.21 21.35 12.85 
15 32.17 21.42 12.21 21.35 12.85 

GDPpg 
1 30.1)9 7.42 () 1 . .59 0.00 0.00 
.5 36.19 .t99 25.60 11.85 22.37 

10 36.0K 3.97 25.61 12.07 22 .. 27 
15 36.0~ 35)7 25.61 12.07 22.27 

EXRpg 
1 51.32 0.95 6.41 41.32 0.00 
5 46.0l 0,48 2.55 28.33 22.63 

10 45.9H 0.48 2'(,1 28.34 22.59 
15 45.98 0,48 2.61 28.34 22.59 

EXPpg 
I 32.02 15.98 6.32 1.11 44.57 
5 29.70 5.76 8,45 13.17 42.92 

10 29.59 5.75 8.51 13.34 42.S1 
15 29.59 5.75 8.51 13.34 42.81 

-,--------, 
Notes: 

Pd;:: Period in ycurs 
GDPw.CPlu• GD!)j)p. BXRp~ and EXPpg nrc atlnbutabic to about 14. 13.22,23 and 43%, 
respectively, or EXI pg vmiat)ility over~" 15 )car perino. ----



Table4. (continued) .. PNO 

VnrinbJes 

Pd ODPw .cPJpB Gnp pg. EXRpg EXPpg 

VAR 

Shock To: 

GDPw 
lOO.no 0.00 n.on 0.00 0.00 1 

5 54.99 0.81 0.52 23.37 20.31 
10 54.74 0.81 0.53 23.43 20.49 
15 54.74 O.SI 0.53 23.43 20.49 

CPla 
I 9.5Y 90.141 0.00 0.00 0.00 
5 23.69 .~S.60 12.55 16.44 8.72 

10 23.5b "S.5? 12.57 16.39 8.91 
15 23.56 3M.57 12.57 16.39 8.91 

ODPpg 
I 30,('9 6.4(} 63.45 0.00 0.00 
5 ~1,)O h. It) 33.00 4.64 21.07 

10 12.83 :-;,17 32.76 5.11 21.13 
15 32.lS3 H.17 32.76 5.11 21.13 

EXRpg 
1 4372 3. t2 7.66 45.50 0.00 
5 44.67 1.90 4.12 28.90 20.41 

10 44.48 I.YI 4.11 28.99 20.51 
15 44.48 1.91 4.1 t 28.99 20.S} 

EXPpg 
I 17,60 3().~ ) 4.19 0.12 41.76 
5 19,6.1 :)~i I 9J~4 4.26 42.96 

J() 19.56 2.t'U 9Ji4 4.34 42.93 
15 lY.S() 23 31 Y.H4 4.34 42.93 

----- .. ,--~-.. 

Notes: 
Pd = Period in years 
GDPw, CPla, GDPJ)f EXRPB and EXPpt arc tllllibutnble to about 20. 9, 21,21 and 43%, 
respectively. of EXI pg Valia )illty over a '15 year period. 

---.... "-._--' 



Table 5. Decomposition (in '%),of forecast error vnthtnce,of selec~~d SPiNs" Sl 

Vm'inblcs 

Pd GDI w CPI~t GOPsi EXRsi EXPsi 

ECM 

Shock To; 

GDPw 
1 lorLOD (),Ot) 0;00 0,00 0.00 
5 93.59 1.34 2.58 1.71 0.78 

10 92.73 1.45 2.64 2.38 0.80 
15 92,.70 1,45 2.64 2.41 0.80 

ePIa 
1 2.86 97.14 0.00 0.00 0.00 
5 5238 41.20 4.50 1.43 0.49 

10 52.0) 40.96 4.53 1.99 0.51 
}e' 51.99 40.95 4.53 2.02 0.51 

GDPsi 
1 OJ)I} 29.17 7(UB 0.00 0.00 
5 43.86 21.59 28.53 5.37 0.65 

10 43.83 21..57 28.51 5.44 0.65 
15 43.83 21.57 28.51 5,44 0.65 

EXRsi 
] 16.44 ~O.l t 5.97 47.48 0.00 
5 25.';1 IX.47 3.57 50.37 2.28 

10 2:1.08 18,40 3.60 50.63 2.29 
15 25.m~ I }lAO 3.60 50.63 2.29 

EXP~i 
0.05 12.47 40.23 0.08 47.17 

5 38.56 17.97 20.X6 1.99 20.62 
10 3X.43 17.1)3 20.81 2.29 20.54 
15 38.42 17.93 20.81 2.31 20.53 

___ "'_"_'-__ '''_~ _____ '' __ '''' __ ''''''4-,'_ .. 

Notes: 
Pd = Period in years 
GDPw' ePIn• GDPsi' EXR ... i and EXPsi are attributnblc to about 1, 1, 1, 2 and 27%. 
respectively. of EXPsi variability ovcr a 15 year pcriod. 



Table 5. (continued) - 51 

Variables 

Pd GDPw CPIa a DPsi EgRsi EXPsi 

VAR 

Shock To: 

GDPw 
100.00 O.UO 0.00 0.00 0.00 1 

5 SR.O() 3.32 0.91 3.83 3.88 
10 87.86 3.31 0.91 4.0t 3.91 
15 87.86 3.31 0.91 4.01 3.91 

CPla 
1 504 Y4.Y6 0.00 0.00 0.00 

'5 35.60 53.94 3.57 2.96 3.93 
10 35.63 53.75 3.56 3.11 3.95 
15 35.63 53.75 3.56 3.11 3.95 

GDPsi 
1 019 24.12 75.69 n.oo 0.00 
5 38.75 22.Xl) 28.9Y 6.29 3.08 

10 38.78 2~.88 28.97 6.29 3.08 
15 38.78 22.88 28.97 6.29 3.0R 

EXRsi 
11.42 17.22 11.21 60.15 0.00 

5 30.12 10.40 5.45 50.17 3.86 
10 30.06 10.37 5.44 50.25 3.88 
15 30.06 10.37 5.44 50.25 3.88 

EXPsi 
1 (UJ2 13.87 30.93 2.83 52.35 
5 ll.:n 18.57 24.56 4.28 4).26 

10 11.36 18.56 24.54 4.31 41.23 
]5 11.36 is.56 24.54 4.31 41.23 

Notes: 
Pd = Period in years 
GDPw• CPla• ODPsil EXRsi and EXPsi arc nllribUlablc to aboul4. 4.3, 4 and 44%, 
respectively. of EXP si variabil ity over a 15 year pcriou. 
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