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ABSTRACT

The contention held by the policy makers of the South Pacific island pations that
commodity export revenue variability 1s caused by external factors is hereby analysed
empirically. Though the contention lacks empirical evidence, it has resulted in the design and
implementation of major policies in terms of commodity price stabilization schemes, Using a
consistent data set available on external factors (weighted GDP of major trading partners,
and world commodity prices) and domestic factors (country domestic GDP, exchange rates,
and commodity export va'ues), sources of export revenue variability are analysed using error
correction models and decomposition procedures (forecast error decomposition and impulse
response analysis). The main empirical evidence show that there are different sources which
contribule to export revenue variability, though, the magnitudes of the contributions are
variable.

1. INTRODUCTION

South Pacific island nations (SPINs) rely heavily on external markets for primary
commodities 10 promote economic growth (Fleming and Piggou 1985). In fact, in less
developed countries (LDCs), the SPINs included, exports from primary commodities account
for up 10 80 percent of total export carnings (Adams and Behrman 1982). The importance of

total export markets in the SPINs cannot be over-emphasized.

* Contributed paper presented 1o the Australian Agricultural Economics Society 37th Annual
Conference, University of Sydney, NSW, 9-11 February, 1993,

** The authors are graduate student, senior lecturer and lecturer, respectively, in the
Department of Agricultural Economics and Business Management, University of New
England, Armidale, NSW 2351.



However, during the 1960s the export percent share of gross domestic product (GDP)
for Fiji, Papua New Guinea (PNG) and Sotorﬁans Islands (SI) was, on average, about 33, 17
and 23 percent, respectively, This changed to 26, 34 and 33 percent in ~the‘l97()s and 26, 36
and 45 percent in the 1980s for Fiji, PNG and S, respectively. Qverall, export share of GDP
was on an increasing trend for PNG and ST while decreasing for Fiji over the same period for

the past three decades.

Commuodity export revenue variability (CERV) has caused a great deal of concern to
the SPINs. The CERV problem is especially known to be acute in the LDCs. This is
particularly more important 1o those LDCs wich are characterized by small open
cconomies, high commodity concentration (Fleming and Piggott 1989) and geographical
(export marke) concentration, remoteness [rom international markets, an inability to
influence export prices and poorly develored marketing and associated institutional

infrastruciure. Most of these characieristics fit the descriptions of the SPINs,

Th= main objective of this study 1s to analyse empinically sources of export variubility
for selected SPINs as influenced by both external and Jdomestic factors. This objective is
accomplished by the use of the error correction mechamsms (ECM) and forecast error

variance and impulse response analysis decomposition procedures,

This paper is organised as follows. While some background mformation is dicussed in
section 2, a brief review of the anulytical methods, the forecast error variance decomposition
analysis (FEDA) and impulse response analysis (IRA) including the model specification tests
(the unit roots and cointegration tests), is presented in section 3. The data and main empirical
results and discussion arc presented in section 4. In section 5, & summary is given and soine

conclusions are drawn.



2. BACKGROUND

The motivation for this study is to investigute the effects of ‘domestic and external
markets on CERV in the SPINs. The mujor domestic factors which were c«znsidercd to have
most influence on CERYV in the SPINs include domestic GDPy, domcstié exchange rates
(EXRy), and domesti. exports (EXPy). Those which were considered from the external
markets are the weighted world GDP,, of the main trading partners, and world commodity

prices (CPL,).

Thus, the analysis is performed trom two perspectives, ie.,from external and domestic
fronts. External market conditions, particulaly the external demand fluctuations, are
regarded 1o slow down the growth of export revenues from primary commodities (Pinckney
1988). Many researchers (Athukorala 1987, Schulter 1984, Tshibaka 1986) have also
abserved that a lot could be done on the domestic front 1o reduce instability and enhance
growth in export earnings of primary conunodities. In his study Schulter (1984) found that
domestic pricing, exchange rate and storage policies were important determinants of
competitiveness and stability in agricultural export earnings. Love (1984) also supported the

contention that export performance is alfected more by domestic than exogenous factors.

The empirical analysis utilises the innovations of ECM modelling which is based on
the joint e¢valuation of the iuig-run a.d short-run behaviour. The ECM analysis is
supplemented by FEDA procedures. An aliciauve procedure which can be used to evaluate
CERY is the variance decomposition mode! (VDM) as proposed by Piggou (1978) and used
by Fleming and Piggou (1985) and (1989), and Myers and Runge (1985). The reason for
choosing FEDA rather than VDM procedure is that we are more concerned with the sources
rather than causes of CERV. VDM is more suited in providing u better description of the
causes of CERV in terms of decomposing CERV into supbly. demand and interaction
components (Piggot: 1978, Myers and Runge 1985). FEDA is better suited in decomposing
CERY into various sources and their proportional contributions. Thus, on the basis of the

present objective, FEDA looks an appropriate analytical procedure for this study.



FEDA is supplemented by IRA, and both are used o estimhte(the re’Iativg;‘cqn&ibdtiOnv
(FEDA) and analyse the consequences of the various types of unexpected exoggzi'ou§ shocks
(IRA) 1o an export market system (Myers et al. 1990). Other previous studies with ,intércsting
results that have utilised the methods of FEDA and IRA to analyse various macroeconomic
variables as they interrelate with and affect each other include, among others, Myers et al,

(1990}, Orden (1986). Tegene (19490}, and In and Sugema (1992).

3. METHODOLOGICAL FRAMEWORK

The main objective of this swdy is to investigate the transmission effects of domestic
and external factors on CERV in the SPINs. The domestic sector describes the relation
between export revenues, domestic GDP; and exchange rates while the external sector
describes the foreign transmission effects (major trading partners'’ GDP,, and world
commodity prices ) on CERV in the SPINs. Therefore, the basic idea is to explain CERV by

(a) the domestic sector, (b) the external sector or, {¢) both scetors.

The empirical analysis makes use of the ECM which are based on the joint analysis of
the long-run and short-run behaviour. The cointegration approuch is used to wnalyse each
sector separately while the ECM uses the derived disequilibrium states 18 e explanatory
variables of CERV. This procedure gives us an advantage to investigate complicated
interactions of the domestic and external markets in the determination of a single variable

(CERV).

The empirical model of the domestic and external sectors for the SPINs is presented in
this section. The specification of the empirical model is based on modl specification tests
(the unit roots and cointegration tests), which have recently been popularized by Engle and
Granger (1987). Thus the empirical model is investigated within the framework of the long-

run relationship or cointegration, short-run dynamics, and error correction representation.



Given the ECM models, we then supplemen' the FEDA and IRAmethods to empirically
analyse the CERYV in the SPINs. ' e

Brief reviews on the methods used in this study are presented a¥ follows: model

specification tests; the ECM; and FEDA and IRA,

3.1 Model Specification Tests

First, standard procedures for the model specification tests were conducted. We use Y,
to denote a generic univariate time series. In the empirical analysis 'Y, represents, in turn,

GDPy,, CPL,, GDPy, EXR and EXPy series of the selected SPINs.

Before any economic variables such as CDP,, CPL,, GDPy EXR and EXP, are tested
for their relationships, testing mnovations (Dickey and Fuller 1979, 1981, Said und Dickey
1984, Phillips 1987, Ierron 1988, Park and Choi 1988) are reviewed. These tests are
employed in this stud* in finding out the statistical properties of these variables so that Jata
are transformed appropriately. This is 1o ensare that the stundard statistical tests performed

on the data are not considered spunous (Granger and Newbold 1974).

For the test of the unit reots, we have employed three distinet methods, namely, the
augmented Dickey-Fuller (ADF) test, Phillips and Perron (PP) (1988) test, and Park and
Choi (PC) (1988) test. Since the basic statistical procedures for the ADF and PP have now
become relatively familiar, we only provide a brief explanation of them. But, some relatively
more detailed statistical procedures are reviewed and discussed for PC and Park-Ouliaris-

Choi (POC) (1988) tests for unit root and cointegration, respectively.

The most commonly used unit roots test is the ADIF test, It is based on the

autoregressive process of variable differences:



AY, = vy + oYy + '{J,citl'en(f‘%gPiAg‘ﬁ;*}% DR A L

The motivation Tor the augmentation ot thb li&gged« d:fferuncew lsto énsuﬁ‘: that the
errors are uncorreluted and, therefore, ‘to whiten® ug in (1), The nuﬁ’ll‘hypéiﬁcsis,bmhé unit
roots is given by Ho: o= @ and &) =0 while the alternative hypothesis is Ha: <0, 1f the
computed statistics arc negative and ‘large’ in absolute values, compared wiih the critical
values, the null hypothesis of the unit roots is rejected in favour of the alternative. Critical
values for the ADF and PP tests were obtained by simulations and published by Fuller

(1976).

In theory, the value of the test statistic depends on m, the order of the awtoregressive
process. Note that the ADFE test is an extension of the Dickey-Fuller (DF) (1979) test which
is based on regression equation (1) for which m = 0. Normally the DF test suffers from
autocorrelation prablems. An extension (or augmentation) of m to a positive number in the
ADF test is done to accommodate a richer dynamic structure that may govern the innovation

sequence,

The second unit roots test used which also tackles the awtocorrelation problems in the
DF-tests, is the PP test, This test transforms the DF regression, and is essentially a non-
parametric procedure. Ideally, the PP test tries to remove the nuisance parameters which are

associated with seriul correlations in the DF regressions:
T I T

1T*2u2 + 2T DwshZu . @
=] s=1 tase] .

where: u, = estimated residual frons the ADF equations where m=0, ! = truncation lag

number, and w(s, {) = ( 1-5)/(1+1) = window,



As dzscussed bv Penon (1988), it 19 es‘;enu.il m Lonsxdcr the se‘lecnon of proper

truncation Iags The stansncs nru tr'msfc:mud 1o emow: the effccu. of autocomlanon on the

asymptotic distribution of me test smnsum We used the lransformed test snustws ‘which are ‘

listed in Perron (1988, Table 1, pp- 308'9) T hb aof the 1mnsfom;ed regressxon is lhen tested

following the usual ADF procedurc.

The third unit roots test applied is the PC test. The PC xéstyjis fund"amgntzfuy different
from the previous two methods (the ADF and PP tests) in the sense that the autoregressive
root is not determined directly. This approuch has some intuitive merits and notable
simplicity. Instead of examining the autoregressive root the PC test deploys a spurious
feature of a regression that involves integrated processes where polynomials are pdded. The

test procedure utilises two OLS regressions:

¥ | 3)
R:U‘Yk‘ T )

q

Y, =Xyt o+ oy 4
k=0

While regression (3) is without (or has fewer) time polynomials tenms, regression (4) has

superfluous time polynomials, i.e. (M1 1 (g>p).

The test statistic for the above regre<sions is defined by:

Jolp.q) = (RSSp - RSSq)/RSSy 3

where RSSp and RSSq are residual sums of squares from regressions (3) and (4),
respectively.

The statistic essentially tests the null hypothesis, Ho: = yp,,1 = ... = ¥, = 0 against the
alternative hypothesis that at least one of the redundant ganmma terms is not zero. Under the

null hypothesis that Y, is a non-stationary time series, Jo(p, q) has a stable distribution and




the critical values are tabulated ‘fO’lbwi,:ig{,Réxrk ém’dﬁClym’i "(),9'{58)4 Tbe; miﬂ. hypothesis of a
unit root in Yy is accept-d if Jo(p, ) is greater than the relevant cﬁt}cai value, and rejected if

smaller. g

Cointegration, as originated by Granger (1981), implicS kthe'cxistence of a long-run
equilibrium relationship between two or more variables. Thus, two variables are said '.tobd
cointegrated if thewr duta series have a linear combination which is stationary, even though
the individual series are non-stationary or unit roots (Hallam, Machado and Rapsomanikis
1992). In using cointegration theory as recently developed by Granger (1986, Engle and
Granger (1987), Johansen (1988) and Stock and Watson (1988), it is now possible to test for
long-run equilibrium relationships among variables such EXPy, GDP, and CPlL,, and EXP,
GDPy and EXRy. If these variables are eact ‘1), for example, it is typically true that any
linear combination of these variables in a trivariate representation may also be I(1).

However, if the linear combination is 1(0), then the variablec »ve said to be cointegrated.

To test for the long-run relationships or cointegr: 1g t.e variables, two tests of
cointegration (ADF and PP) based on residuais, and a thira «wat by variable addition (POC),
are introduced and deployed. First, the ADF and PP tests are tests for no cointegration, They

examine the least squares residudls from the regression:

Y, = Bg+ PBytrend + BX 4y, (6)
With By = 0, the equation becomes a no-trend case.

In order 1o test for cointegration among varmble (e.g. EXPgy, GDP, and CPI,) series,
which is expected to be 1(1), by the unit roots tests, 1irst, we run the regression EXPy, on
GDPy, and CPl,, and obtain the computed up. If the residuals have unit roots, the regression
model i5 not cointegrated and there is thus no cointegration among the variables (EXPy,,
GDPy, and CPI,). As Phillips and Ouliaris (1987) have shown, the ADF and PP unit roots

tests can be used to test for no cointegration among variables.



The ADF test for no cointegration follows the procedure below: .
() Compute the residuals u from the regression of EXPy, on GDPy, and CPL,.

(b) Run the regression Zor equation (7):
A= yug + glsi‘:“’bi e &)

(c) Check the coefficient of uy. ;. If =0, u, will be an I(1) series.

The hypothesis of cointegration corresponds 0 y being significantly negative (a
positive value would imply that the computed u, is non-stationary). If the value is less than
the critical value, which is negative, then it supports cointegration among the variables.
Under similar principles, the PP test is also perfonned on the series of the OLS :esiduals, u.
Failure to reject the null hypothesis that ug is = 1(1) is taken 1o imply that the variables are not
cointegrated. The PP test depends on the chowee of the lag truncation number chosen for the
window 1o estimate the long-run variance of the error process. The critical values for the
ADF and PP tests of cointegration are tabulated by I igle and Yoo (1989), Finally, the POC
test for cointegration is briefly presented. Here a superflunus time polynomial is added 1o the
model. The test is carried out to find whether the cocfficients of the adde | polynomial are
zero or not. If the test shows the cuefticients of the added polynomial are zero, stationary

errors are implied (In, Mehia and Doran 1992), showing that cointegration exists.

Two equations are postulited for the POC test:

Y= oy + BX;+ yjrend + uy, (8)
5
Y=a+zp,t“+ 57)\’ + Uny, (9)
t 2 k:lk 23 T Uy

The POC test statistic for models (8) and (9) is defined as:

J5(1,5) = (RSS, - RSS,)/RSS, (10



=10 -

where RSS; = residual sum of squares from regression (8) and RSSy = residual sum of
squares from equation (9). The critical value for this test is 0.295 and any observed value less
than 0.295 supports the existence of cointegration, meaning that stationary errors are
implied. ' o

Thus, based on POC cointegration test, the J5(0, 3) test for no trend model, we

postulated cointegrating regressions for our variables ay:

log(EXPy) = oty + Bylog(GDP) + Balog(CPL,) + ey, an
IOgLEXPd) =g + ﬁglOg(GDPd) + ﬁql(}g(HXRd) + ey (22)

The POC test statistic for models (11) and (12} is the same as (10) above. The critical value
for this test is 0.330 at the 5 percent significance level and any observed value less than
0.330 supports the existence of cointegration,

Following Cranger (198%: 203), if the above regression supports the cointegration, the
model should be estimated in the ECM model. But if the variables are not coinicgrated, the
only valid relationship that exists between them is in terms of their first differences. A vector
autoregressive (VAR) maodel is the most suitable representation for such variables (Granger

1988, Engle and Granger 1987).

3.2 The Error Correction Mechanisms

An ECM model suggests two possible ways of explaining CERV in the SPINs, namely
external and domestic sectors. The determination of CERV can be influenced either by
external sector variables, or domestic sector variables or both. For the domesue secior we
expect the long run CERV 1o be related and influenced by GDPy and EXRy. In small open
cconomies like the SPINs, we expect external factors 1o exert substantial influence o

CERYV, hence the consideration of external sector in the model. Only the most important



variables for the two sectors expected to determine the longé' and ,shbri;frunfrelationships of
CERYV were considered as there was need to keep the system mé:xageab!e,

First, we developed an ECM model for the domestic sector of the Selected SPINs. We
let Yy be (EXP, - EXP;, GDP - GDP,_,, EXR, - EXR_.), and considered the residual Xip
1= EXPp; - 1GDPy) - L,EXR,,), where the estimate is based on the following cointegrating

equation:

EXP| = 7,GDP| + T2EXR) + Jy (13)

where “‘x} is integrated of order at most zero
Then we estimate the following system of equatic=:

9]
Yig= MXp+ Bt 2 By, vy vy (14)
i=1

where Ay and By are 3 # 1 vectors, cach B isa 3 * 3 matrix, and Viyisa3 * 1 vector
of error terms. It is important to define, X, ), the disequilibrium crror for the system. The
first row of (14) describes the dynamic adjustiment of export revenue variability (or CERV),

and its second and third rows model those of GDP and EXR, respectively.

The above regressions contin stationary vaniables and can be analysed in the usual
way. We are particularly interested in the first row elements of the vector A}, since we intend

lo investigate the dynamic adjustment of export revenue variability in the SPINs.

For the SPINs external sector, similurly, we developed the ECM model. Let Yo, be
(EXP, - EXP,_j, GDP,, - GDP,,.), CPl, - CPL,_;) and consider the residual Xou1 = EXP,

-8]GDPy,.; - 8,CPL, , where the estimate is based on the following cointegrating equation:

EXPy = 8jGDPy, + 8,CPI, + v (15)

where {v,) is integrated of order at most zero



=12 =

Note that the cointegrating test for equation (15) is conducted before the estimation of

ECM model. We, then, estimated the following system of ECM equations:

X
Yz't = -}\.2 X2.1~l + ﬂ: . 2, BZJ Yz’l,i + vy (16)
i=]

where Ay and B are 3 ¥ 1 vectors, each By jis a 3 * 3 matrix, and v, is a 3 * 1 vector
of error terms. Again, we focus on the [irst row of (16) which describes the dynamic
adjustment of export revenue variability, Equation (16)'s second and third rows model those

variables of the SPINs' GDP,, and (CPl,), respectively.

Finally, the ECM model fur the dynamic determination of export revenue variability in
the SPINs can be expanded by incorporating the two types of macrocconomic explanations
(the domestic and eaternal s>ctors) simultancously. Let Z be (EXP, - EXP_,, GDPy, -
GDPy,.y. EXRy - EXRy,y, GDP - GDP . CPL, - CPL,.;), the ECM model can be

estimated by the following system of equations:

2‘ = -)«.3}'(]'1,] - ,““Xﬁ.bl + [j + L CJZ“J A (17)
1]
where Xy and X, are defined as previously and A3 and A4 are 5 * 1 vectors,
respectively; and B is a 5 * 1 vector, each Cypisa 5 ® 5 matix, and viisa 5* I vector of error

terms,

Again, the strength of the ECM is to allow the effects of the external and domestic
influences on CERV in the SPINs. The esumition of the A3 and A4 coefficients on the

equilibrium error terms are reported in Table 3.
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3.3 The FEDA and IRA Testing Procedure
3.3.1 FEDA

According 1o Ford (1986), Orden (1986), Tegene (‘1990), Dbzm 7(1?9'0)‘ and In and
Sugema (1992), decomposition of forecast variance permits one to account for portions of
the forecast variance to particular variables in a system. Sourccs and their proportionate
contributions of variability/instability of a particular variable in a system are traced,
apportioned and attributed 1o other variables in the system. Essentially, decomposition is
bu~ed on the variance of the shocks to each variable (estimated from the error terms of the
suroregressive equations) and the impacts of these shocks on each forecast (estimated by the

coefficients of the moving average [MA] representation) (Orden 1986).

According to Ford (1986), a MA transformation is based on an autoregressive model

such as the one below (18):

Zy = HN + ?jct,j (18)

where Z is an M-vanate stochastic process, Hny is the deterministic part of Z,, and g, is an N-
variate white noise process - if tis not equal to j and €, and €, are uncorrelated

from (18), the MA representation for the decomposition becomes:

)
Zy = P SV, _. (19)
et SRS

where the H j are the MA parameters.
The K-step ahead forecast error variance is:

var (Ziyg - Eflzg )



3N e
= £(H) 8) (H, 8)° ' : ‘ ' 120)
gogigk™) (S : . , (20)

Letting hys;; be the ijh element of H¢S, then (lxksiij)z, j = 1,y m s the ih diagonal of
Hy S(hS)" ‘ L

]

The k-step ahead forecast variance of the it variable is the given by:

k-1

YT (hysg 2 (21
k=03 & k713 ’
and the percentage of that variance from equation {19) accounting for variable i by variable I
is:
k-1 , k-1 m \
100 * X (hys; ¢/ L X (hys;s)? (223

k=0 k=0 =1

It is worth noting that the decomposed variance highly depends on the ordering of the

variables piior to the decomposition.

3.3.21IRA

Also as described by Ford (198v), Tegene (1990), Doan (1990), Orden (1986) and In
and Sugema (1992), IRA is a shock evaluation procedure where the dynamic characteristics
of a system are assessed. The evaluation reveals the effect on a system of an initial

exogenous shock impacting on one variable in that system.

Like FEDA, IRA is actually a MA representation of a system, whose coefficients
provide impulse response functions that map out the responses of all the variables in a model

to a one-standard deviation initial increase in one of the variables,

Hence, the effects of an unexpected shock to the system are traced through the
deviations of the shocked time paths from the expected time paths given by the model. For

example, IRA could be used 1o predict the response of EXPy, GDP,, and CPL, if there is an
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unexpected initial shock or an upward trend (fluctuation such as an unexpected boom) in

export revenues.

Bascd on the same MA transformation of the autoregressive model tin gquation (18),

Ford (1986) represents the MA-of {RA as:

had
Zy = & Hyny_g (23)
3=0
One disadvantage that arises with both FEDA and IRA is the occurrence of
contemporancous correlation of forecast errors. That is, the covariance matrix of the error
terms £ = Enm,! is not diagonal. Therefore, one important step is to orthogonalise the
innovations {errors) (Ford 1986). The RATS statistical package (Doan 1990) applied for the
analysis of this study automatically, by default, orthogonalises the innovaticns using the

choleski decomposition method.

4 EMPIRICAL RESULTS AND DISCUSSION
4.1 Data

Consistent current time series data on aggregate EXP; values, GDP,,, CP1,, GDPg and
EXRy were collected for three selected SPINs from various issucs of the International
Financial Statistics (IFS) Yearbooks of ihe International Mongtary Fund (IMF). These were
supplemented by various government and private reports (Fiji Government 1982 and 1991,
AIDAB 1991, Bank of PNG 1972-91, British SI Protectorate 1971, SI Government 1979 and
19R81-83). It ought to be noted that GDP is a simple weighted average of major trading
partners of the respective selected SPENs. The three selected SPINs are Fiji, PNG and S,
cach representing an economy which is, by the standards of SPINs, medium in size and fairly
diverse, large and diverse, and small and fairly concentrated, respectively. The major trading

partners for Fiji were identified as UK, Australia, New Zealand, Canada, USA and Japan.



Those for PNG mcluded Jap'm, Ft.dcml Repubhc of Germany, Ausmzha,v" |
and the Netherland:, while the ones for SI were Auxuaha Jdp'in, UK Fedeml Repubhc of

Germany and the Netherlands.

o “: )

The data, which were in respective local cum,nues, had to bc corrccted 04 common
denominator, the US dollar. To remove the eftect of milduonary trends tnd smb:lxse lhB dam
all values were deflated into constant prices, using 198:: as the base yedr, Logamhms were

also taken to smooth the series before any analyses were performed.

A limitation of the datn is that the sample sizes for each selected SPIN were not large
enough. For instance, Fiji, PNG and SI hud 32, 30 and 30 annual observations, respectively,
ranging from 1958 to 1989 for Fiji, 1961 10 1990 for PNG and 1960 10 1989 for SI. Longer
daa series were not available for these SPINs at the time of undertaking this study. These
small sample sizes limit the degrees of freedom in the analyses, resulting in OLS statistical
small sample bias which might affect the purameter estimates, thereby weakening the
integrity of the results. Nevertheless, these results should still shed some light on the
relationship” among EXPy, DP,, CPI, GDPy and EXRy in the SPIN economies over the

past three decades.

4.2 Unit Root Test Resul(s

For the test of the unit roots, we employed three methods (ADF, PP and PC). The
SHAZAM statistical application package (White et al. 1990) was used 1o carry out these
tests. Using specified univariate models for the GDP,, CPL,, GDPy, EXRy and EXPy, all the

three tests were applied for comparison and supplementary purposes.

All the three tests indicate (Tables not reported, too long) that nearly all of the
observed values are bigger than the criticul values. Therefore, at 10 and five per cent
significance levels for ADF and PP, and PC. teats, respectively, all fail to reject the null

hypothesis that o = 0 and o = 0, thereby declaring the GDPy, CPl,, GDPy and EXPy



AR

variables as non-sl‘mon‘lry, wuh an mlcgmtmn mdcr Of l(l) or [(2), rcspecuvcly Thus, for‘

the four series to be bmuondry, they will huye to dx!fumc.cd al icaaL Oncc.

To confirm the order of 3nmgra'tion, uu the series in ’th*c’ib ﬁréx diffetence ‘foﬁﬁ were
also tested for unit root using the same three tests. ’l‘he remms of the umt oot :csls (Table,
not reported as well) v, the first dxf‘mmncc gonfirmed most vmables 1o be I(i) by cuhcr all

the three or at least two of the tests.

Further, it is now becoming increasingly known that most economic variables are 1(1),
In fact, some earlier unit root tests (among others, Kugler (1991) for USA, Japan,
Switzerland, West. Germany, UK and Frunce, Serletis (1992) for Canada and Giles ct al.

{1992) for New Zealund) have found unit root results for export and GDP data series.

4.3 Testing for Cointegration

After the unit roots tests, we conducted tests for coimtegration in order to find whether
a trivariate representation series has long-run equilibrium relationships; that is, whether the
three series have a lincar combination series which is stationary 0). In Stock and Watson's
(1988) terms, finding whether some series is driven by common trends is equivalent to

identifying their fong-run equilibrium relot’ .aships.

Applying the SHAZAM puckage, the three tests (ADF, PP and POC) were conducted
for colitegradon testing. In coimegrating regression tests, the emphasis is to test whether the
enors (u,) are 1(0). Equations (7) and (8) for ADEF and PP unit roots tests and equations (9)
and (10) for PCC test of the u,, were applied to test for the cointegration null hypothesis that
Ho: vy = 0 vs the alternative hypothesis, Ha: ¥, is not equal to zero. If the errors are stationary

then cointegration relation exists among the series in question.

While both ADF and PP tests support cointegration for model 2 (external) for Fiji,

PNG and 81, ADF alone supports mode’ 3 (external) for PNG and 3 (domestic) for SL. PP



alone prons ovct 50 percent of all thr‘: modeb (7 »:md 3 , extem:ﬂ er F i and PNG and

domestic fm* SI, and 2 - external for Sl} of me mrce tcsts, ,POC tést secmcd the mosnf

smngenr in acwptmg the cmmcwtmn hypmhesm (Table l)

( Attached Table 1 rz'xbmu here)

The significance ]wclb fw* «mcpnn), wmmgmﬁon in :hcsc tests are l{) and five
percent for ADF and PP, and POC, ruhpwtwuy, In r.oimeg,rauon tests, obwrved wﬂues
smaller than critical vilues support the cointegration hypothesis. AL ’t,hls. zsxagg,,;;hercforc;, we
have empirical evidence to conelude, with mixed results, that cointegration exists jmnéng zt;,he

series under investigation

To support these mixed results, we also conducted residuals analysis. Residuals
generated from the respective cointegraiion regressions were plotied against time. All the
plots showed no particular pattern and unusual large residuals (Uriffiths at al, 1993: 639-
706). Tl «s, with these plots we were convinced and motivated to proceed and estimate the

long-run and decomposition relationships amony the series using the ECM models,

It is interesting to note that some previous studies found no cointegrating relations
between domestic exports and GDP in other countries, e.g., in UK, USA, Switzerland and
Japan (Kugler 1991 - Canada (Serletis 1992), and in New Zealand - with mixed results due

to disaggregated exports (Giles et al. 1992).

4.4 ECM Estimation and Analysis

Given some evidence of cointegration by ADF and PP tests, and sparing one by POC
test, we cstimated disequilibrium errors (Z,_)) by ordinary least squares (OLS) method,
following the ECM equations in (14), (16) and (17} and as suggested by Engle and Granger
(1987). This was done for each selected SPINs,



As shown in Table 2, Tux ’L, 4 mgmﬁc mt dxsequmbnum ermr cocff“ cxemsr?» ‘and 7»2'

for the d«hmesnc and euerml mark'” ; iBom the two- t:cx,ff‘ cxi:nts hdd the nght cxpcctcd  ~

negative szgus This m‘:pli’&‘) that: whw th: aanml zmd domesuc m'lrkcis are treated.
separately, the wwo maiketb pom"xy jong-run mﬂm.m:e ‘on CERN in Fux.k Thxs is a kw‘ ‘
prelimainary finding in the sense that policies rcg,'lrdmg CERV in ]‘}jl may well rbc‘ba!»cd ‘on‘ ‘
long-term considerations of both markets when these are analysed ihdivi‘auauy,w HéWevexj,‘ 1;
was our objective to analyse this situation usi ng & single system of léquzuions‘ asin(17) where
both the domestic and external markets sirultancously adjust interactively to exert influence
on CELYV, This was thought to be cleser 1o what might actually be happening in the real
situation. The results indicate (Table 2) that only the coefficient A3 pertaining to domestic
markets was significant with the right sign. This means that domestic markets have a longer-
term impact on CERV than the external factors in Fiji. On the basis of these results, policies
regarding CERV in Fiji should be treated ditferently. emphasizing longer-term plans more

on the domestic than external markets.
tAttached Table 2 about Liere)

The case for PNG is quite different from | ji when the two markets were analysed
separately. In fact, only the domestic market coefficient, A, had the right sign. Further, both
the disequilibrium errors were insignificant. This means that, on the long-term basis, PNG
CERY is not influenced much by both the two markets. When these markets were analysed
in a single ECM model, the results for PNG changed quite drastically. This time, apart from
having the right negative sign, the coefficient A3 for domestic markets was significant.
Hence, domestic markets are more important than external markets in exerting long-term
impact on CERV in PNG. This is only on the basis of the results accruing from the single

ECM model (17).

The S1 case is also different. Unlike PNG, but like Fiji, the results show that when the

markets are treated individuaily, both coefficients Ay and A5 for the domestic and external



factOrs, resptecm/elya arc sxgmt‘ czmt wnh *hc nght sxgns.x 'llns {,w both markcts Léé[ual

C 'ERV m the, SI ca

: 1mportance in terms of their lon g,~tern1 reldii«:msh ;ps *wy .So ‘long-xerm -

- policies should consxdcr bmh nmrkets whcn dc"dmg with. culbmg CER /] ZOWever, whcn the" :

two markets are amlyscd ina sin;,h, LCM model, both- the cocfﬁcxems* ).3 and ?\.4, for the.
domestic and extema} markets, mpecuvc.ly‘ bt,wme msiz,n rst:am though havmg the nghr,‘
mgns,‘ This implies that when using dwmnglc model with both markets ,_togmhar,, :1hcr¢ is

little influence on the long-run retationships between CERY and the two markets in SI.

In brief, when the two markets are analysed separately, the evidence from the results
of the ECM models shows that both markets (domestic and external) are equally important in
exerting long-run influence on CERYV in Fiji and S1. None of the markets is important in the

PNG case, However, when the markets are evaluated together in a single ECM model, only
domestic factors are important in exerting long-term impact on CERYV in Fiji and PNG. This
is not the case in SI as neither of the two markets is important on the long-run basis. Overall,
these preliminary ECM model results give some evidence supporting long-run relationships
between CERV and the domestic markets in the selected SPINs, particularly as evidenced
from Fiji and PNG cases. So in wrying to curb the problem of CERV over a long period,

domestic market polic #s could be given more weight in the SPINs,

With these mixed ECM muodel results, the outcome is inconclusive and we were put in
a dilemma in terms of mode! selection for further analysis. This dilemma therefore led us to
estimate the decomposition procedures using both the ECM and vector autoregressive

(VAR) techniques.

4.5 Ferecast Error Decomposition Analysis

The main objective of this study was to trace out sources and associated contributions
of variability of EXPy as atnibuted 1o both the external (GDPy. and CPL)) and domestic

(GDPy and EXRy) factors. We used FEDA as one way to accomplish this objective.



© Thus, a single model, involving the five variables, based on both the ECM and VAR
wodels, was used to look into the problem of export variability from two angles. To account
for contemporaneous correlations among the im‘mwﬁiﬁné‘riq itli&"gxswmaﬂlc‘ model was
orthogonalised in the order of GDPy,, CPL, GID’P; " .fEX._:Rd‘:an:d EXPy. This is snml.zr to
imposing @ recursive structure in the system. This type of orthogonalisuion pcmﬁt‘é‘l,‘rxos’t
exogenous factors (external) to come first in the mdeﬁng 50 a8 to allow the greatest

opporiunity for the factors to impact on the domestic exports (Tegene 1990).

Decomposition of forecast crrbr variances for both the ECM and VAR models for Fiji,
PNG and SI showed, in general, that a disturbance (or shock) originating from a given
variable inflicts the greatest own variability. Though the contributions to export variability
originating trom different sources differ from one model (und country) to another during the
different time periods, ihe findings from this study indicate that these contributions are not as

great as expected (Tables 3, 4 and 5).
{Auached Tables 3, 4 and 5 about here)

For instance, the LCM model indwates thwt GDP,, CPL,, GDPy, EXRy and EXPp
attribute an average of about 14, 4, 1, 2 and 45 nercent, respectively, of L2XPp variability over
a 15-year period (Table 3). Based on the VAR model, the sume respuctive variables attribute
an average of 2, 7, 3, 1 and 55 percent of EXPy variability over the same period. Apparently,
in Fiji, external factors were more important than domestic factors in explaining the sources'
fo » of Fiji's export variability, Otherwise, own variability is always the most

~aportant. These results seem consistent on the basis of both the ECM and VAR models.

In PNG, the resalis look different and more convincing. Both models indicate that the
contributions of the different variables to export variability are much L er (Table 4)
Jnlike in Fiji, the PNG evidence indicates that domestic fictors are more important than the
external factors. Again, own contribution of export variability is greatest in the PNC as
well. For example, based on ECM, GDP, CPL,, GDP

£5'¢ . WP ach e 1 >
per EXRpy, and EXPy,,, cach contribute
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to EXP),, variability an average of 14, 13,22, 23 and 43 percent, respectively, over a 15-year
period. Similarly, the VAR modei shows that the same variables contribute 20, 9, 21, 21 and

43 percent of EXP, varfability in the same order over the same period.

The results for the SI ease are most unexpected (Table 5). While the importance of
both the external and domestic factors is almost the same, their overall contributions to
export variability is marginal. For instance, based on the ECM, GDP,,, CPl,, GDPg, EXRg
and EXP; contribute an average of about I, 1, 1, 2 and 27 percent, respectively, of export
variability over the 15 vears. According o the VAR model, this contribution is about 4, 4, 3,
4 and 44 percent respectively over the sume period. As in the other selected SPINs, own

contribution 0 export variability is also greatest in SL

Apart from finding the sources and contributions of export variability aceraing from
other variables, one could find the contnibutions of export as & source of variability o these
other variables. Evidence points 0 different sources which contribute to export variability,

albeit, with different magnitudes, depending on the source of the disturbance (or shock).

To arrest these disturbances, it is imperative to know the sources and their
contributions of the instability within i system. These will gu*le policy makers to focus on
the elimination of the most importart fuctors of eape s variability which may be within their

limited means.

4.6 Impulse Response Analysis

Together with FEDA, IRA focuses on another version of shock evaluation in assessing
the dynamic relationships of a  system. Using similar MA  representation  and
orthogonalisation like FEDA, IRA reveals the effect of an exogenous shock on certain
variables in a system. Responses of given variables are traced, over a given time, due to
effects of sume initial one-standard deviation positive shocks of other variables in a system

(Ford 1986, Tegene 1990, Orden 1986, and In and Sugema 1992).



‘Figures 1 1o 6, show that EXPy responses to shocks from the mlichrﬁ'vat_iablcis in the
system are different for di'fferenit varfables, Figures 1 and 2 ~rcprcsehﬂt Fiji, gtaphs: based on
both the ECM ahd VAR, respectively. During the first 5-8 years, ‘initia} shocks to EXP;
invoke greatest responses from all the other 5 varinbles within the system. These responysc{s
start dying out from year 8 to 10, tending towards zero by the 15th year, Apart from
responses pertaining to initial own shocks, EXPy responses are quite noticeuble. lniﬁally,
EXP; respond positively to initial shocks from almost all the variables {except from EXR¢
~ which gives the exports an initial big negative responsc) before the responses tend towards -
zero. Though not exactly in the sume magnitudes, the graphs for both the ECM and VAR
models poriray consistently similar pictures in terms of direction of the responses. This is

also quite consistent with the decomposition results for Fiji.
{Auached Figures 1-6 about here)

As in Fiji, the graphs tor PNG (Figures 3 and 4 based on ECM and VAR respectively)
depict similar short-run dynamic relationships among variables, particularly during the first
5-8 ycars. Again, both the ECM and VAR muwdels portray consistently similar pictures
pointing the conspicuous EXP), responses due 1o initial exogenous shocks from other
variables being positive during the initial periods. After a period of about 2 years, the export
responses start decreasing owards the negative side before they .ncrease again, eventually
starting to settle down after 5-8 yeurs (parucularly for the ECM model). By the 10th year,
most of these responses have tended tow wrds zero. This time, initial export responses due to
the EXRy,, shock are positive for ECM (unlike in Fiji) but negative for the VAR model.

PNG's IRA results are also consistent with the corresponding FEDA results,

As evidenced in Figures 5 and 6 (for the respective ECM and VAR models), the Si
case porvays similar rends o other selected SPINs. Apart from initial shocks in EXRg
which signal initial big negative responses to exports (almost similar to Fiji), EXPg

responses triggered from disturbances of the other varizbles are substantial and positive
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during the first 2 years; this trend persists sometimes upto3or4d yaars,.gspécially for GDPw
and CPI,. By year 8, most of these: résponses mp:irt Iium those aceruing from EXRg; and
EXPg; which persist up to year 10, sometimes lunger)k would have settled dbwn to almost
zero. Both the ECM and VAR models point towards same direction in variable responses.
Though the IRA results seem consistent with the corresponding FEDA results, IRA seems to
give a much clearer picture of the shorx-ﬁm dynamic relationships of exports and the other

variables in the SI system.

5. SUMMARY AND SOME CONCLUSIONS

The overall objective of this study wus to test empirically the dynamic relationships
existing between export viwiability and other factors; based on cointegrution analysis, we
used FEDA and HiA decomposition procedures modelied on the ECM basis to test for the
long-term equilivrium relationships and their sowces a 1d contributions to export variability.
VAR models were also used for the same analysis to countercheck the consistency, and

perhaps the validity, of the results.

We also used mode! specification tests (ADF, PP, PC and POC) to pretest and check
on the statistical properties of the variables. These tests which have become a requirement
for statistical time series analysis, are essentially supposed to reveal the unit roots and

cointegration conditionaity of the variables.

Based on ECM modelling, the evidence of the preliminary evaluation gives support to
a contention of long-term influence of the domestic markets on CERV in the selected SPINs,
particularly in Fiji and PNG. This implies that when teying 1o curb CERV over the long-tem,

more consideration should be given 1o policies pertaining io domestic markets in the SPINs.

From these preliminary findings, this study also sets the stage for identifying the
sources and associated contributions of export variability/CERV in the selected SPINs. For

example, evidence from FEDA and IRA suggests that individual variabies from external
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markets contribute more to CERY in Fiji, This is almost contrary to the ECM results for Fiji.
In PNG domestic ifact‘dr,s are more important while in SI factors from iboth markets are
almost of equal importance in their contribution to CERV. This is .consistQm with the ECM
results for PNG and S1. Thus, 1his type of aualysis conld give guidance to relevant policy

makers in making decisions as to what sources of export variubility are more important.

The approaches to arresting the export variability will be different for the different
SPINs as the evidence from this study suggests that sources differ in their contribution to

export variability among countries.
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Table 1. Cointegration test results for the selected SPINs

ADF

POC

Test ~ 10%Crit  Test  10%Crit Test 5% Crit
stat. value sty vitlue stat o value
Fin ~
EXTERNAL®? , ‘ ,
Model 2 -4,54 345 ~4.5() -3.45 0.22 0.330
Model 3 -1.91 3.83 -4.066 -3.83 093 0295
DOMESTICY
Model 2 -3.34 -3.45 340 -3.45 0.03 0330
Modcl 3 3.32 -3.83 -3.32 -3.83 074 0295
PNG
EXTERNALH?
Model 2 -3.84 345 -3.08 -3.45 076  0.330
Model 3 -4.18 -3.83 T -3.83 0.63 0295
DOMESTICP
Model 2 227 -3.45 -3.01 -3.45 008 0330
Model 3 229 -3.83 -3.03 -3.83 018  0.295
St
EXTERNAL#
Model 2 -3.62 -3.45 -3.72 -345 140 0330
Model 3 23,70 -3.83 23,70 -3.83 1.50  0.295
DOMESTICY
Model 2 3.9 -3.45 -4.35 -3.45 034  0.330
Model 3 -4.51 -3.83 -4.51 -3.83 031 0295
Notes:

Model 2 = Drift, No trend
Maodel 3 = Constant, Trend

a = External factors {major trading partners weighted GDP,, and CPIL).

b = Domestic fuctors (exporting SPIN GDP and exchange rates).

Both ADF and PP support cointegration in Maodel 2 (external) of Fiji, PNG and Sl.
ADF alone supports Maodel 3 (external) of PNG and 3 (domestic) of SI.

PP alone supports over 50% of all the models

POC supports Model 2 (both external & domestic) of Fiji, and Models 2 and 3

(domestic) of PNG.




‘Table. 2. Results oi‘ the dxscthbrmm crmrs (7‘1,4) of the cstumted ECM modds for the
selected SPINg e ; :

il | PNG st
Model ‘
-3y 0.850  (-4.070)" Q08 (-0.030) -0.980 (-2.709)"
b -2y 0488 (:2.850)" 0101 (-0.605) 0728 (:3041)"
c- A3 0266 (257" 0401 2700 -0.096 (-0.465)
c- 2 0.138  (L.775) 0097  (1.2549) 0.164 (-1,085)
Notes:

Model a (Ay)
Model b (Ap)
Model ¢

domestic factors
Extemal fuctors
both (A3) domestic and (A4} external factors in a single model

noui

* Most equilibrium errors have the expected, negative sign and significant, particularly for
models a and b for Fiji and S1.

** Though model ¢ has the correct signs and significant for &5 of Fiji and PNG, this is not the
case for S




Table 3. ibcébnipg{siti@xi (in % of {i’ox%é‘czgsm’t:nfaif varince afselec:edspms SRHL
Pd GDP, . CP,  GDP EXR;  EXP;
: ECM |
Shock To:
GDP,, ' , , e
1 100.00 000 000 000 000
5 61.56 158 1214 1010 1462
10 57.50 178 1542 1107 1423
15 57.64 . 178 153 11,06 14,19
‘Cma o
| 19.73 8027 0.0 000 000
5 29.04 52.34 1.25 13.53 3.84
10 29.00 5123 1.65 14.24 3.88
15 29.00 51.23 1.66 1423 3.88
GDP;
1 19.27 398 7675 000 0.00
5 11.43 408 7206 175 0.68
10 11.21 4.66  69.58 i3.84 0.7
15 11.15 456 69.65 1377 077
EXR;
i 12.13 955  45.83 3249 000
5 9,563 871 3514 4502 148
10 9.95 902 3536 4412 155
15 9.89 898  35.65 43.87 161
EXP; v .
1 219 145 2583 0.11 7042
5 4.60 691 1477 3428 3945
10 6.51 770 1342 36.35  36.02
15 6.53 770 1346 3631 36.00
Notes:

Pd = Period in years

GDPy,, CPL,, GDPy, EXRy¢and EXPyare muibutable 1o about 14,4, 1,2 and 45%,

respectively, of EXPp variability over a 15 year period.



Shock To:
Gup,,

CPL,

GDPy

EXRy

EXPy¢

g
WAL N w

10
15

10
15

100.00
86,79

1.08
.59
1,58
10.58

000
540
7»70 .

5.04

0.00
0.46
0.01

0.64

69.71
(.53
70.96
70.96

40.40
47.28
48 18
48.30

22.69
16.32
16.31
16,31

29.57
28.43
27.89
27.82

>
8883

Notes:

Pd = Period in years

GDPy,, CPL,, GDPp, EXRpand EXPyp are aitributable to about 2,7, 3, 1 and 55%,
rcbpu,iwel) nf EXPy vaxmbxluy over i 15 year period.




Table 4. Decomposition (in %) of foreeast crror variance of selected SPINs - PNG

. Varigbles

pd  GDPv  CPh GDPp  EXRpg EXPpg

Shock To:
i 100,00 000 -0 00 : 0.00 0.00
5 59.18 Q.81 148 C2492 13601
0 59.14 0.82 1.49 2492  13.63
15 59.14 0,82 1.49 24902 - 14,19
CPl, , :
1 18.90 81.10 0.00 0.00 0,00
5 32.27 21.47 12.14 21.31 12.81
10 R 21.42 12.21 21.35 12.85
15 3217 2142 12,21 21.35 12.85
GDPpg '
] 30.99 7.42 01.59 0.00 0.00
b3 36.19 309 . 25.00 11.85 22.37
10 36.08 397 25.01 12.07 22,27
15 36.0% 3.97 25.01 1207 2227
EXRpg
1 51.32 0.95 0.41 41,32 0.00
5 40.01 (.48 2.55 28.33 22,63
10 45.9% .48 2.61 28.34 22.59
15 45.98 0.48 2.61 28.34 22.59
1?.}-(1";,g
| 32.02 15.98 6.32 111 44.57
5 29,70 576 8.45 13.37 42.92
10 20.59 5.75 8.51 13.34 4281
15 29.59 5.75 8.51 13.34 42.81
Notes:

Pd = Period in years
GDPy,, CPL,, GDP,, " +EXRyy, and EXPy, arc aptributabic 1o about 14, 13,22, 23 and 43%,
respectively, of L'.X‘I e v.xrmf)mly over .l !5 year period.




Table 4. (continued) - PNG

Variables
Pd GDpP,, Cl ng G‘D‘Ppg | - ;EXRI’S EXPpg
VAR
Shock To:
GDP,, :
i 100.00 0.00 0.00 .00 0.00
3 54,99 (.81 0.52 23.37 2031
10 54,74 0.81 {1.53 2343 2049
15 54.74 (.81 .53 2343 2049
CPl,
| .59 90).41 0.00 0.00 0.00
5 23.69 38.60 12.55 16.44 8.72
10 23.50 38.57 12.57 16.39 8.91
15 23.506 38.57 12.57 16.39 8 91
GDPy,
I kIVER 6.40 63.45 0.00 0.00
5 3,10 819 33.00 4.64 21.07
10 312.83 817 32.76 5.11 21.13
15 32.83 8.17 32,76 5.11 21.13
1254
1 4372 312 7.66 45.50 0.00
5 44 .67 1.90 4.12 2890 2041
10 44,48 1.1 4.11 28.99  20.51
15 44,48 1.91 4.11 28.99 20,51
EXPDQ
‘ i 17.60 30.33 4.19 0.12 41.76
5 19.63 7331 .84 4,26 42,96
10 19.50 23.13 9.584 4.3 4293
15 19,50 2133 9.84 4.34 42.93
Notes:

Pd = Period in years
GDPw, CPla, GDP i EXR,,

respectively, of LM g v‘m.:f‘ bility over .1 15 year period.

and EXPy, are auributable to about 20,9, 21,21 and 43%,




Table 5. Decomposition (in %) of forecast error variance of selected SPINs - ST

T Varibles
Pd  GDI,, CPl,  GDPy EXRq  EXPy
ECM
Shock To:
GDP,,
! 100.00 0.00 0.00 0.00  0.00
5 93.59 1.34 2.58 171 078
10 92.73 145 2.64 238 0.80
15 92.70 1.45 2.64 241 080
CPI,
1 2.86 97.14 0.00 000 0.0
5 5238 41.20 4.50 143 049
10 52.01 40.96 4.53 1.99 051
1€ 51.99 40.95 4.53 202 051
GDP;
1 0.00 2917 70.83 000  0.00
5 43.86 2159 28.53 537  0.65
10 43.83 2157 2851 544  0.65
15 43.83 2157 28.51 544 0.65
EXRg;
1 16.44 30.11 597 4748 0.0
5 25.31 18.47 3.57 5037 2.28
10 25.08 18.40 3.60 5063 229
15 25.08 15.40 3.60 5063 2.29
EXP;
1 0.05 1247 40.23 0.08 47.17
5 38.56 1797  20.86 199 20.62
10 38.43 1793 20.81 229 20.54
15 38.42 1793 2081 231 2053
Notes:

Pd = Period in years

GDP,,, CPly, GDP;, EXRy; and EXPg are awributable to about 1, 1, 1, 2 and 27%,
respectively, of EXPg; variability over a 15 year period,




Table 5. (continued) - ST

| 'Vafizlbles )

Pd GDP,, - CPI, GDPg EXRgy  EXPg
VAR
Shock To:
GDP,,
1 100.00 0.00 0.00 0.00 0.00
5 $8.00 3.32 0.91 3.83 3.88
10 87 86 3.31 0.91 4,01 3,91
15 87.86 3.31 091 4.01 3.91
CPL,
1 504 94,96 0.00 0.00 0.00
] 35.60 53.94 3.57 2.96 3.93
10 35.63 53.75 3.56 3.11 3.95
15 35.63 53.75 3.36 3.11 3.95
GDPg;
i 019 24,12 75.69 .00 0.00
5 38.75 22.89 28.99 6.29 3.08 -
10 38.78 2288 28.97 6.29 3.08
15 38.78 22.88 28.97 06.29Y 3.08
EXRg;
] 11.42 17.22 11.21 60.15 0.00
5 30.12 10,40 5.45 50.17 3.86
10 30.06 10.37 5.44 50.25 3.88
15 30.00 1).37 5,44 50.25 3.88
EXPg
1 0.02 13.87 30.93 2.83 5235
5 11.33 18.57 24.56 4.28 41.26
10 1136 18.50 24.54 4,31 41.23
15 11.36 i8.50 24.54 4.31 41.23
Notes:

Pd = Period in ycars
GDP,,, CP1,, GDPg, EXR; and EXPg; are attributable to about 4, 4, 3, 4 and 44%,
respectively, of EXPg variability over a 1S year period.
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