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# LEAST SQUARES ROBUSTNESS WHEN THE ERROR TERM IS MISSPECIFIED IN COBB-DOUGLAS TYPE FUNCTIONS 

By Terry N. Barr and James F. Horrell*

The Cobb-Douglas type function has a multiplicative deterministic form, $\mathrm{Y}=\beta_{0} \mathrm{X}_{1}{ }_{1} \mathrm{X}_{2} \beta_{2}, \ldots, \mathrm{X}_{k} \beta_{k}$, which can be used to analyze certain economic structures. The usual error specification for this function is that the error term enters multiplicatively with lognormal distribution. This specification permits use of a natural logarithmic transformation and the usual linear least squares estimation techniques with slight modifications. The study reported on investigates the effect of an error misspecification on the estimates of the parameters. In particular, is there a significant bias in the estimates of the parameters $\beta_{1}, \beta_{2}, \ldots$ $\beta_{k}$ when the logarithmic transformation is applied to data generated using additive errors? Monte Carlo techniques were used to generate empirical distributions of the estimates to be analyzed with analysis of variance (ANOVA) techniques. Evidence suggests bias would exist but not of the magnitude, in most cases, to greatly challenge previous economic evaluations based on regressions using Cobb-Douglas type functions. Though this may be a source of consolation for many analysts, it should be noted that any conclusions that loglinear estimation yields satisfactory estimates in the presence of additive errors must still depend on the peculiarities of the sampling experiment. Keywords: Production functions, econometrics, error misspecification.

## INTRODUCTION

Economists have traditionally used the following Cobb-Douglas type functions in studies of demand and production (4, pp. 464-72). ${ }^{1}$

$$
\begin{equation*}
\mathrm{Y}=\beta_{0} \mathrm{X}_{1}^{\beta_{1}} \mathrm{X}_{2}^{\beta_{2}} \ldots \mathrm{X}_{\mathrm{n}}^{\beta_{\mathrm{n}}} \tag{1}
\end{equation*}
$$

The error specification typically facilitates the use of the logarithmic transformation and the usual least squares estimation techniques with slight modifications ( $6, \mathrm{pp}$. 1034-38). The multiplicative error assumption can be rationalized through the multiplicative central limit theroem. But its pragmatic justification, namely allowing the Cobb-Douglas form to be intrinsically linear, has been eroded with the advance of nonlinear estimation techniques (2, pp. 101-102).

[^0]The question for the researcher is how serious is the bias in estimation if the assumption of the multiplicative error is incorrect and additive errors are present? Goldfeld and Quandt (5, pp. 251-57) have proposed a method of estimation devised to account simultaneously for additive and multiplicative errors. Although the technique appeared manageable and the results reasonable, a number of interesting statistical questions remained open. In particular is the question of the need to know more about the consequences of misspecification of the error terms. The problem is also discussed in many econometrics texts (3, pp. 213-18) (11, pp. 591-94). This article is designed to provide some insights into this question.

Two error specifications which are the most prevalent in the literature are:

$$
\begin{array}{ll}
\mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{i}^{\beta_{1}} e_{i} & \mathrm{U} \text { is } \mathrm{N}\left(0, \sigma^{2}\right) \\
\mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{i}^{\beta_{1}} \mathrm{~W}_{i} & \mathrm{~W} \text { is lognormal with mean } \\
e^{1 / 2 \sigma_{v} 2} \tag{3}
\end{array}
$$

Suppose the true model which generated the $Y_{i}$ 's is

$$
\begin{equation*}
\mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{i}^{\beta} 1+\mathrm{V}_{i} \quad \mathrm{~V}_{i} \text { is } \mathrm{N}\left(0, \sigma^{2} \mathrm{I}\right) \tag{4}
\end{equation*}
$$

But the specification used for estimation is the traditional model of (2). The conclusions will apply equally well to (3) but notational convenience dictates the alternative form. Employing the natural logarithmic transformation, equation (2) becomes

$$
\begin{equation*}
\ell n \mathrm{Y}_{i}=\ell n \beta_{0}+\beta_{1} \ell n \mathrm{X}_{i}+u_{i} \tag{5}
\end{equation*}
$$

Upon examination it is clear that (5) is a linear model and the OLS estimates of $\ell n \beta_{0}$ and $\beta_{1}$ are given by

$$
\begin{equation*}
\ell n b_{0}=\frac{1}{n} \sum_{i=1}^{n} \ell n \mathrm{Y}_{i}-b_{1} \frac{1}{n} \sum_{i=1}^{n} \ell n \mathrm{X}_{i}=\overline{\ell n \mathrm{Y}}-b_{1} \overline{\ln \mathrm{X}} \tag{6}
\end{equation*}
$$

$b_{1}=\sum_{i=1}^{n}\left(\ell \mathrm{X}_{i}-\overline{\ln \mathrm{X}}\right)\left(\ell n \mathrm{Y}_{i}-\overline{\ln \mathrm{Y}}\right) /$

$$
\sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ln \mathrm{X}}\right)^{2}
$$

By noting that

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ell n \mathrm{X}}\right) k=k \sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ln \mathrm{X}}\right)=k \cdot 0=0 \tag{8}
\end{equation*}
$$

we have, upon simplifying (7)
$b_{1}=\sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ell n \mathrm{X}}\right) \ell n \mathrm{Y}_{i} / \sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ell n \mathrm{X}}\right)^{2}$
Note from (4) that

$$
\begin{align*}
\ell n \mathrm{Y}_{i} & =\ln \beta_{0} \mathrm{X}_{i}^{\beta_{1}}\left(1+\mathrm{V}_{i} / \beta_{0} \mathrm{X}_{i}^{\beta_{1}}\right)=\ell n \beta_{0} \\
& +\beta_{1}{ }_{1} \mathrm{X}_{i}+\ell n\left(1+\mathrm{V}_{i} / \beta_{0} \mathrm{X}_{i}^{\beta_{1}}\right) \tag{10}
\end{align*}
$$

Substituting (10) into (9) and using (8) yields

$$
\begin{array}{r}
b_{1}=\left[\beta_{1} \sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ell n \mathrm{X}}\right) \ell n \mathrm{X}_{i}\right] / \mathrm{D}+\left[\sum _ { i = 1 } ^ { n } \left(\ell n \mathrm{X}_{i}\right.\right. \\
\left.-\overline{\ell n \mathrm{X}}) \ln \left(1+\mathrm{V}_{i} / \beta_{0} \mathrm{X}_{i}^{\beta}\right)\right] / \mathrm{D}
\end{array}
$$

where $\mathrm{D}=\sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\ell n \mathrm{X}\right)^{2}$. The coefficient on $\beta_{1}$
reduces to 1 , thus

$$
\begin{gather*}
\mathrm{E}\left(b_{1}\right)=\beta_{1}+\sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ln \mathrm{X}) \mathrm{E}}\left[\ln \left(1+\mathrm{V}_{i} / \beta_{0} \mathrm{X}_{i}^{\beta_{1}}\right)\right] /\right. \\
\sum_{i=1}^{n}\left(\ell n \mathrm{X}_{i}-\overline{\ln \mathrm{X}}\right)^{2} \tag{11}
\end{gather*}
$$

Looking at the term on the right-hand side of (11) that has the expected value operator, E , applied to it, we note the following. Analytically it is impossible to assume a multiplicative error term and make a logarithmic transformation when the error term is actually additive and normally distributed unless the error term, when negative, does not dominate the deterministic part of the model. For analytical purposes, it is necessary to truncate the error term distribution so that taking the logarithm of negative numbers can be avoided. Thus to obtain the expected value of $b_{1}$, it is necessary to evaluate
$\mathrm{E}\left[\ln \left(1+\mathrm{V}_{i} / \beta_{0} \mathrm{X}_{i} \beta_{1}\right)\right]$

$$
=\mathrm{K} \frac{\int_{\infty}^{\infty} \mathrm{l}_{n}}{-\beta_{\mathrm{o}} \mathrm{X}_{i} \beta_{1}} \quad\left(1+\mathrm{V}_{i} / \beta_{0} \mathrm{X}_{i}^{\beta_{1}}\right)
$$

$$
\exp \left[-1 / 2 \frac{\left(\mathrm{~V}_{i}-\mu\right)^{2}}{\sigma}\right] d \mathrm{~V}_{i}
$$

This evaluation will be carried out empirically with the use of Monte Carlo and ANOVA techniques. The Monte Carlo technique will be employed to generate empirical distributions of the estimates in accord with two specific stochastic functional forms.

$$
\begin{array}{ll}
\text { Functional Form I: } & \mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{i}^{\beta_{1}}+\mathrm{V}_{i} \\
\text { Functional Form II: } & \mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{1 i}^{\beta_{1}} \mathrm{X}_{2 i}^{\beta_{2}}+\mathrm{V}_{i}
\end{array}
$$

Once construction of the distributions is complete, analysis of variance (ANOVA) techniques employing factorial models can be utilized to analyze the effects on parameter bias of varying the sample characteristics.

## DATA GENERATION AND MONTE CARLO APPLICATION

To illustrate the generation of the sample data for regression analysis, consider the single-variable model

$$
\mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{i}^{\beta_{1}}+\mathrm{y}_{i}
$$

The value of the deterministic part of this model, namely $\beta_{0} X_{i}^{\beta_{1}}$, is generated for each possible combination of $\beta$ value, X range, and sample size identified in table 1 . For all combinations the value of $\beta_{0}$ remains at 4.0.

For example, utilizing the first variant of each characteristic, a set of Y's would be constructed for $\beta_{0}=4$, $\beta_{1}=.5$ in which $X_{i}$ takes on values uniformly in the interval $[5,15]$ with a sample size of twenty, $(i=1, \ldots$, 20). All of the generated ( $\mathrm{X}, \mathrm{Y}$ ) points would lie on the graph of the function $Y=4 X^{\cdot 5}$. For example, if $X=5$, the nonstochastic $\mathrm{Y}=8.94$. The Monte Carlo technique is used to obtain the probability distribution of estimators of any parameter for comparison with the true value of the parameter. By repeatedly adding random error values $V_{i}$ from a known distribution to the deterministic portion of each combination and performing regression analysis, we derive an empirical distribution of each estimator.

Table 1.-Sample characteristics for functional form I

| Table 1.-Sample characteristics for functional form I |  |  |
| :---: | :---: | :---: |
| $\beta$ values | X range | Sample size |
| 1. $\beta_{1}=.5$ | 1. $n=20$ | Error variance |
| 2. $\beta_{2}=1.0$ | 1. $5 \leqslant x \leqslant 15$ | 1. $\sigma^{2}=4=40$ |
| 3. $\beta_{3}=1.5$ | 2. $5 \leqslant x \leqslant 85$ | 2. $\sigma^{2}=9$ |
|  |  | 4. $\sigma^{2}=16$ |

Although the generation of the independent, normally distributed random observations $\mathrm{V}_{i}$ with desired variance would appear conceptually easy, in actuality it involves a considerable amount of justification. The reader interested in this problem and its subtleties is referred to (13, pp. 39-61).

For each combination of sample characteristics and the corresponding unique deterministic data set, a total of 100 different sets of independent error values based on the error variance are created and added. The result is 100 different data sets for each of the 96 combinations. Applying least squares analysis to each set yields 100 estimates of $\beta_{1}$ for each of the 96 possible sample combinations enumerated in table 1. (The total is 9,600 regressions, not including one replication for $\sigma^{2}=16$ ). Each of these sets of 100 estimates constitutes, under slightly different conditions, a small empirical distribution of the estimator $\widehat{\beta}_{1}$, and each provides a sample for estimating $\mathrm{E}\left(\widehat{\beta}_{1}\right)=\beta_{1}+$ bias. Since we know the actual value of $\beta_{1}$, we can subtract it from our estimate of $\beta_{1}$, namely, $\bar{\beta}=1 / 100 \sum_{i=1}^{100} \widehat{\beta}_{1 i}$. The difference, $\mathrm{b}_{i}$, provides a good estimate of the bias created in estimating $\beta_{1}$ under conditions of error misspecification. The $\bar{\beta}$ are presented in table 2 for each of the respective combinations.

A similar process was followed in generating Monte Carlo results for functional form II, $\mathrm{Y}_{i}+\beta_{0} \mathrm{X}_{1 i}^{\beta_{1}} \mathrm{X}_{2 i}^{\beta_{2}}+\mathrm{V}_{i}$. However, the 1,444 total combinations were based on fewer error variance levels and dual $\beta$-values and X-range values (table 3). The $\bar{\beta}$ corresponding to each combination are shown in table 4 (14,400 regressions).

## HYPOTHESES OF INTEREST

In examining the results of the Monte Carlo experiment a number of hypotheses are of interest. Those listed below that do not have an alternative hypothesis explicitly stated should be assumed to have, for an alternative hy-
pothesis, $\mathrm{H}_{\mathrm{a}}$ : There exists at least one inequality. Bias refers to the estimates of the respective $\beta$ 's.

1. $\mathrm{H}_{0}$ : All $b_{i j k l} / s_{i j k l}$ are equal ${ }^{2}$
2. $\mathrm{H}_{0}$ : The biases due to the levels of "return to scale" averaged over all other factors are equal
3. $\mathrm{H}_{0}$ : The biases due to the different sample sizes averaged over all the other factors are equal
4. $\mathrm{H}_{0}$ : The biases due to the different "regions of the independent variables" averaged over all other factors are equal
5. $\mathrm{H}_{0}$ : The biases due to the different "error variances," averaged over all other factors, are equal
6. $\mathrm{H}_{0}$ : There are interactions in the factors of the experiment
vs $\mathrm{H}_{\mathrm{a}}$ : There are no interactions in the factors of the experiment
The hypothesis stated in 6 is ambiguous because a number of different interaction hypotheses can be stated. At this point, it is unnecessary to state them specifically; it is only essential to point out that such hypotheses need special consideration.

If equality is accepted in these hypotheses, it is pertinent to ask if the common value is different from zero and, if so, in what direction is it different. If equality is rejected, then obviously some of the biases are different from zero and only the differences need to be investigated.

It can be shown that rejection of any of the hypotheses, $2,3,4,5$, and 6 , will not indicate the acceptance or rejection of hypothesis 1 . If there is interest in other hypotheses, the model must be reclassified and an additional analysis of variance performed.

A completely randomized design involving a factorial treatment arrangement was taken from statistical theory to assess the general impacts and to test hypotheses 2 through 6. Cost factors in generation of the data have prevented obtaining a complete replicate of the experiment that would be necessary to test hypothesis 1 .

[^1]Table 2.-Monte Carlo results for functional form I


Table 3.-Sample characteristics for functional form II

| $\beta$ values | X range | Sample size | Error variance |
| :--- | :---: | :---: | :---: |
| 1. $\beta_{1}=.25$ | $\beta_{2}=.25$ | $(5 \times 15) \times(5 \times 15)$ | $n=20$ |
| 2. $\beta_{1}=.4$ | $\beta_{2}=.1$ | $(5 \times 15) \times(5 \times 85)$ | $n=40$ |
| 3. $\beta_{1}=.5$ | $\beta_{2}=.5$ | $(5 \times 85) \times(5 \times 85)$ | $\sigma^{2}=9$ |
| 4. $\beta_{1}=.9$ | $\beta_{2}=.1$ |  | $\sigma^{2}=25$ |
| 5. $\beta_{1}=.75$ | $\beta_{2}=.75$ | $\sigma^{2}=49$ |  |
| 6. $\beta_{1}=1.4$ | $\beta_{2}=.1$ |  |  |

(1,444 possible combinations)

## EMPIRICAL RESULTS

## Empirical Distributions and ANOVA Models

Consider the data layout in tables 2 and 4 , in which the entries are $\bar{\beta}$ values. Each is in a cell characterized by four subscripts, $i, j, k$, and $l$, where $i$ denotes the $i^{\text {th }}$ "return to scale," $j$ denotes the $j$ th "region of the independent variable," $k$ denotes the $k$ th "sample size," and $l$ denotes the $l$ th "error variance."

From an examination of the data layout, it is apparent that a completely randomized design involving a factorial treatment arrangement should be used. For functional form I, ANOVA will be applied, and, recog. nizing the presence of two responses under form II, MANOVA techniques will be used. For more information on both techniques, see $(7,8,10)$. The distribution of $\bar{\beta}_{i j k l}$ indicates that certain transformations must be made to these data to realistically satisfy the normality of the factorial model. Since $\bar{\beta}_{i j k l}$ is a mean of 100 estimates, $\bar{\beta}_{i j k l}$ is normally distributed with variance $\frac{\sigma^{2} i j k l}{100}$, where $\sigma^{2}{ }_{i j k l}$ is the variance of $\widehat{\beta}_{i j k l}$. The variance of $\widehat{\beta}_{i j k l}$ is not known, but a good estimate of $\sigma^{2} i j k l$ based on 100 observations is $\mathrm{s}^{2}{ }_{i j k l}$. So $\bar{\beta}_{i j k l}$ is distributed approximately $\mathrm{N}\left(\beta_{i}+b_{i j k l}, \sigma 2_{i j k l} / 100\right)$ and, consequently, $\left(\beta_{i j k l}-\beta_{i}\right) / \mathrm{s}_{i j k l}$ is approximately distributed $\mathrm{N}\left(b_{i j k l} / \mathrm{s}_{i j k l}\right.$, 1/100).

Since there are no a priori reasons for making strong assumptions concerning interaction and there is generally only one observation per cell, the analysis will proceed in stages. The first stage will be to use a three-way factorial analysis of variance model on a transformation of the data in table 2 that corresponds to:

- The three levels of "return to scale" $\beta=.5,1.0$, and 1.5;
- The two "regions of the independent variable" $5 \leqslant X \leqslant 15,5 \leqslant X \leqslant 85 ;$
- The two "sample sizes" $n=20, n=40$. The "error variance" is $\sigma^{2}=16$ with two replications.

Based on the conclusions of the first stage, we will use a modified four-way factorial model on the transformed data excluding only that part of the data that
was generated to use as a replicate in the factorial model of stage one.

On the basis of the conclusions of the first two stages, the selection of a multivariate factorial model for analyzing the second functional form $\mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{1 i} \mathrm{X}_{2 i} \beta_{2}+\mathrm{V}_{i}$ can be made. The results of the Monte Carlo application to this functional form appear in table 4.

## Functional Form I Y $=\beta_{0} X^{\beta} \mathbf{1}$

In the first stage the concern is the degree of interaction of effects among the sample characteristics considered:

1. Return to scale $=\propto_{i}(i=1, \ldots, 3)$
2. Region of independent variable $=\nu_{j}(j=1,2)$
3. Sample size $=\gamma_{k}(k=1,2)$
4. Error variance $=\delta_{l}(l=1, \ldots, 9)$

To find out if there are interactions among the characteristics that will require making allowances for them, the analysis begins by holding the error variance fixed and varying factor 1 , factor 2 , and factor 3 where the assumed model is

$$
\begin{align*}
\mathrm{Y}_{i j k m}=\mu & +\propto_{i}+v_{j}+\gamma_{k}+(\propto v)_{i j}+(\propto \gamma)_{i k}+(v \gamma)_{j k} \\
& +(\propto v \gamma)_{i j k}+\epsilon_{i j k m} \tag{12}
\end{align*}
$$

$i=1,2,3 \quad j=1,2 \quad k=1,2 \quad m=1,2$
Since this model provides no estimate of error if there is no replication, two sets of $\bar{\beta}$ values were obtained for the error variance $\sigma^{2}=16$. Consequently, we have a threeway factorial model with two observations per cell.

It is not realistic to assume that the $\epsilon$ 's are distributed independently $\mathrm{N}\left(0, \sigma^{2}\right)$. More realistically, we should assume that $\underline{\epsilon} \sim \mathrm{N}\left(0, \sigma^{2} \Sigma\right)$, where $\Sigma$ is a diagnonal matrix. Consequently, the $\bar{\beta}$ values which appear in the tables have been transformed for ANOVA by subtracting out the actual value of the parameter and dividing by the estimated standard deviation.

Table 4.-Monte Carlo results for functional form II


The analysis of variance results in table 5 indicate that no significant interaction effects of the second or third order occur in the three variables "return to scale," "sample size," and "region of independent variable." There exists the possibility that a "return to scale region of independent variable" interaction exists, since the F-ratio of 2.28 would be significant at a probability level of approximately .175 . The F-ratio 7.88 indicates a probability greater than .99 that "return to scale"affects the bias.

Table 5.-ANOVA for a three-factor factorial with replication: functional form I

| Factor | Degrees <br> of <br> freedom | Sum <br> of <br> squares | Mean <br> squares | F-ratio |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 2 | .18863 | .09431 | $a^{7} .88$ |
| 2 | 1 | .00124 | .00124 | .10 |
| 3 | 1 | .00716 | .00916 | .60 |
| 12 | 2 | .05454 | .02727 | 2.28 |
| 13 | 2 | .00676 | .00338 | .28 |
| 23 | 1 | .01348 | .01348 | 1.13 |
| 123 | 2 | .01400 | .00700 | .58 |
| Error | 12 | .14366 | .01197 |  |
| Total | 23 | .42947 |  |  |

${ }^{\text {a }}$ Significant at .01 level.

The means for the levels of "return to scale" are $.2449, .1051$, and .0310 for $\beta=.5, \beta=1$, and $\beta=1.5$, respectively. Hence, the bias is greatest when the return to scale is lowest and least when the return to scale is greatest. The means for the levels of "return to scale" are independent, unbiased estimates of the biases due to their respective levels. In theory, the error variance in the ANOVA is independent of the means; consequently, Tukey's T method can be used as a followup analysis to determine the nature of the differences in levels of bias corresponding to the levels of "return to scale." The T method indicates that the mean response for $\beta=.5$ and for $\beta=1$ differ at approximately the .06 significance level and the mean response for $\beta=.5$ and for $\beta=1.5$ differ at the .01 significance level.

Since the "return to scale" factor is quantitative, we can consider the functional form of the response curve for this factor. When there are just three treatments, the sum of squares can only be split into two quantities, linear and quadratic responses. The total sum of squares for "return to scale" is .18863 , and the sum of squares for linearity and for a quadratic response are .18286 and .00577, respectively. This would suggest a linear response curve.

Since the results of the ANOVA suggest that a significant interaction exists between "return to scale" and "region of independent variable" we now incorporate it and a fourth variable "error variance" into the model. The new model is
$\mathrm{Y}_{i j k l}=\mu+\propto_{i}+v_{j}+\gamma_{k}+\delta_{l}+(\propto v)_{i j}+(\propto \delta)_{i l}+(v \delta)_{j l}$

$$
\begin{equation*}
+(\gamma \delta)_{k l}+\epsilon_{i j k l} \tag{13}
\end{equation*}
$$

$i=1,2,3 \quad j=1,2 \quad k=1,2 \quad l=1,2, \ldots, 8$
Note that third and fourth order interactions do not appear in the model. There are two reasons: (1) in the first stage, higher order interactions seemingly did not exist, and (2) each higher order interaction that can be safely assumed out of the model causes an increase in the stability of the estimate of the error variance. It should also be noted that the significant interaction effect found in the first stage, $(\propto v)_{i j}$, remains in this model.

The distribution of $\underline{\epsilon}$ is again most realistically assumed to be $\mathrm{N}\left(\underline{0}, \sigma^{2} \Sigma\right)$; consequently, the $\bar{\beta}$ must be transformed for the analysis.

The results of the analysis of variance for the second stage are presented in table 6.

| Table 6.-ANOVA for a four-factor factorial without replication: functional form I |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Factor | Degrees of freedom | Sum of squares | Mean squares | F-ratio |
| 1 | 2 | . 15087 | . 07544 | $\mathrm{a}_{5.825}$ |
| 2 | 1 | $.04364$ | . 04364 | 3.370 |
| 3 | 1 | . 04205 | . 04205 | 3.247 |
| 4 | 7 | . 29436 | . 04205 | $\mathrm{a}_{3.247}$ |
| 12 | 2 | . 53364 | . 26682 | $\mathrm{a}_{20.604}$ |
| 14 | 14 | . 24608 | . 01758 | 1.357 |
| 24 | 7 | . 06162 | . 00880 | . 680 |
| $34$ | 7 | $.05405$ | . 00772 | . 596 |
| Error | 54 | . 69913 | . 01295 |  |
| Total | 95 | 2.12544 |  |  |
| ${ }^{\text {a }}$ Signific | at . 01 leve |  |  |  |

Table 6 F-ratios indicate significant main effects for "return to scale" and "error variance" and a very significant "return to scale - region of independent variable" interaction.

The presence of the interaction complicates the making of inferences concerning main effects. Mean values for a "return to scale" across "region of independent variable" classification appear below:

| Data range | $\beta=.5$ | $\beta=1.0$ | $\beta=1.5$ |
| :--- | :--- | :---: | :---: |
| $5<x<15$ | .0568 | .2233 | .1192 |
| $5<x<85$ | .3090 | .1408 | .0775 |

The value that conspicuously contributes to the interaction effect is .0568 . This mean is the result of averaging $16 \bar{\beta}$ values generated when $\beta=.5,5<\mathrm{x}<15, n=20$, $n=40$ and $\sigma=2,3, \ldots, 9$. When $\sigma$ took on the values 7,8 , and 9 , the distribution of the error term at the lower end of the region $5<x<15$ was a truncated normal distribution. The truncation was in the neighborhood of 1 standard deviation away from the mean. To illustrate, consider the error distribution when $\mathrm{x}=5.0625$ and $\sigma=9$. Since $Y=4 X^{\cdot 5}=9.00$, it is clear that if negative values were allowed, the distribution of $Y=4 X^{\cdot 5}+\epsilon$ would be normal with mean 9 and variance 81 . However, the logarithm transformation demands positive Y values, so the generation process would not allow any error values smaller than -9 . Thus, the error density at $\sigma=9$ is

$$
f(\epsilon)=\{[1-\mathrm{F}(-9)] 3 \sqrt{2 \pi}\}-1 \exp \left\{-\epsilon^{2} / 18\right\} .
$$

Such an error distribution will tend to increase the level of the $Y$ values in the lower part of the region of the independent value. The problem is not as severe at the upper end of the region since the deterministic portion of Y is larger. Consequently, the estimated slope in the linear equation is lower than it would be without the truncation problem.

The truncation difficulties can be partially removed by limiting the error standard deviation to values less than 6 . Under this subset the mean values become:

| Data range | $\beta=.5$ | $\beta=1$ | $\beta=1.5$ |
| :--- | :---: | :---: | :---: |
| $5<x<15$ | .1501 | .1332 | .0584 |
| $5<x<85$ | .2610 | .1203 | .0296 |

Even with this restriction of the data, the interaction effect is still present. Thus, the general inferences remain valid, namely that analysis of the main effects due to "return to scale" must be tempered by the effects of the region of the independent variable.

The overall means for $\beta=.5, \beta=1, \beta=1.5$ are respectively $.1829, .1820$, and .0984 . The followup comparison, again using Tukey's T method, indicates the biases for $\beta=.5$ and $\beta=1$ are not distinguishable, but both are different from the bias for $\beta=1.5$ at the .01 level. The decrease in error for larger "return to scale" values, particularly when the X region is larger, results from two factors. First, as the error variance decreases, the model becomes deterministic and the logarithmic transformation becomes more appropriate. Second, when the deterministic portion of Y dominates the standard error, there is a negative bias (as pointed out earlier). This bias should tend to counteract the positive bias reflected in the earlier stages of this analysis.

The means for the error variances $4,9, \ldots, 81$ are, respectively, $.0640, .1438, .0977, .1971, .2399, .2080$,
.1617, and .1232. An orthogonal breakdown for the "error variance" sum of squares appears below:
linear . . . . . . . . . . . . . . . . 05500
quadratic . . . . . . . . . . . 015779
cubic . . . . . . . . . . . . 06650
remainder . . . . . . . . . . . 29436

This indication of a quadratic response for "error variance" reflects the truncation difficulty mentioned earlier. As the error variance increases, the misspecification of the error term becomes increasingly serious. When the error standard deviation effectively overshadows the deterministic portion of $Y$ that corresponds to small values of X , the general level of the Y observation increases and pushes the estimates of $\beta$ in the opposite direction. Hence, the bias goes down.

The T method followup indicates that adjacent values are not distinguishable at the .1 level.

## Functional Form II $\quad \mathbf{Y}=\beta_{0} X_{1}{ }^{\beta} \mathbf{1}_{X_{2}}{ }_{2}$

Analyzing the empirical distributions in table 4 for functional form II presents a new difficulty. Functional form II, $\mathrm{Y}_{i}=\beta_{0} \mathrm{X}_{l i}^{\beta_{1}} \mathrm{X}_{2 l}^{\beta_{2}}+\mathrm{V}_{i}$, has two "return to scale" parameters, and as a consequence, the data are in two dimensional vector form. It cannot be assumed that the estimates of $\beta_{1}$ and $\beta_{2}$ will be independent; therefore, it will be necessary to use multivariate analysis of variance (MANOVA) techniques to analyze the consequence of misspecifying the error term. ${ }^{3}$

The results, using a four-way multivariate factorial analysis of variance model with two responses, are presented in table 7.

From the MANOVA table the following observations can be made:

- "Return to scale" main effect significant at the . 01 level
- "Range of the X variables" main effect significant at the .01 level
- "Error variance" main effect at the .10 level
- "Return to scale-range of the X variable" interaction significant at the .01 level
- "Return to scale-error variance" interaction significant at the .10 level
- "Range of the X variable-error variance" interaction significant at the .10 level
The presence of the interactions, of course, complicates a straightforward assessment of the main effects. It does seem reasonable, however, that the "return to scale"

[^2]Table 7.-MANOVA for a four-factor factorial: functional form II

| Factor | U-statistic | Approximate F-statistic | Degrees of freedom |  |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.250339 | ${ }^{5} 5.7921$ | 10 | 58 |
| 2 | . 629761 | $\mathrm{a}_{3.7717}$ | 4 | 58 |
| 3 | . 912625 | 1.3882 | 2 | 29 |
| 4 | . 687525 | $\mathrm{b}_{1} .9916$ | 6 | 58 |
| 12 | . 226585 | $\mathrm{a}_{3.1923}$ | 20 | 58 |
| 13 | . 911772 | . 2741 | 10 | 58 |
| 23 | . 906933 | . 7258 | 4 | 58 |
| 14 | . 305862 | $\mathrm{b}_{1} .5624$ | 30 | 58 |
| 24 | . 539751 | $\mathrm{b}_{1} .7455$ | 12 | 58 |
| 34 | . 888048 | . 5912 | 6 | 58 |
| 123 | . 499383 | 1.2038 | 20 | 58 |
| 124 | . 338052 | . 6959 | 60 | 58 |
| 134 | . 524836 | . 7353 | 30 | 58 |
| 234 | . 872698 | . 3405 | 12 | 58 |

${ }^{\text {a }}$ Significant at the .01 level. ${ }^{\mathrm{b}}$ Significant at the .10 level.
factor will affect the bias and, further, that the "region of the X variables" would similarly affect the bias in the estimates of return to scale. It is not clear, however, that changing the error variance will affect the bias as long as the ratio of the deterministic part of $Y$ and the error standard deviation remains at a reasonable level.

The error standard deviation may be so large that a truncated error distribution is effectively at work on the lower end of the deterministic curve. If so, certainly the "error variance" will affect the bias of the estimates of return to scale. The mean vectors ior error variances 9 , 25,49 , and 81 , respectively, are [.0788, .0277], [.1068, .0397], [.1437, .0673], and [.1507, .0745]. Realizing
the effect of the truncated error distribution and consequently allowing for its effect, we can note that the means for 49 and 81 error variances should be somewhat greater than they are. Hence, discounting the truncation factor, the "error variance" main effect will be more significant, and increasing the error variance does increase the bias resulting from error misspecification.

Table 8 gives the mean vectors associated with the "return to scale" and "region of the X variables" classification. To see the interaction effect in table 8, note the behavior of the vectors in the two "wide range" rows as the "return to scale" increases. Contrast this behavior with the behavior of the vectors in the "narrow range" row as the "return to scale" increases. This interaction effect can be partially explained by the truncation problem and partially by the domination of the standard deviation of the error by the deterministic part of Y for the higher "return to scale" values. Hence, this interaction effect is at least somewhat inherent in the misspecification of the error.

The cell means for the "range of the X variable" levels $5 \times 15 \times 5 \times 15,5 \times 15 \times 5 \times 85$, and $5 \times 85 \times 5 \times 85$, are respectively, $[.1062, .0931],[.1202, .0436]$ and [.1337, .0315]. The vector [.1062, .0931] is distinguishable from the other two vectors. And although some interaction effects are immersed in these means, it seems that areas of limited size for the "range of the X variables" will increase the bias in estimating the return to scale when the error is misspecified. Note that to speak of the size of the region is somewhat misleading, since the principal determinant of the effect is the level of the deterministic portion of the curve.

The cell means for the subsets of "return to scale" levels .5, 1.0, and 1.5 are, respectively, [.1365, .1175], [.1467,.0668], [.1388,.1009], [.1701, .0233], and [.0527, .0529], [.0751, -.0475]. An examination of

Table 8.-Mean vectors associated with return to scale and region interaction

| Region of independent variables | Returns to scale |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \beta_{1}=.25 \\ & \beta_{2}=.25 \end{aligned}$ | $\begin{aligned} & \beta_{1}=.4 \\ & \beta_{2}=.1 \end{aligned}$ | $\begin{aligned} & \beta_{1}=.5 \\ & \beta_{2}=.5 \end{aligned}$ | $\begin{aligned} & \beta_{1}=.9 \\ & \beta_{2}=.1 \end{aligned}$ | $\begin{aligned} & \beta_{1}=.75 \\ & \beta_{2}=.75 \end{aligned}$ | $\begin{aligned} & \beta_{1}=1.4 \\ & \beta_{2}=.1 \end{aligned}$ |
| $\underset{\times}{5 \times 15}$ | . 0995 | -. 0328 | . 1369 | . 2164 | . 1040 | . 1131 |
| $5 \times 15$ | . 0738 | . 1728 | . 1293 | . 0935 | . 1187 | $\dagger .0297$ |
| $\begin{gathered} 5 \times 15 \\ \times \end{gathered}$ | . 1370 | . 2322 | . 1671 | . 1530 | . 0216 | . 0910 |
| $5 \times 85$ | . 1095 | . 0024 | . 0753 | -. 0564 | . 0371 | -. 0465 |
| $\begin{gathered} 5 \times 85 \\ \times \end{gathered}$ | . 1731 | . 2408 | . 1125 | . 1409 | . 0325 | . 0213 |
| $5 \times 85$ | . 1692 | . 0252 | . 0983 | . 0327 | . 0027 | -. 0664 |

these means reveals the overall decrease in bias resulting for higher levels of "return to scale." Thus, seriousness of the bias created by error misspecification for an increasing return to scale is less than for a constant or a decreasing return to scale.

## CONCLUSIONS

The factors considered in the foregoing analysis were "return to scale," "region of the independent variables," "sample size," and "error variance." The sample sizes examined gave no indication of having distinguishable effects on estimate bias. The "error variance" does affect the bias and, generally speaking, it causes an increase in the bias as the error variance increases. The "region of the independent variable" affects the bias in the estimates in a couple of ways. First, if the region is small and the level of the deterministic portion of Y does not totally dominate the error standard deviation, then the bias is positive and can be substantial. Second, if the region is large and, consequently, the deterministic portion of Y dominates the error standard deviation for a good portion of the region, the bias effect will decrease. In cases where the deterministic portion dominates almost entirely, the bias becomes quite small and it can be negative. The "return to scale" affects the bias in a manner similar to the "region of the independent variable" in that return to scale affects the deterministic portion of Y. Consequently, as the "return to scale" level increases, it causes the deterministic portion to dominate the error standard deviation, and the bias is not serious. As the "return to scale" level decreases, the bias can be substantial.

These conclusions are by no means unexpected, but one is impressed by the robustness of the least squares technique under error misspecification of this type. A cursory review of tables 2 and 4 indicates that, except under the most difficult conditions with regard to variance, the bias generally is not significant enough to affect the empirical application of the corresponding elasticities. The evidence suggests bias would be present but not of the magnitude, in most cases, to greatly challenge previous economic evaluations based on regressions that use Cobb-Douglas type functions. While this is a source of consolation for many analysts, it should be noted that any conclusion that loglinear estimation yields satis-
factory estimates in the presence of additive errors must still depend on the peculiarities of the sampling experiment ( 9, p. 445).
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[^0]:    *Terry N. Barr is an economist with the National Economic Analysis Division, ERS, and James F. Horrell is an associate professor of business administration at the University of Oklahoma.
    ${ }^{1}$ Italicized numbers in parentheses refer to items in References at the end of this article.

[^1]:    ${ }^{2}$ This is a standardizing transformation of the $\widehat{\beta}_{i j k l}$ to satisfy assumptions of ANOVA factorial models. A more detailed justification appears later in the article.

[^2]:    ${ }^{3}$ There are several possible tests for analyzing data under MANOVA assumptions. The likelihood ratio tests are used in this study. For a complete treatment see ( 1 , chapter 8 ).

