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A Note on "Squared Versus Unsquared 
 

Deviations for Lines of Best Fit" 
 
By David M. Bell 

This note comments on an article by Harold B. Jones 
and Jack C. Thompson, "Squared Versus Unsquared 
Deviations for Lines of Best Fit, " which appeared in the 
April 1968 issue of Agricultural Economics Research. 
The purpose of that arti.c1e was "to compare and 
contrast the two approaches in the hope that more 
effective utilization of both techniques will result." The 
authors point out that alternatives to the least squares 
technique exist and that these alternatives should be 
considered for each problem so that the most ap­
propriate procedure may be chose~. They suggest that 
the differences between the two concepts are frequently 
unrecognized or ignored except in mathematical theory 
studies (4:, p. 64).1 

Given their purpose, the paper falls short in two 
ways. First, the treatment of squared versus unsquared 
deviations is less than complete. And second, a signi­
ficant part of the discussion is not closely related to the 
primary issue, and may confuse readers with limited 
statistical background-those to whom the article was 
primarily directed. 

As an illustration of the latter, while discussing least 
squares the authors state that " ... the attempt to 
substitute probability for logic or cause and effect 
relationships carries one beyond the realm of true 
seien tific inquiry" (1:, p. 65). This is true. Statistical 
techniques provide only probability statements that the 
researcher must then interpret. But this sheds little light 
on the basic issue-the choice of estimation technique. 

Regression as an Estimation Procedure 

Jones and Thompson assume that, usually, once a 
regression line is fitted to the data all statistical work is 
completed; the line is given-it is absolute. If this were 
the case, their argument would be more tenable, and if a 

1Underscored numbers in parentheses indicate items "in the 
References, page 79. 

regression line fitted by absolute deviations resulted in 
better estimators for the given purpose than those 
derived from squared deviations, then that technique 

would be preferable. But alternatives to squared devia­
tions other than absolute deviations may also be 
considered. 

Consider the general equation 

where Yi equals the observed value of Y corresponding 
to Xi and Yi is the "predicted" value of that Yi. Ifa = 1, 
we have the absolute deviations case; if a = 2, the 
squared deviations case. But a could also be set equal to 
.5 or 1.5 or 4 or any other value. The basic question is 
which value of a should be chosen. 

In fact, the choice of a should be determined by the 
loss function (!!, p. 15).2 Simply stated, the loss 
function is an approximation of the cost of making a 
wrong or bad decision. For example, suppose that the 
true value of some variable, which may range from 0 to 
m, is A (fig. 1). The loss may then be stated as some 

~I----------;-~--;-~I--TI--T--T--------~ 
o Abc m 

Figure 1 

function of the difference between our estimate and the 
true value A. This function, which is determined by the 
characteristics of the situation, establishes weights on 
varying degrees of error. If deciding that c is the true 
value is twice as costly as deciding that b is the true 
value, the loss function would be linear; and in terms of 

2We are under the assumption that no tests will be made on 
the line. Otherwise, other considerations to be discussed later 
would also be important. 
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regression, absolute deviations (0: = 1) would be most 
appropriate. If choosing c is four times as costly as 
choosing b, the loss function would be quadratic, and 
squared deviations (0: = 2) would be appropriate for the 
regression. 0: then, is determined by the nature of the 
loss function, and one could easily conceive a situation 
where 0: = .5 or 0: = 4 would be most appropriate. 

Seldom does the researcher know precisely the true 
nature of the loss function. Consequently, he assumes a 
quadratic loss function in the belief that it is the best 
approximation. But if the researcher knew the loss 
function to be approximately linear, it would be wise to 
usc absolute deviations. Even this does not remove all 
the possibility of error, however, since other values close 
to 0: =1 may be more appropriate. 

Tests on Regression Estimators 

But fitting the regression line is often only the 
beginning of the statistical tests. A well-developed 
theory exists for testing various aspects of the least 
squares regression linc. Alternatively, the theory for 
testing various characteristics of the absolute deviations 
estimators is less developed. Some statisticians say no 
such test statistics exist. Others say they do, but arc 
much too complicated to justify their use. Regardless of 
which is correct, one seldom sees them used. 

It could be argued that statisticians should make an 
effort to develop these tests. But until they do, methods 
other than those of squared deviations will be less 
fruitful. 

Other Considerations 

Some contend that a study will be most useful when 
it is structured so that other researchers can i1,terpret the 
findings. Following this philosophy, if tests do exist for 
absolute deviation estimators, but few understand them, 
the researcher might be well advised to usc squared 
deviation techniques so that others could interpret the 
findings, and consequently usc them. The authors agree 
with this, concluding their artiele with, "In the final 
analysis, it is only when research results are disseminated 
to others that anything worthwhile can be achieved 
... Any given method should be used but only where it 
is appropriate and preferably where the results arc easily 
understood by those concerned with the problem. With 
this kind of philosophy, we can expect a wider accept­
ance of our research results" (1:, p. 68). While I do not 
accept this argument entirely,3 it does have some merit. 

3If researchers continually used familiar and common tech­
niques, progress would not be forthcoming. 

The ease of fitting a regression line is not unimpor­
tant. Simple calculating procedures have been developed 
for fitting the line by using squared deviations. For 
smaller problems, hand calculators can be used while 
larger problems can be solved by using standard regres­
sion programs on electronic computers. Fitting the 
regression by using absolute deviation is more difficult. 
In extremely simple problems involving only one inde­
pendent variable, graphic methods can be used on a trial 
and error basis. Otherwise, a linear programming pro­
cedure is necessary. Electronic computers can handle 
both least square!" regression and linear programming 
models with great speed, but the relative ease associated 
with least squares makes it less expensive and easier to 
manipulate for the average researcher. 

Conclusions 

In conclusion, the authors have two acceptable 
hypotheses in their article. The first may be interpreted 
as: Researchers use "popular" statistical techniques in 
their problem solving without fully understanding the 
techniques. Tw~ aspects of this hypothesis are undoubt­
edly true. First, researchers often usc a "popular" 
statistical technique without being certain it is most 
appropriate for their problem, although this does not, in 
itself, justify abandoning the "popular" technique. And 
second, many researchers do not fully understand the 
technique they utilize. 

The second hypothesis is: In certain situations, the 
absolute deviation technique may be superior to squared 
deviations for fitting a regression line, and in such cases 
it should be used. I agree. There are situations where the 
objectives arc best served by the absolute deviations 
method, and in those situations usc of squared devia­
tions would not be logical. 

Separating these hypotheses would have enriched the 
usefulness of the article by eliminating the source of 
confusion to those with limited statistical background. 

Had the authors more clearly set forth the merits and 
shortcomings of both techniques, more judicious use of 
the two would have been possible. Instead, they present 
a paper supporting and recommending increased use of 
absolu te deviations-a technique many researchers con­
sider sterile. 
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