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AGRICULTURAL ECONOMICS RESEARCH VOL. 22, NO.2, APRIL 1970 

The Delnand for Fertilizer, 1949-64: An Analysis of 
 
Coefficients From Periodic Cross Sections 
 

By Gordon C. Rausser and Theo. F. Moriak 

Econometric studies of the demand for farm 
inputs have accumulated large amounts of quan­
titative information in recent years. The use­
fulness of this information for various policy 
purposes, however, is questionable, since most 
of these studies have assumed that input de­
mand coefficients have remained constant over 
time. The rela.xation of this assumption should 
prove useful by allowing decision makers to 
take explicit account of the way in which de­
mand coefficients are changing over time. 

This analysis deals with the demand for a 
particular input, fertilizer, with major em­
phasis on analyzing the variations in demand 
coefficients by means of periodic cross­
section data at the State level. A number of 
previous studies ~,1)1 based on time-series 
data have provided estimates of the demand for 
fertilizer, assuming the coefficients to be 
constant over the period we propose to inves­
tigate. A study by Griliches <.a> was concerned 
with similar estimation basedon cross-section 
data for a Single year, 1954. The Griliches 
study provides the foundation for our article. 

More specifically, our objectives are: 
(1) To ascertain whether fertilizer demand 

coefficients based on cross-section data have 
remained const.ant over time. 

(2) To determine whether any useful infor­
mation is revealed by introducing dynamic and 
stochastic considerations. For example, does 
the long-run demand for fertilizer, based on 
static assumptions, differ from the long-run 
demand based on dynamic asslL'llptions? Are the 
results substantially the same if coefficients 
of explanatory variables are assumed subject 
to random variation ratheir than constant? 

(3) To determine whether introduction of 
variables signifying shifts for State or region­
al classifications and several cross-sections 
over time alter a previous conclusion by 
Griliches Q, p. 383) that a dynamic adjustment 
model may "not represent a very useful ap­
proach to cross-sectional data." Griliches 

1 Underscored numbers in parentheses indicate items in the Refer­
ences, p. 56. 

suggests that a more useful approach than 
simply introducing a lagged value of the de­
pendent variable 5 years earlier (an approach 
he employed) might consist of employing 
several cross sections and allowing dummy 
variables for each State. 

Changes in Fertilizer Use 

Fertilizer use in the United States has in­
creased dramatically in recent years. For 
example, .the use of the three principal plant 
nutrients--nitrogen, phosphoric acid, and pot­
ash--which either individually or in combina­
tion make up fe:::'tilizer "tripled between 1950 
and 1965" (10, p. 1). Although the increase in 
magnitude for these three nutrients has been 
about the same, the use of nitrogen and potash 
has increased relative to the useofphosphoric 
acid (2., p. 595). At the same time, the average 
plant nutrient content of fertilizer rose from 
.20 in the earlier 1940's to .36 in 1965. 

In contrast to other farm inputs, the price 
of fertilizer has not increased in recent years. 
In fact, as. Griliches points out, the "real" 
price of fe!.'tilizer, measured as the price of a 
plant nutrient unit relative to the price re­
ceived for all crops, "fell by 50 percent be­
tween 1940 and 1950" (2., p. 595). Moreover, 
there was a modest downward trend ofthis price 
from 1950 through 1964. 

In addition to these changes at the aggregate 
U.S. level, there also exists a substantial range 
among States in the nutrient content of ferti ­
lizer, the proportion in which nutrients are 
consumed, and the levels ofiertilizer use from 
State to State (a). Similar~y, the pattern of 
fertilizer use has shifted considerably over 
major regions of the United states from 1945 
to 1967. Pounds of fertilizer consumed per 
acre rose rapidly in the West North Central 
region and moderately in the East North Cen­
tral, West South Central, Mountain, and Pacific 
regions, and fell rapidly in the New England, 
Middle Atlantic, South Atlantic, and East South 
Central regions. 
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Data Models And Procedures 

The specified form of the basic economic 
model is similar to Griliches' model (~) and 
the statistical model was confirmed by in­
specting the original data with the aid of 
scatter diagrams. The basic form of the model 
is: 

(I) 

where Y = pounds of principal plant nutrient 
consumed per acre; Xl = "real" price of 
fertilizer, i.e., price paid per plant nutrient 
unit relative to average value of crops pro­
duced per acre; X2 = price of fertilizer rela­
tive to the average cash wage paid per day to 
hired farmworkers; and X3 = price offertilizer 
relative to average cash rent paid per acre. 
Thus, fertilizer use is treated as a function 
which is linear in logarithms of the price paid 
for fertilizer, the prices received for farm 
products, and prices paid for two other major 
inputs--Iabor and land. 

Such a function ~;.s implied by a Cobb­
Douglas production function between farm out­
put and fertilizer, land, and labor, as well as 
profit maximization by individual farmers. 
Ther.efore, equation (1) may be regarded as the 
reduced form of the fertilizer demand equation 
resulting from a structural form which simul­
taneously determines output and levels of the 
various inputs.2 

The data employed to estimate the various 
alternative formulations of equation (1) are.; cross-sectional from the 48 contiguous states 
for the years 1949, 1954, 1959, and 1964. 
Therefore, for obs,<;lrvation i in year j, equation 
(1) becomes: 

(2) 

where i = 1, .•., 48, denotes the contiguous 
states, and j =1949, 1954, 1959, and 1964, de­
notes years for which cross-sectional data are 
utilized. Cross-sectional rather than time­
series data were utilized because it was not 
feasible to a&sess the contribution of input 
prices (other than fertilizer prices) on ferti ­
lizer consumption for the latter data. In 

2 Although the problcm of simultaneous determination of the vari­
ables in the proposed model exists, it does not appear to be of major 
importance in the case of fertilizer demand, Griliches (!.' p, 601) 
suggests that since fertilizer prices are largely "administered prices" 
and since prices of output and inputs may be regarded as predeter­
mined in the fertilizer decision, the simultaneous interaction may be 
ignored, For a treatment of the intcraction between output and vari­
ous inputs, see Malinvaud (2, pp. 517-520). 
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contrast, cross-sectional data allowed us to 
isolate the impac~ of other important input 
prices in addition to the real price of ferti ­
lizer. 

Three measures of the variables included in 
equation (2) are employed in our analysis. 
These 	 are pounds of principal plant nutrient 
used 	 per acre or cropland harvested (Y); 
pounds of principal plant nutrient used per 
acre of cropland harvested and improved pas­
ture (Y'); and pounds ofprincipal plant nutrient, 
adjusted for the change in nutrient content by a 
price-weighted relationship used per acre of _ 
cropland harvested and improved pasture 
(Y' ').3 

Four basic formulations of the econometric 
models implied by equation (2) are estimated, 
each based on alternative assumptions. The 
first two employ the traditional assumptions of 
constant coefficients at a given point in time 
for successive observations across states. 
The first model, which we call the nonrandom 
static model, may be represented as: 

(3) 	 y, = f3
1

,xl , + 8
2

,x
2

, + f3 ,x3, + P ,
J JJ JJ 3J] J 

where j = 1949,1954,1959, 1964 and the lower­
case letters denote the logarithms of thevari­
abIes in equation (2). To ascertain whether the 
coefficients of this model are constant over 
time, we formulated the following null hy­
potheSiS: 

S 	 a a
Ho : f3 49 = = = 1-'64 = I-'f3 54 f3 59 

where tBj = (f3lj f32j f3 3j) and f3' = (f3 /32/33)'1 

The statistical model based on H~ may be 
stated as: 

so(3.a) Y = X/3 + U 

where 
Y' = Y ),(Y49 Y54 Y59 64 

X' = (X49 X54 X59 X64), 

Xj = (X1j X2j X3j), and 

Uso ' =	(Uso Uso Uso USO)
\; 49 54 59 64 

denotes the vector of stochastic terms under 
the null hypotheSiS. Each element is assumed to 

3 A paper providing a detailed discussion of the transformations, 
raw data sources, and comparisons of the data series, as well as a more 
complete development of the various econometric models estimated, 
will be supplied by the authors upon request. 



be normally distributed, more precisely
E/O . 2

U Ij "" N(O,a so), 
A more general specification would suggest 

that Bj' f: Bj(j' f: j). Under this alternative 
hypothesis, the coefficients are allowed to vary 
from one cross-section to another. More pre­
cisely, 

H~ : P49 f: P54 f: P59 f: P64 

and the corresponding model is: 

Y = X* p* + Usa 

where X* denotes a diagonal matrix of which 
each nonzero element is 

Xj' p* = (,849 ,854 P59 ,864)' and 

Usa =(Usa Usa Usa Usa)
49 54 59 64 

denotes the vector of stochastic terms under 
the alternative hypothesis. Each element is 
assumed to be normally distributed. 

CoeffiCients are estimated under the null 
hypothesis as a pooled regreSSion and the 
alternative hypotheSiS as separate regreSSions 
for each census year by ordinary least squares. 
This was done for the three measures: Y, Y', 
and Y' '. 

The test employed to determine whether the 
coefficients (elasticities) are constant over the 
years considered is based on an F-statistic. 
It is calculated as: 

OSO' fiso_ Usa' Usa/(df -df ) 
F = ,so sa 

Usa (Jsa/df sa 

where and dfsa denote the degrees ofdfso
freedom under the null and alternative hy­
potheSiS, respectively. 

Another formulation of the static model 
introduced an intercept coefficient and al ­
lowed its value to vary over States. This was 
accomplished by introducing dummy variables 
into the models resulting from the null and 
alternative hypotheses. In estimating such 
models, we found that although many of the 
dummy variable coeffiCients for individual 
states are significant, they tend to group 
around certain specific values. Thus, it seems 
reasonable to employ regional dummy vari ­
abIes which have the added advantage of sum­
marizing information from a group of States 
with fewer coefficients. 

For this formulation, nine regions were 
utilized to group various states.4 Such a re­
gional definition was found to be generally 
consistent with the grouping pattern of the 
individual state dummy variable formulation. 
The resulting intercept coefficient over time is 
estimated as: 

(3.c) Y = x*,8* + D~ + Usr 

where D denotes a 4x9 matrix of dummy vari ­
ables, each element 

D. = {I, if the observation (state)}
Jr is in the rth region , for all j; 

0, otherwise 

denotes the respective regional dummy coef­

fiCients; and 
 

Usr ' = (~r Usr Usr Usr)
49 54 59 64 

denotes the vector of stochastic terms under 
the static specification employing regional 
dummies. Each element is assumed to be 
normally distributed. 

The second model is a simple dynamic 
version of equation (3) employed by Griliches 
tID and is referred to here as the nonrandom 
dynamic model, its form is 

Yj =Al1jX1j + Aj,82jX2j +Aj,83jX3j + 

(I-A.)y. 5 + A.JL.•
J J- J ] 

The difference between these two models is 
simply that for the latter, Aj (defined as the 
adjustment coeffiCient) is allowed to assume 
values other than 1. Moreover, the formulation 
in (3) interprets the interstate differencea in 
plant nutrient use as "representing an adjust­
ment to long-run differences in relative prices" 
Q, p. 377), while formulation (4) recognizes 
the possibility that interstate differentia!!;J may 
also reflect short-run considerations. 

The derivation for equation (4) is based on 
the "partial adjustment" model. The basic 
premise is that an adjustment to a disequili ­
brium situation is not instantaneous. There 
presumably exists some sort of adjustment 
cost, such as a cost of beingout of equilibrium 

4As defined in Agricultural Statistics (!l), these regions are: 
Region 1-New England; Region 2-Middle Atlantic; Region 3-East 
North Central; Region 4-West North Central; Region 5-South 
Atlantic; Region 6-East South Central; Region 7 -West South 
Central; Region 8-Mountain; and Region 9-Pacific. • 
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or a cost of change which justifies the observed 
inertia ill the responsiveness of farmers to 
relative input prices, i.e., Yf = f (Xt). That 
adjustment during a period oftime is a function 
of the difference between the desired and the 
actual level of consumption, i.e., 

Substitutilllg the first equation into the second 
and solving for Yt, we have 

Yt =Af(Xt) + (1 - A )Yt-l 

which is nothing more than an alternative rep­
resentation of (4). However, note that iIIl (4) a 
5-year lag is assumed. This is the result of 
having comparable data only at 5-year inter­
vals and thE:\ lack of any substantial changes iIIl 
cross-sectional differentials for I-year per­
iods. 

Procedures similar to those employed iIIl the 
case of the nonrandom static model are utilized 
to ~certain whether all coeffiCients, including 
the adjustment coeffiCient, are constant over 
time. However, here 1949 is omitted, since in­
clUding the lagged dependent variable repre­
senting 1944 (a war year) might be expected to 
involve considerable structural changes. The 
relevant null hypotheSiS, therefore, is: 

H
d:[A131 =[A13] =[;"fJ] =[AP]
o 1-;..J54 1-;" 59 1-;" 64 1-;" 

and the corresponding model is deSignated as 
(4.a). The general specification for the dYnamic 
case follows from the alternative hypotheSiS in 
which all coefficients vary among years, i.e., 

Hd : [;.. fJ1 F [;.. fJ1 F [A 131 . 
a 1- ~54 l-AJ 59 1-164 ' 

and the model accordingly is deSignated (4.b). 
In addition to the above specifications, a 

dummy variable formulation of the nonrandom 
dynamic model was introduced which is oper­
ationally equivalent to (3.c) except that Aj "* I, 
for all j. This speCification employs the same 
regional dummy variables as (3.c) and is .re­
ferred to as (4.c). 

The second two models are based on the 
same distinction between static and dynamic 
but assume that the coefficients are subject to 
random variation. They are referred to as the 
random static and random dynamic models. 
The rationale for such an assumption has been 

fairly well outlined by Hildreth and Houck (Q.. 
p. 584) for the general case. For the case 
here, response of fertilizer use to relative 
prices depends on a number of factors iIIl a 
given state such as soil types, climatic con­
ditions, crops grown: natural stocks of nu­
trients in the soils: amount of capital possessed 
by, or available to, farmers; and type of land 
tenure. Unfortunately, these factors cannot al­
ways be observed and, when they are, they can­
not be conveniently included in regression 
models. However, since these factors do vary 
across states and over time and are unob­
qerved, it seems reasonable, as an alternative 
formulation to (3) and (4), to regard the coef­
fiCients as the mean of a random coefficient 
(elasticity). Thus, formulations (3) and (4) 
become: 

(5) Yij = (blj + Vlij)Xlij + (b2j + V2ij)X2ij + 

(b3j + V3ij)X3ij 

(6) Yij = ;"j(blj + Vlij)Xlij + Aj(b2j +v2ij)X2ij + 

;"j (b3j + V3ij~X3ij + (1-;"j)Yij-5 

where i, j are as defined previously; bkj 
denotes the mean response of fertilizer con­
sumption to a unit change in the kth iIIldependent 
variable, k = I, 2, 3; and Vkij denotes iIIlde­
pendently and idl"({lt1cally distributed random 
errors with zero 1.'£'~;I~ilDS. For these formula- ' 
tions, the actual respOnse is (bkj + Vkij) for the 
i, jth observation. 

The procedures employed to estimate the un­
known parameters of these two models require 
some further elaboration. ConsideriIllg the 
random static formulation, to determiIlle the 
mean response (elastiCity) of fertilizer con­
sumption to a unit change in one ofthe iIIldepen­
dent variables we reformulate (5) as: 

(5') Yij = bljXlij + b2iX2ij + b3iX3ij +wij 

where 
3 

Wij k~~Xkij vkij : 

i, j as defiIlledpreviously. The bkj are the mean 
elasticities and Vkij are the unobserved random 
disturbances with zero means. 

More precisely, the vki are assumed to be 
iIIldependently and identically distributed with 
variance 
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Moreover. for any i', i BJid k' :/: k, it is as­
sumed that Vk'i t is independent of Vk,. Thus, 
for any given j, the variance-covariance ma­
trix of Wj' E(wjwJ) = (J, is composed of (Ji'i
= 0, i' =I i and 

~ 2 
(Jii = k=1 xik akk = X(t) a, 

where x is a 48 x 3 matrixwhose elements are 
the squares of the corresponding elements of 
x, X(t) is the tth row of X, and a is a column 
vectOr with elements a k = akk, k = 1, 2, 3. 
This development follows from Hildreth and 
Houck (Q, pp. 585-589). 

There are a number of consistent estimators 
of the unknown parameters of formulation (5 '). 
Rao un has considered related models, and 
Rubin un has derived maximum likelihood es­
timators for model (5 '). Because of the com­
ple](ities of progran:uning Rubin's estimators, 
we have utilized a less sophisticated consistent 
estimator suggested by Hildreth and Houck ~). 
The estimator is: 

(7) 

..... 
where (J denotes a diagonal matrix which is an 
estimate of the variance covariance matrix of 
w. The elements of the diagonal are given by: 

" " (8) (Je = in 

where e denotes a T column vector, the trans­

pose of which is 1,1, .•• , I), and X: denotes a 
 
matrix whose elements are the squares of the 
 
corresponding elements of x. 
 

The estimator, n. was adopted after con­
Sideration of three estimators, all of which 
are consistent. This estimator is derived by ap­
plying restricted least squares to a regreSSion 
problem where the ~ownparameters are the 
values of "il k. This is a simple quadratic pro­
gramming problem (2, pp. 170-172) which 
selects the vector athat minimizes the sum of 
squared errors subject to the condition that the 
elements of Ii be nonnegative. 

The basic approach to the derivation of equa­
tion (1) follows from generalized least squares
fl, pp. 149-153), where a and thus (J are un­
known. That is, the procedure is first to derive 
a consistent estimate of a by quadratic pro­
gramming and utilize these estimates in 
equation (8) to derive the diagonal elements of 

~ e~~~~tei~h!~:~~e'S~tilized in equation (7) 

The same estimator employed for forlllula­
tion (5 ') is utilized for model (6) which is sim­
ilarly rearranged as 

(6 ') Yij = AjbljXlij + Ajb2jX2ij + jl :lb3jX3ij 

+ (I-Aj)Yij-5 + A jWij. 

As before, the essential difference ~~hveen the 
two models is that for (5 ') we estimate the mean 
alasticities under the assumption that.A r":l, for 
all j, while for formulation (6'), we impos1ethe 
estimates derived from the nonrandom dymunic 
model. Moreover, for each of the two Jt'andom 
models, we estimate the coefficients wldf3r roth 
the null and alternative hypotheses. 1m the l:!lase 
of the random static model, the equatiOltl IJOr­
responding to the null hypothesis is deSignated 
~5.a') while the equati.on correspondin(~ tel the 
alternative hypotheSiS' is deSignated (5.b')j 
Similarly, for the random dynamic modl:!l" the 
designations are (6.a) and (6.b'). 

In the follOwing section, we present the es-­
timates for each of these four basic models 
and a testofthe hypothesis that the coeffilc,ients, 
estimated for formulations (3) and (4), are 
constant over the period for which we have 
cross-sectional data. 

Empirical Results 

NONRANDOM STA TIC MODEL 

In table 1, the results for the three different 
 
measures of the variables are reported undlElr 
 
the null hypothesis, while only the results; f.in' 
 
the weighted price measure (Y' ') are reporteid 
 
under the alternative hypothesi~. In thecaEI€rof 
 
Y' " F = 7.15 and is significant at the .05 lev,el.. 
 
Therefore, the null hypotheSiS, H~, is reject,ed" 
 
For all three measurements, we come to the 
 
identical conclusion that the elastiCities vary 
 
from one cross section to another. Least•. 
 
squares estimates of the parameters give thE) 
 
expected signs regardless ofthe measuremElnts 
 
employed. Although there is close statistical 
 
correspondence between all three measures" 
 
we select Y I I for all further inveStigation since 
it accounts for changes in fertilizer nutrient 
content and, thus, provides a more intUitively 
appealing measure of plant nutrients used pier 
acre. Note that the estimates conform to title 
intUitive notion that labor is a complement to 
and land is a substitute for fertilizer since the 

"­cross elastiCity for labor (- f31j) is n~gative 
and the cross elasticity for land (_. f3 3j) is 
positive. 

Further examination indicates that a major 
portion of the interstate variation represented 
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by each series is explained by a few simple 
economic variables (high R2). The standard 
errors of the estimates are low and all esti ­
mates are highly significant. It is clear that the 
absolute value of all coefficients trends down­
ward over the period of investigation implying 
that fertilizer use per acre has become leSE 
responsive to relative changes in other input 
prices and crop value per acre. For example, 
in 1949, a 10-percent increase in crop value 
was associated with approximately an 8.9-per­
cent increase in fertilizer use; a 10-percent 
increase in the price of labor was associated 
with approximately a 14.3-percent decrease in 
fertilizer; a 10-percent increase in the price 
of land services was associated with approxi­
mately a 10.4 percent increase in fertilizer 
use. In contrast, in 1964, the corresponding 
responses of fertilizer use to 10-percent in­
creases in the variables referred to above are, 
respectively, a 6.2-percent increase, a 4.2­
percent decrease, and a 5.l-percent increase. 

In an attempt to shed further light on the 
parameter changes we tested to determine if 
all coefficients for each 2 successive years 
were stable. In each case, the null hypothesis 
of no parameter change could not be rejected. 
Thus, an isolation of parameter shifts between 
any successive census years was not possible. 

Note, however, that fertilizer use has become 
more responsive to its own price over the same 
period. For example, in 1949, a 10-percent in­
crease in the price of fertilizer led to approxi­
mately a 5-percent [( -.891 + 1.427 -1.038)*10] 
decrease in fertilizer use, while a Similar in­
crease in 1964 resulted in approximately a 7­
percent [(-.620 + .421 - .505)* 10] decrease 
in fertilizer use. 

The inference that fertilizer use is respon­
sive to its own price is based on reformulating 
(3) 	 as 
 

a ...." f

In Yj:::: (P1j 	 + P2j + P3j) In P j ­

~lj In Vj :- {J2j In Py -~ 3j In P1 
where 

pf pf pf 
j j j

Xij ::::-, X2" =- and X3" =-,
J P)V' J p~Vj 

J ~ 

and Xkj are as definedonp. 46, which implies 
that the sum of the estimated coefficients is the 
elasticity of fertilizer demand with respect to 
fertilizer price (pf). 

The regional d~my variable specification 
(3.c) in table 1 is reported here only for the 
formulation which allows intercept coefficients 

to vary across regions and elasticities to vary 
over time. This is the resultoflittleadditional 
information (i.e., inSignificant) being provided 
by alternative designations where intercept co­
efficients vary over time as well as across re­
gions for both stable and varying elasticities. 

The results of this formulation may be re­
garded as superior to those of (3.a) or (3.b). 
Table 1 revealsthatallpkj(k=1,2, 3; j =1949, 
••• , 1964) coefficients are significant at the 5­
percent level and lower in absolute value than 
the corresponding estimates for model (3.b). 
The reduction in these estimates is the result 
of including previously omitted variables 
which, for five of the nine regions, are Signif­
icant at the 5-percent level. Moreover, as in­
dicated by the F value of 18.5, the set of 
regional dummy variables is highly Significant. 
This F value provides a test of the null hypo­
thesis 8 = (81 ••• 8 9) :::: (0 ••• 0) against the 
alternative hypothesis B = (81 • • • 8 9) 1= (0 
• • • 0) and implies that the former should be 
rejected in. favor of the latter. Nete also that 
the measure of fit provided by the value R2 is 
considerably higher than the similar measure 
for the previous model. Thus, it appears the 
inclusion of regional dummy variables adequat­
ly summarizes the effects of States (grouped) 
on the amount of fertilizer used per acre. 

Considering the values ofthe regional dummy 
coefficients, it is clear that the New England 
States (region 1) and Middle Atlantic States 
(region 2) have had the largest impact on U.S. 

.fertilizer demand. A probable explanation lies 
in the intensive farming in these regions as 
well as their general acceptance of fertili:?:er 
practices. The South Atlantic States (region 5) 
are quite close to those mentioned above in 
their effect on demand; this may be due in part 
to the considerable amounts of fertilizer re­
quired for tobacco production. In contrast, the 
Mountain States (region 8) show the smallest 
impact on demand, which is most likely ex­
plained by the region's extensive farming in 
such enterprises as grains and range feeding 
of cattle. The values of the dummy variable co­
efficients for the other regions fall between 
those discussed above and similarly may be 
explained on the basiS of the crops and types 
of farming found in such areas. 

NONRANDOM DYNAMIC MODEL 

Tests of the null hypotheSiS regardingstable 
slope and adjustment coefficients for the non­
random dynam.ic model are shown in table 2 
and indicate that it should be rejected at the 
.05 level of significance. In all regressions, 



	

Table l.--Nonrandom static models 

Coeffiden~s of!!1Eq. Dependent 
Xno. variable N Year X1j I X2i I 3i R2 F 

3.a 	 y 192 49-64 -.747* .830* - .728* .735 6.94*
(.071) (.059) (.077) ( .070) 

3.a y' 192 49-64 -.673* .820* - .807* .748 6.00*
(.063) (.057) (.074) (.067) 
 

y"
3.a 	 192 49-64 -.693* .817* - • 770* .74.2 7.15*
(.067) 	 (.056) (.072) (.068) 
 

y"
3.~ 48 49 -.891* 1.427* -1.038* .708 

(.089) (.148) (.199) (.180)


' ,
3.b Y 48 54 -.733* .913* - .786* .811 
(.053) 	 (.090) (.117) (.112) 
 

y"
3.b 	 48 59 -.663* .654* - .666* .820 
(.045) (.077) (.095) (.093) 

3.b y" 48 64 -.620* .421* - .505* .856 
(.035) 	 (.059) (.073) (.069) 

y"3.c 	 192 49 -.816* 1.284* - • 720* .904 
(.043) 	 (.079) (.177) ( .097) 

54 	 -.704* .751* - .408* 
(.081) (.172) (.100) 

59 	 -.605* .467* - .321* 
(.082) (.160) (.100) 

64 	 -.522* .183 - .181** 
(.OBO) (.155) (.096) 

Re~iona1 dummy_ variables 
1 I 2 I 3 I ,4 I 5 I 6 I 7 I 8 1 9 ] 

1.50* 1.42* 1.15* .41 1.40* 1.09* .41 .30 .65 18.5* 
(.58) (.58) (.58) ( .1>0) (.53) (.52) (.57) (.60) (.63) 

!!I 	 Coefficients significantly different from zero at the 5-percent level are 
denoted by *; those at the 10-percent level by **. Standard errors of the 
estimates are reported in parentheses. 
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Table 2.--Nonrandom dynamic models 

Coefficients of~1Eq. Dependent 

no. variable N Year Xli I X21 I X3i I Y1-5 A R2 F 


y"4.a 	 144 54-64 -.220* .043 -.154* .609* .391 .962 3.59*

(.021) (.028) (.036) (.032) ( .025)


' ,4.b 	 Y 48 54 -.289* .096 -.152* .563* .437 .966
(.023) (.050) (.077) (.066) (.040) 
y' ,4.b 	 48 59 -.062 -.119** -.015 .826* .174 .973

(.018) 	 (.048) (.061) (.055) (.052) 
4.b 	 y" 48 64 -.118* -.05f. -.128* .695* .305 .958

(.019) (.058) (.060) (.052) ( .066) 

Long-run coefficients 

y"4.a 	 144 54-64 -.567 .111 -.397 
 
y"
4.b 	 48 54 -.661 .220 -.348 
 
y"
4.b 	 48 59 -.356 -.684 -.086 
 
y"
4.b 	 48 64 -.387 -.184 -.420 

y' ,4.c 	 144 54 -.344* .176 -.122* .535* .465 .972 
 
(.020) (.049) ( .118) (.059) (.041) 
 

59 	 -.131* -.045 .022 .784* .216 
(.061) (.117) (.059) (.068) 

64 	 -.179* -.002 -.083 .652* .348 
(.066) (.111) (.059) (.079) 

Re2iona1 dummy variables I
1 I 2 I 3 I 4 I 5 I 6 J 7 I 8 I 9 I 

.235 .203 .302 .270 .222 .206 .070 .090 .179 1.24 
(.410) (.405) (.406) (.418) (.375) (.361) (.402) (.427) (.438) 

LonG-run coefficients 

-.740 .378 -.262 

-.606 -.208 .102 

-.514 -.005 -.239 

~I Coefficients significantly different from zero at the 5-percent level are denoted by *. 
Standard e,rrors of the estimates are reported in parentheses. 
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the introduction of the lagged dependent 
variable reduces both the absolute size and the 
statistical significance of all other coefficients. 
The decrease in absolute size is expected, 
since the nonrandom dynamic model treats 
these coeffiCients as short-run coefficients, 
while the previous static model assumes that 
the corresponding coefficients reflectprimar­
ily long-run conSiderations. 

The reduction in statistical significance and 
the wrong signs on the estimates, in Some 
cases, are more difficult to explain. The most 
reasonable explanation appears to bemulticol­
linearity. Yj-5 is highly correlated with X1j 
and X3j and moderately correlated with X2j. 
Thus, it is likely that the variance of the esti ­
mates relative to the value of the estimates is 
high, resulting in inSignificant t-test~ for the 
coefficients but, nonetheless, increasing values 
of R2. Moreover, Yj-5 is clearly the dominant 
variable for all regreSSions of the nonrandom 
dynamic model and most likely "robs" from 
X1j. X2j, and X3j in the explanation of inte~­
state variation in fertilizer use per acre. ThIS 
pOSsibility is supported by the rather high es­
timated correlation between the estimates of 
A jJ3kj, and l-Aj. k = 1, 2, 3. The.se valu:s are 
in the neighborliood of .4 to .7, WIth the hIghest 
values occurring betweenAjfl2j andl-Aj. Thu~, 
it seems reasonable to suggest that our estI ­
mates of A j,Bkj, k = 1, 2, 3, are biased down­
ward and our estimates of l-.Aj are biased up­
ward. This implies that the estimates of the 
adjustment coefficidnts, f... j' are biased down­
ward. 

The above diSCUSSion also partially explains 
 
the long-run coeffiCients (flkj) shown in table 2, 
 
provided the degree of underestimation of 
 
Aj,Bkj' k = 1, 2,3, and Aj is not the same. If the 
 
relatIve underestimation were the same, then 
 
estimates of the long-run coefficients are un­

biased. This follows, since the estimate of the 
 
various long-run coeffic;ients is simply 
 
A j,Bki 
1 - (1 - j)' 

However, if the relative underestimation of 
Aj,Bkj' k =1, 2, 3, is greater than the relative 
uncierestimation of f... j, then estimates of the 
long-run coeffiCients are biased downward. 
This appears to be the case, since estimates 
of the long-run coefficients for the dynamic 
model are smaller (in absolute terms) than es­
timates resulting from the static model under 
both the null and the alternative hypotheses. 
These differences, in some cases, are small 
(e.g., 1954 estimates of fJ 1 54) and may not be 
statistically Significant, but'for other estimates 

(particularly all estimates of fl3j), itwouldap­

pear that either the magnitudeofunderestima­

tion of the long-run coeffiCients is large or that 
 
the original reason for introducing Yj -5 was not 
 

valid.5 That is, cross-sectional differences re­

flect adequately long-run differentials in fer­

tilizer consumption, and the dynamic model 
 
may "not represent a useful approach to cross­

section data" (Q, p. 383). Note, however, as 
 
we would expect, the implied long-run coef­

ficient of the price of fertilizer (sum of the 
 
coefficients on X1j, X2j, X3j) is considerably 
 
larger than the corresponding coefficients for 
 
the static formulation (1954: -789 vs. -.502; 
 
1959: -1.126 vs, -.606; 1964: -.991 vs. -.704). 
 
A deciSion on the adequacy of the "adjustment 
 
model" must await the empirical results of 
 
other models examined in this paper.6 
 

As in the case of (3.c), the results for the 
 
dummy variable formulation of the dynamic 
 
model are reported in ,the bottom portion of 
 
table 2 only for the speCification which allows 
 
intercept coeffiCients to vary across regions 
 
and elasticities to vary over time. Thejustifi ­

cation is the equivalent to that noted in the 
 
discusston of the empirical results for (3.c). 
 

As shown in table 2, all coefficients of the 
 
regional dummy variables are roughly one­

half their standard errors and thus inSig­

nificant. However, the presence of the lagged 
 
dependent variable confounds the separation of 
 
the individual regional effects from the effect 
 
induced by the lagged variable. The problem, 
 
as before, is that the lagged fertilizer use 
 
variable appears to reflect too much and thus 
 
reduces the coeffiCients of the dummy variables 
 
to too low a level. It also renders the set of 
 
dummy variables insignificant as indicated by 
 
the calculated F value of 1.24. 
 

In any case, it is worth noting that the long­

run coefficients for X 1j implied by this model 
 
{4.c) al'e generally equivalent to those given in 
 
table 1 for the static regional dummy variable 
 
model (3.c). 

RANDOM MODELS 

The results for the random static model are 
 
reported in table 3 under the null hypotheSiS 
 
(5.a ') that the mean coeffiCients are constant 
 
and under the alternative hypotheSis (5.b ') that 
 

5This discussion is based on the usual QS~dmption that long-run 
. elasticities are larger than the corresponding short-run elasticities. 

6Tests to determine if the adjustment coefficients hale been con­
 
stant, while the elasticities have changed and vice versa resulted in 
 
rejection in favor of the alternative hypothesis (4.b). Thus, little infor­
 
mation can be gained from more restrictive ,specifications than (4.b). 
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the mean coefficients vary from one cross­
section to another. However, for this model 
and its dynamic version, a test of the null 
hypothesis is not provided, since the distribu­
tion properti.es of the estimator employed have 
not been determined @, pp< 590-591). As in the 
case of (3.b), the (absolute) percentage mean 
response of fertilizer consumption to percent­
age changes in fertilizer price, crop value per 
acre, farm wages, and price of land services 
trended downward from 1949 to 1964. This 
again leads to the conclusion that fertilizer 
consumption, over the period of investigation, 
has become less responsive to relati.ve changes 
in input prices and output price. More specif­
ically, the estimators calculated from the 
quadratic programming formulation are quite 
similar to the corresponding nonrandom 
estimates (table 1) and show in 1949 a 10-per­
cent increase in the farm wage rate being as­
sociated with a mean 14.6-percent decrease in 
plant nutrients used per acre; whereas, in 1964, 
a similar increase in the farm wage rate re­
sulted in only a mean 4.4-percent decrease in 
fertilizer consumption per acre. Similar move­
ments of smaller magnitude are associatedwith 
price of land, crop value, and fertilizer prices. 

The values of the estimators for the random 
dynamic model are reported in the bottom por­
tion of table 3. For the null hypothesis (6.a'), 
the nonrandom dynamic estimate, i.e., A 54-64 
= .391 is imposed while for the alternative hy­
pothesis, estimates from formulation (4.b) are 
imposed, i.e., A 54 = .437, A 59 = .174, and 
A64 = .305 (see table 2). In comparingthe qua­
dratic program estimates to those of the non­
random dynamic model (table 2), we find the 
estimated values (absolute) of the former to be 
generally higher. However, these random esti­
mates suffer from the same difficulties as the 
nonrandom dynamic estimates. The correspon­
dence between the long-run coefficients implied 
by the random static model and the random 
dynamic model is slightly better than cor­
respondence between the nonrandom static 
(table 1) and the nonrandom dynamic (table 2) 
long-run coefficients (i.e., the differences be­
tween the two sets of estimates are generally 
smaller for random models). The difference 
in correspondence, however, can hardly be 
considered overwhelming. 

Conclusion 

The above results indicate that, for both ~he 
static and dynamic formulations of the demand 
for fertilizer, coefficients based on cross-sec­
tional data have not remained constant over 

time. In fact, the coefficients consistentlytrend 
downward (absolutely) throughout the periodof 
investigation. The static model estimated a 30­
percent decline in the fertilizer-output price 
elastiCity and a 51-percent decline in the 
fertilizer-land input price elasticity in 1949. 
Similarly, the dynamic model estimated de­
clines of 59 percent, 41 percent, and 16 per­
cent for the same elasticities from 1954 to 
1964. Therefore, we conclude that fertilizer 
consumption per acre has become less res­
ponsive to changes in relative prices. One 
possible explanation is that fertilizer use has 
become an accepted practice, implying that far­
mers who employ fertilizer are less receptive 
to relative price changes. A further possible 
explanation with regard to the fertilizer-output 
price ratio is that farmers are operating on a 
production functioH which exhibits diminishing 
productivity. implying that a stage ofproduction 
has been reached where output is less respon­
sive to fertilizer input. Thus, there is less 
rationale for substantially changing fertilizer 
use in response to changes in relative fertil­
izer-output prices. 

However, fertilizer use appears to have be­
come more responsive to fertilizer price as 
measured by the general upward mcvement 
(absolutely) in the sum of the elasticities over 
time for all formulations considered. For the 
more reliable formulations (i.e., the static 
formulation, an example of which is model 
(3.b», this sum has trended downward from 
-.5 in 1949 to -.7 in 1964. Thus, the sum has 
trended toward -1.0, the point at which the 
fertilizer supply industry maximizes total re­
venue. This may be the result of firms sup­
plying fertilizer to farmers attempting to 
maximize total sales. Such an implication, how­
ever, deserves further study before it can be 
substantiated. 

In comparing the results for the static and 
dynamic models, we find that the coefficients 
implied by the former model are generally 
larger than the long-run coefficient implied by 
the latter model (except for the elasticity on 
fertilizer price). On the basis that the static 
model reflects some short-run considerations, 
however, we would e1tpect just the opposite. 
Moreover, these results are not altered sub­
stantially if the coefficients are assumed sub­
ject to random variation rather than being 
constant at a given point in time. In fact, the 
random coefficient formulations do not appear 
to be worth the effort in the case of fertilizer 
demand, i.e., a meaningful amount of additional 
information is not obtained. 
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Table 3.--Random models 

Equation Dependent
nUlll.ber variable N Year b 

"-

1 

5.s
I y' , 192 49-64 -.714, , 

5.b' Y 48 49 -.973, ,
5.b' y 48 54 -.739, ,
5.b•

Y 	 5948 -.661, , 
5.b' Y 48 6~\ -.638 

Ab 
"­

1 , , ,
6.a y 144 54-64 -.231 
6.b • Y " 48 54 -.294 , ,
6.b' Y 48 59 -.059 
6.b' .,

Y 48 64 -.128 

Long run: 

y" 54-64 -.591 
y" 54 -.673 

, f 

Y 59 -.339 
Y 	 64 -.420 

The dummy variable formulation of both the 
 
static and dynamic models leads to improved 
 
results for the former, but dubious results for 
 
the latter. The dynamic model results are af­

fected by estimation problems confronted by 
 
including regional dummy variables as well as 
 
lagged values of the dependent variable in the 
 
same regression. Thus, Griliches' previous 
 
conclusion that a dynamic adjustment model 
 
may "not represent a very useful approach to 
 
cross-section data" (~, p. 838) is not altered 
 
by the introduction of dummy variables and 
 
several cross-sections over time. 

Of those models conSidered, the most useful 
for explanation or prediction purposes is the 
nonrandom static regional dummy variable 
model (3.c). Th~s reasonably Simple model is 
not confronted with the estimation problems 
prevalent in the dynamic and random versions. 
It reflects adequately the long-run differentials 
in fertilizer demand while pro-qiding satisfac­
tory estimates of the unknown parameters, and 

" "b b	 '" " 2 3 <11 (12 &3 

.896 -.825 .005 .091 .246 
1.459 -.948 .000 .086 1.151 

.931 -.803 .000 .006 .013 

.649 -.66& .000 .009 .006 

.438 -.498 .000 .004 .005 

" Ab2 Ab3 
" <11 " (12 eX3 A 

.063 -.162 .001 .012 .040 .391 

.120 -.174 .000 .006 .025 .437 
-.121 -.018 .000 .002 .001 .174 
-.040 -.130 .001 .006 .007 .305 

.161 -.414 

.275 -.398 

-.695 -.103 

-.131 -.426 

explains a major portion of the total variation 
in fertilizer use per acre. 
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