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• A Recursive Model of the Hog Industry 

By Arthur A. Harlow 

There are a number of estimation methods available 
to the econometrician. They range in complexity 
from least squares, which takes only a few minutes 
with pencil and paper for a simple problem, to full 
information maximum likelihood, which requires 
a large-capacity electronic computer for effective 
application. A list of the common methods, given 
in order of increasing complexity, includes least 
squares, two-stage least squares, instrumental vari-
ables, limited information, and full information. 
Recursive systems are fitted by least squares which 
makes estimation relatively simple, and they have 
other desirable statistical properties. Following a 
brief discusssion of the special characteristics of re-
cursive systems, this paper presents an application of 
the recursive method to an analysis of the hog in-
dustry. The author is indebted to Anthony S. Rojko 
and Hyman Weingarten of the Economic Research 
Service for their helpful suggestions during the 

*reparation of this paper. 

THE STATISTICAL properties of recursive 
 models have been discussed for a number of 

years, a recent proponent being Herman Wold. 
But for all the theoretical examination of the 
method, only a few empirical applications have 
been made, notably those of Wold (18)1  and 
Barger and Klein (1). Performance under actual 
conditions is a valuable criterion for evaluating 
theoretical systems. 

Wold (19) has shown that under certain condi-
tions recursive systems fitted by least squares pro-
duce maximum likelihood estimates of the struc-
tural coefficients. This is in addition to the un-
biased estimates of the dependent variable that the 
least squares method normally gives. Maximum 
likelihood estimates have certain optimum prop-
erties that recommend them to the statistician. 
The estimates are consistent—it is unlikely that 
in large samples there would be any great differ-
ence between the estimate and the true value. 

1  Italic numbers in parentheses refer to Literature 
•ted, page 11. 

They are also efficient in the sense that for large 
samples they have a smaller variance or standard 
error than any other estimate when the observa-
tions are from a normal population. 

In order to give some basis for evaluating the 
performance of the method, a simple econometric 
model is described and the special characteristics 
of recursive systems briefly discussed. 

Characteristics of a Recursive Model 

A single equation regression model that assumes 
no errors of measurement in the observed variables 
can be written in the following form : 

yt=bixit+kx2i-1-  . . . +bakti-ut- 

The dependent variable y and the independent 
variables x1, x2 • • • xk are observed; the dis-
turbance u is an unobservable random variable. 
The index t runs from 1 to N—there are N ob-
servations in the sample. The b's are constant 
but unobservable coefficients of the independent 
variables. The usual procedure is to estimate b1, 
b2  . . . bk, and to make confidence statements 
about the estimates from the given sample. 

Similar definitions are used for multiple equa-
tion systems, although an additional problem 
arises when there is a simultaneous relationship 
between two or more variables in the system. This 
would occur, for example, when supply and price 
affect each other within the given time period. 
Under the condition of a simultaneous relation-
ship between two variables, the use of a single 
regression equation fitted by least squares may 
result in a statistical bias in the estimation of the 
b coefficients as indicated by Haavelmo (9). To 
avoid this bias, a system of equations should be 
solved simultaneously. In these equation systems, 
the variables are commonly divided into two 
categories—endogenous variables and predeter-
mined variables. The former are those variables 
whose relationships among themselves and with 
other variables are to be determined from knowl-
edge of the predetermined variables whose values 
are assumed to be known. These two categories 
thus correspond with the dependent and inde- 
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pendent classification in a single regression equa-
tion. 

Certain assumptions must be made about the 
disturbances ut  in order to simplify computation 
and to obtain estimates of the coefficients with 
desirable statistical properties such as consistency 
and efficiency. The following assumptions are 
commonly made for most methods of estimation : 
ut is a normally distributed random variable with 
zero mean and constant variance; ut is distributed 
independently of the predetermined variables; 
and successive disturbances are distributed inde-
pendently of one another, or in other words, ut 
is not serially correlated. 

A recursive system consists of a set of equa- 
tions each containing a single endogenous variable 
other than those that have been treated as de-
pendent in prior equations. The endogenous vari-
ables enter the system one by one, like links in 
an infinite chain where each link is explained in 
terms of earlier links. The explanation proceeds 
recursively, link by link, from one period to the 
next, and within each period in a specified order. 

The general mathematical condition for the use 
of the recursive method is that the Jacobian of 
the transformation connecting the disturbances 
with the endogenous variables be triangular and 
equal to one. The Jacobian of the transformation 
is the matrix of partial derivatives of ut  with 
respect to yt. This general condition may seem 
quite complicated, but there is a simple method 
of testing it. If the structural equations in a 
system are linear in the variables, the elements 
of the Jacobian are identical with the coefficients 
of the endogenous variables. So when these co-
efficients form a triangular matrix, the general 
condition is met. 

In order for the least squares parameter esti- 
mate of the recursive system to be consistent and 
efficient, certain assumptions concerning the dis-
turbances must be met. One of the assumptions 
is that they are independent of the predetermined 
variables in the equation. This can be met by 
assuming that the covariance matrix of the resid-
uals ut  is diagonal. This means that the covari-
ance matrix has zeros everywhere except on the 
diagonal, i.e., /it  has constant nonzero variance and 
zero covariance. Thus the disturbance of one 
equation is not correlated with the disturbance 
in any other equation of the model in the same 
time period. This additional assumption permits 

the use of actual rather than calculated values in 
the estimating equations. It also leads to maxim' 
mum likelihood estimates by the single equatioNif 
least squares method in a recursive model. 

However, if the disturbances in the several equa-
tions in a system are correlated with one another, 
they are also correlated with variables that were 
dependent in preceding equations of the system, 
since by definition a dependent variable in a par-
ticular equation is assumed to be correlated with 
the disturbances in that equation. 

One way to overcome this correlation is to use 
calculated values for endogenous variables serving 
as independent variables in succeeding equations. 
Calculated values for a dependent variable in an 
equation are known to be uncorrelated with the 
disturbances in that equation because the residuals 
are ignored in the computation. Hence calculated 
values for an endogenous variable obtained from 
one equation are uncorrelated with the disturb-
ances in another equation within the same system. 

With triangularity of the Jacobian but no 
restrictions on the matrix, single equation least 
squares estimates are not necessarily also maximum 
likelihood estimates. Successive application of 
least squares methods to separate equations using 
calculated values of previously dependent vari-
ables leads to consistent but not efficient estimate 
in this case. This method is not recommended for 
large systems with a long chain of substitution of 
results from some equations into others. The ac-
cumulation of errors may eventually become 
prohibitive. 

In many cases it does not appear justified to 
assume the diagonality of the covariance matrix. 
This assumption is clearly inapplicable in the fol-
lowing situations : (1) In a given year, all ob-
servations were subject to larger than usual errors 
because the funds available for the collection of 
statistics were less than normal. (2) One variable, 
such as national income, is affected by errors of 
aggregation (perhaps due to shifts in distribu-
tion), and this variable enters several equations 
of the model. (3) Omitted variables are known 
to affect two or more equations—for instance, 
weather affects all crop production. On the other 
hand, if two crops are grown in widely separated 
areas, the inclusion of weather in the random 
disturbances is permissible because relatively in-
dependent drawings of weather affect the two 
crops. 
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But unless there is a specific reason for assuming 

Wat the matrix is not diagonal, it is usually 
orthwhile to make this assumption because this 

can reduce computations for maximum likelihood 
estimates by a factor of 2 or 3 for a model of 3 
equations and by a much greater factor for larger 
systems. 

Formulation of the Model 

In formulating an econometric model, the na-
ture of the economic system to be analyzed should 
determine the type of equations to be used and 
the method used in fitting them. 

The initial task in analysis is thus to determine 
the nature of the economic system under considera-
tion. Wold (17) believes that many economic 
systems are of the recursive type, whereas certain 
other econometricians believe that systems of si-
multaneous relations are more typical. But re-
gardless of which type is more prevalent, cobweb 
models are considered to fall into a recursive pat-
tern, and it is generally agreed that hog produc-
tion is a fairly good example of a cobweb 
phenomenon. 

As an extremely simplified example, hog pro-
duction can be described as a cobweb model where 

0i
rice in one period affects production in the next, 
hich in turn affects price, and so on. The equa-
ons for a simple cobweb model where consump-

tion equals production are 
Qt=aPt_1+ut 

Pt—bQt+vt 
These two equations are linear in the variables 
and the matrix of the coefficients of the endoge-
nous variables is triangular, so it satisfies the con-
ditions for a recursive system. Of course, a more 
complete model would include more variables and 
more equations. Such a model is presented later 
in this paper. 

The time devisions used in the analysis have 
considerable effect on the simultaneity of the de-
termination of variables. With short time units, 
a recursive or causal chain system might be more 
appropriate than a simultaneous equation system. 
But when substantial units of time, such as a year, 
are used, more variables have time to interact and 
hence the simultaneous system is perhaps pref-
erable. 

Thus, in a recursive model, quarterly data are 
often preferred to annual observations. How-
ever, in quarterly models serial correlation in the  

disturbance terms tends to become more of a prob-
lem than when annual data are used. Barger and 
Klein (1) have attempted to solve this difficulty 
by randomizing the disturbance terms through 
autoregressive schemes. But the use of such 
schemes amounts to an admission that an economic 
explanation for a systematic part of the movement 
in the dependent variable has not been found. 

The omission of relevant variables is an im-
portant reason for the existence of serial correla-
tion in the residuals. Economic variables tend 
to be serially correlated. When some relevant 
economic variables are omitted from a structural 
equation, their effects on the dependent variable 
are left with the unexplained residuals. As a re-
sult, the residuals are also serially correlated. An 
attempt to deal with this difficulty would thus re-
quire the inclusion of more explanatory variables 
in the structural relationships. These additional 
variables may be either current or lagged. 

Nerlove and Addison (13) have found that 
the inclusion of the lagged quantity of a given 
commodity in its demand and supply functions 
is not only theoretically sound but that it also re-
duces serial correlation in the estimated residuals 
to insignificant levels. In the supply functions 
of agricultural products, lagged variables prob-
ably play a more important part than do current 
variables. In the case of demand functions, how-
ever, a number of current variables, such as cur-
rent prices of competitive and complementary 
products, may be at least as important as lagged 
quantity as explanatory variables. And they may 
also significantly reduce serial correlation in the 
residuals. 

The following six equations, fitted by least 
squares to quarterly data for 1949 through 1959, 
form a recursive system based on an expansion of 
the simple cobweb model given earlier. Although 
there are now additional variables and more equa-
tions, production is still basically a function of 
lagged price, and price is a function of present 
production. As intermediate steps, there are now 
equations for the number of sows farrowing, hogs 
slaughtered, cold storage holdings of pork, and 
farm price of hogs. 

(1) F=-1163.260+0.994F,_4+28.716PH,_, 
(.032) 	(20.100) 

—714.202Pcwy-i-19.509PBmy-i 
(336.756) 	(11.275) • 	 3 



+15.282G,-1+84.350PH(ott-i 
(7.678) 	(21.002) 

R2=0.965 
d= 1.840° 

(2) H= 10583.172 + 3.101Ft-2 
(.170) 

-9010.958Dm  + 58.125 T 
(477.373) 	(15.134) 

R2=0.927 
d= 1.287* 

(3) Qp=313.377+0.128H-2.584R 
(.002) (1.213) 

R2=0.994 
d=1.278 ° 

(4) S= -750.755+ 0.218Qpt_i+0.890St-1  
(.028) 	(.058) 

+6.448Pp2_1-1.358Wt-i  
(2.048) 	(.378) 

R2=0.906 
d=2.006° 

Pp=103.127 - 1.249 -Qp-2.841 s 

(.155) 
N (.461)N 

-0.419 B-0.678 .-0.017 - 
(.194) N (.431)  N 	N (.017)  

- 6.613D()  - 0.026W 
(1.126) 	(.013) 

R2=-0.873 
d= 1.298* 

PH= -8.933+0.602Pp-0.044M-0.009W 
(.029) 	(.012) 	(.003) 

R2=0.945 
d= 1.332* 

No serial correlation in residuals. 
*Inconclusive test for serial correlation in residuals. 
°Positive serial correlation in residuals. 

The Durbin-Watson statistic (d) provides a test 
for the presence of serial correlation in the re-
siduals, i.e., the degree of correlation of each re-
sidual with the residual for the previous year. 
The table for the Durbin-Watson test extends only 
to five independent variables. For equations with 
more independent variables, a linear extrapolation 
was used. The degree of serial correlation is in-
dicated by the symbols given above. 
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In general, the mnemonic device of denoting 
each variable by its first letter is followed, althou 
there are some exceptions to prevent duplicatio 
All price variables are measured in constant prices 
by deflating them by the consumer price index. 
Unless otherwise specified, quarterly data are used. 
For lagged variables, t -1, t- 2, and so on, indi-
cate the number of quarters lagged, and y-1 indi-
cates a yearly lag. For instance, Fumy., refers 
to the price of corn in the fourth quarter of the 
previous year. 

Variables are defined as follows: 
F=sows farrowing (1,000 head) 

PH=deflated price received by farmers for hogs 
(dol. per cwt.) 

Pc= deflated price received by farmers for corn 
(dol. per bu.) 

PB=deflated price received by farmers for beef 
cattle (dol. per cwt.) 

G= annual production of barley, oats, and 
grain sorghum (mil. tons) 

H=hogs slaughtered (1,000 head) 
D= dummy variable (0 or 1 in different pe-

riods) 
T= time (1, 2, 3, . . . in successive quarters) 

Qp= quantity of pork produced (mil. lbs.) 
S=cold storage holdings of pork, beginni. 

of quarter (mil. lbs.) 
Pp=deflated retail price of pork (cents per lb.) 
W=seasonal index, based on mean quarterly 

temperatures 
QH= quantity of beef produced (mil. lbs.) 
R=ratio of pigs saved fall y-1 to spring y 

QR= quantity of broilers produced (mil. lbs.) 
N=U.S. population (mil.) 
/=deflated discretionary income (mil. dol.) 

M=Index numbers of unit marketing charges 
(1947-49=100) 

Discussion of the Variables 

The basic supply equation of the simple cobweb 
model has been expanded into three equations to 
reflect some of the steps in the production process. 
There are no data on sows bred but there are esti-
mates of the number of sows farrowing, and most 
bred sows are held for farrowing. Factors that 
influence the number of sows farrowing include 
the facilities available on farms for raising hogs, 
the expected price of hogs at marketing time, the 

• 

(5)  

(6)  



A  rei  rid supply  oi altorn   o a ti vf of eued, n 
uses and 

d h relative t  the r. e saot oi v 
resources  

opofi s  rusetd-

IF hog production, mainly feed and labor. Since 
this analysis uses quarterly data, some provision 
for the seasonal pattern of farrowings is also 
needed. 

One way of accounting for the equipment avail-
able for hog production as well as the seasonal 
pattern is to include the farrowings for the same 
quarter of the previous year as an explanatory 
variable. Various studies have indicated that 
farmers make their basic decisions concerning next 
year's hog production in the fall. Thus the prices 
of hogs, corn, and beef cattle—the latter being the 
main competitor of hogs for feed and labor—for 
the fourth quarter of the previous year are in-
cluded. But conditions may change during the 
year so the prices of these three commodities 
lagged one quarter were also tried as explanatory 
variables. Since the gestation period for hogs 
from breeding to farrowing is about 4 months, a 
3-month lag is not precise, but it is the closest 
approximation possible using quarterly data. The 
previous year's production of small grains (oats, 
barley, and sorghum) affects farrowings during 
the first two quarters, while the present year's pro- 

Action influences third and fourth quarter 
rrowings. 
Intercorrelation resulted in wrong signs and in-

significant coefficients for corn and beef prices 
lagged one quarter, hence these variables were 
dropped from the equation. The effects of inter-
correlation (that is, correlation between independ-
ent variables) upon correlation and regression 
coefficients are discussed by Fox and Cooney (6) . 
In general, high intercorrelation tends to mean 
lowered reliability for individual regression 
coefficients. 

All regression coefficients in equation (1) have 
the correct sign and all are larger than their stand-
ard errors, although they are not all significantly 
different from zero at the 5 percent level. This is 
the standard significance level used in this study—
it means that a coefficient has a 95 percent prob-
ability of being different from zero and five 
chances out of a hundred that it is not different 
from zero. The d statistic for the Durbin-Watson 
test for serial correlation in the residuals shows no 
serial correlation. 

The number of hogs slaughtered depends upon 
e number of sows farrowing 6 to 8 months pre-.  

viously and the number of pigs raised per sow. 
The age of barrows and gilts at marketing varies 
from 5 to 10 months; therefore it is difficult to 
achieve a precise determination of the lag between 
farrowing and marketing. But most hogs are 
slaughtered at 6 to 8 months, so a two-quarter lag 
was used. As the number of pigs raised per sow 
has been increasing in recent years at a fairly 
steady rate, time was used as a variable to account 
for this trend. Graphic analysis of the data re-
vealed that estimates of third quarter slaughter 
based on lagged farrowings were considerably 
higher than actual slaughter. Many gilts are re-
tained for breeding purposes in the early fall 
months, and consequently slaughter is reduced. 
Also, the predominance of March farrowings in 
the first quarter and the tendency to feed spring 
pigs longer than fall pigs before marketing mean 
that many pigs farrowed in the first quarter are 
not marketed until the fourth. To account for 
this, a dummy variable was introduced having a 
value of 1 for the third quarter where there were 
fewer marketings, and 0 for other quarters when 
conditions were normal. 

All three regression coefficients are significant 
and have the expected signs. The d statistic is 
within the inconclusive range. 

The quantity of pork produced depends upon 
the number of hogs slaughtered, their average 
slaughter weight, and their dressing yield. The 
latter is virtually stable and therefore does not 
create changes in pork production. The average 
slaughter weight varies seasonally and from year 
to year. 

The year-to-year variation in slaughter weights 
results from different quantities fed, and this may 
be caused by hog prices or grain supplies. Also, 
spring farrowed pigs are usually fed longer and 
to heavier weights than fall pigs. Thus in a year 
when the number of spring pigs slaughtered is 
proportionately larger, the average slaughter 
weight would be expected to increase, and vice 
versa. Pigs farrowed in the fall are marketed 
during the following spring and summer, whereas 
most spring pigs are marketed in the fall of the 
same year. A ratio of pigs saved in the fall of the 
preceding year to the number of pigs saved in the 
spring is therefore included as a variable. The 
negative sign for this variable means that as the 
proportion of fall pigs marketed during the year 
increases, the quantity of pork produced decreases 
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when the number of hogs slaughtered remains 
constant. 

No satisfactory method was found for account-
ing for the seasonal variation in slaughter weights. 
The absence of any measure for this variable in 
the equation is one likely reason for the positive 
serial correlation in the residuals. 

Since it was found that cold storage holdings of 
pork at the beginning of a quarter have an effect 
on the retail price of pork during that quarter, 
a storage estimating equation was necessary. A 
certain quantity of pork is always in cold storage 
owing to curing processes and the normal delay 
between slaughter and consumer purchase. Cold 
storage holdings lagged one quarter are used to 
account for these factors. The quantity of pork 
produced during the previous quarter also in-
fluences the quantity in storage, as do price and 
the season of the year. 

The seasonal variation may perhaps be ac-
counted for by using a seasonal index of tem-
perature variation. This is simply the average 
temperature for each quarter as a percentage of 
the "normal" annual temperature. Estimates of 
average U.S. temperatures are used in computing 
the index, admittedly a rough approximation, yet 
one that gives some indication of variation due to 
the changing seasons. 

All of these factors are significant and the d 
statistic indicates no serial correlation in the resid-
uals. The sign of the price coefficient is some-
what surprising as it indicates that storage hold-
ings increase as price increases. We might expect 
that storage would be reduced when prices were 
high. However, there is probably some interaction 
between price and storage within a quarter, and 
with other variables held constant, it may be that 
a price increase accompanies an increase in stocks, 
because when stocks increase the quantity marketed 
decreases. 

On the demand side, price analysis for agri-
cultural commodities is frequently centered at the 
retail level. In the short run, prices of the more 
basic commodity are regarded as derived pri-
marily from the price as determined for the re-
tail product. As Thomsen (15, p. 52) states it : 
"The demand for products at the farm end of the 
marketing system consists of consumer demand 
(i.e., prices which consumers will pay for different 
quantities) minus a schedule of marketing 
charges . . . ." 
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Using this approach, the retail price is esti-
mated first and the farm price is derived from 
The retail price of pork is affected by the supp 
of pork available for consumption, the supply of 
competing meats, and consumer income. These 
variables are put on a per capita basis to allow 
for population increase. The supply of pork con-
sists of the quantity in storage at the beginning 
of a quarter plus production during the quarter. 
The major competing meats are beef and broilers. 
As storage of these meats is small, the available 
supply is approximately equal to production. De-
flated discretionary income is used as a measure 
of consumer income because it is not so highly 
correlated with the other predetermined variables 
as is disposable income? As was mentioned ear-
lier, high intercorrelation among the predeter-
mined variables makes interpretation of their co-
efficients difficult because it increases standard er-
rors and sometimes changes the signs of the co-
efficients. Graphic analysis of the data shows a 
shift in demand for pork occurring in 1955, so a 
dummy variable having a value of 0 from 1949 
through 1954 and a value of 1 from 1955 to 1959 
was used to account for this shift. Stanton (14) 
has shown that there is a seasonal difference in the 
demand for pork, therefore the previously 
scribed seasonal index is included as a variable. 

All coefficients are larger than their standard 
errors except that for discretionary income. The 
sign for the income coefficient indicates that as 
income rises, the price of pork falls. But since 
the coefficient is not significantly different from 
zero, the sign means very little, if anything. All 
other signs are as expected. The sign for the 
dummy variable indicates a downward shift in the 
demand for pork. The seasonal factor shows a 
decrease in price during the warmer spring and 
summer quarters, other things constant. The co-
efficient for broiler production is not significant. 

Discretionary income is derived from disposable in-
come by subtracting the essential expenses associated 
with the relatively high standard of living achieved in 
the postwar years. The items deducted from disposable 
income include major fixed commitments such as rent, 
taxes, home mortgage and installment debt repayments, 
and essential expenditures including medical expenses, 
household utilities, local transportation, and the main-
tenance of a given level of food and clothing consumption. 
For a full explanation of the concept of discretionary 
income and the procedures for its calculation, see 
Franklin (7). 	 • 



The rest of the coefficients (except that for in- 

Orme) are more than twice their standard errors 
nd are significant at accepted probability levels. 

The d statistic is in the inconclusive range. 
The farm price of hogs is derived from the re-

tail price and a marketing margin. Index num-
bers of unit marketing charges are used as a 
measure of this margin. The margin varies sea-
sonally, increasing during the summer. All three 
variables have the expected sign and are signifi-
cantly different from zero at the 5 percent level. 
The test for serial correlation of the residuals is 
again inconclusive. 

Evaluation of the Model 

This system of six equations is not linear in 
the variables because in equation (5) pork produc-
tion and storage have been converted to per capita 
bases after being used as total figures in other 
equations. Therefore, the matrix of the coeffi-
cients of the endogenous variables does not equal 
the Jacobian, and the latter will have to be com-
puted in order to determine whether the general 
condition for recursive treatment is met. The 
Jacobian is 

• 
1 
0 
0 
0 
0 

0 

1 

1'11=  

0 
1 

0.128 
0 
0 

0 

o(U1, U2. u3, U4, U3, U0) _ 

0 
0 
0 
0 

0 

1 

=1, 

6  (F, 11, QP, 8, PP, PH) 

	

0 	0 

	

0 	0 

	

1 	0 
, 	0 	1 

	

—1. 249 	—2. 841 

0 
0 
0 
0 

1 

0.602 
N 

0 
N 

0 

so the general condition is fulfilled. 
The Jacobian contains unknown values of the 

variable N, but since it is a triangular matrix, its 
determinantal value is the product of the elements 
along the main diagonal which equals unity. Thus 
in this case, there is no need to develop linear ap-
proximations of the nonlinear variables in order to 
evaluate the Jacobian. 

Residuals are estimates of the unobservable 
disturbances ut. The assumptions made earlier 
about the ut do not necessarily apply to the re-
siduals 'at. If the equations have been properly 
formulated, however, the residuals should have the 
same properties as were assumed for the disturb-
ances. 

Testing for serial correlation in the residuals 
has become fairly common in time series anal- 

ysis—it has been shown that serious errors and 
biases may result if residuals are autocorrelated. 
Nonindependence of residual terms from an equa-
tion fitted by least squares leads to loss of statis-
tical efficiency, underestimation of the true vari-
ance by the usual formula, and invalid t— and 
F —  tests; it does not lead to statistical bias or 
inconsistency (Foote, 5). For equations utiliz-
ing lagged dependent variables as explanatory 
variables, Hurwicz (12) has demonstrated that 
least squares estimates of coefficients are biased in 
small samples. But provided the residuals are not 
autocorrelated, these estimates of the parameters 
are consistent. If the residuals for these equa-
tions are autocorrelated, least squares estimates of 
the parameters may be seriously biased even in 
large samples (Griliches, 8). 

A completely satisfactory test for serial cor-
relation in residuals has not yet been devised. A 
simple correlation between itt and 14_, too fre-
quently accepts the hypothesis that they are inde-
pendent. In other words, the correlation coeffi-
cient will sometimes be nonsignificant when the 
sample has been drawn from a serially correlated 
population. Durbin and Watson (2) derived 
some approximate tests for autocorrelation in suc-
cessive residuals of least squares regression 
models. The tests do not apply to models that 
use lagged values of the dependent variable as 
independent variables (2, p. 410). The d statistic 
computed from the residuals of such a regression 
often accepts the false hypothesis of nonautocor-
related errors. The test also has a considerable 
range of indeterminancy. 

Durbin and Watson (3) present an approxi-
mate procedure for use when their bounds test is 
inconclusive. This method involves transform-
ing (14)d to a Beta distribution and should be 
sufficiently accurate with a large number of de-
grees of freedom, say greater than 40. As the 
transformation requires lengthy computations 
and gives only a rough approximation for small 
samples, it is rarely used. 

Although two of the six equations in the model 
use lagged values of the dependent variable for 
independent variables (equations (1) and (4) ), 
the Durbin-Watson test is used to give some indi-
cation of the degree of serial correlation in the re-
siduals for these analyses. The test indicates that 
the condition of serial independence of the resid-
uals is relatively well met for a quarterly system. 

7 • 



There is only one case of positive serial correla-
tion; there are three cases where the test is incon-
clusive and two cases of no autocorrelation. The 
two cases of nonautocorrelation are suspect, how-
ever, because these equations include lagged values 
of the dependent variable. 

A common method of testing for independence 
between two distributions is to compute the cor-
relation coefficient. Absence of linear correlation, 
however, is not proof of independence (4, p. 222). 
But for want of a more precise test for the inde-
pendence of the residuals from different equations, 
a correlation matrix for the 2's was used to meas-
ure the degree of independence. The diagonality 
of the covariance matrix can be determined from 
this matrix since 

covariance x1  x2  ri2--  	
N/ (variance x1) (variance x2) 

If there is no correlation between the it's, the 
rii  == 0, and the covariances are also zero, making 
the Y, matrix diagonal. The correlation matrix 
for the residuals of the six equations is : 

121 	 

t12 	 
il s 	 
44 	 
il5 	 

46 	 

1. 
di 
000 0. 

1. 

122  
055 
000 

0. 
. 

1. 

23 
027 
124 
000 

0. 
. 
. 

1. 

f24 
103 
083 
141 
000 

0. 
. 
. 
. 

1. 

'125  
161 
013 
037 
002 
000 

0. 
. 
. 
. 
. 

1. 

45 
061 
130 
194 
019 
183 
000 

The residuals from different equations may be 
assumed to be independent because none of the 
correlation coefficients is significantly different 
from zero at the 5 percent level. The assumption 
of a diagonal covariance matrix and the use of 
actual values of endogenous variables serving as 
predetermined variables in subsequent equations 
appear to be justified. 

Inclusion of Additional Variables 

In an attempt to reduce the serial correlation 
in the residuals, the model was altered slightly 
by including more explanatory variables in the 
equations. The method of determining the appro-
priate variables to include in the equations was 
to compute a correlation matrix of the residuals 
and the predetermined variables used in the sys-
tem. An examination of this matrix showed that 
no predetermined variables are correlated signifi-
cantly with Ili. The residuals of the other five 
equations, however, are correlated with at least 
one of the predetermined variables used in other 
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equations of the system. After selecting the cor-
related variable that made the most economic sen 
in each case, equations (2) through (6) were rAll 
fitted using these additional variables. 

Four predetermined variables are significantly 
correlated with i'z2. As would be expected, they are 
highly intercorrelated since they are each corre-
lated with the same variable. Of the four, the 
price of hogs for the previous quarter was the 
most appropriate to include as an explanatory var-
iable for the number of hogs slaughtered. 

Since slaughter hogs can vary in age from 5 to 
10 months, some response to price would be ex-
pected. A high price during the previous quarter 
would induce farmers to sell their hogs at that 
time. This would reduce the number of hogs sold 
in the present quarter. Conversely, there would 
be an increase in hogs slaughtered in the present 
quarter with low prices during the preceding quar-
ter. Thus a negative regression coefficient would 
be expected. 

The inclusion of this variable in equation (2) 
increases the multiple coefficient of determination 
to 0.94 and eliminates serial correlation in the re-
siduals as measured by the Durbin-Watson statis-
tic. The sign of the regression coefficient is nega-
tive as expected. 

The residuals of equation (3) are significantb. 
correlated with only one predetermined variable, 
the price of corn in the fourth quarter of the pre-
ceding year. It seems reasonable that the price of 
feed would influence the quantity of pork pro-
duced. A low corn price would lead to increased 
feeding and heavier hogs. When this variable is 
included in the equation, its coefficient is signifi-
cantly different from zero with the expected nega-
tive sign. Serial correlation in the residuals is 
reduced so that the d statistic now falls in the in-
conclusive range. 

The residuals of equation (4), which estimates 
the storage of pork at the beginning of a quarter, 
are correlated with four predetermined variables. 
The estimates for third-quarter beginning storage 
were consistently low, so the dummy variable for 
the third quarter was included as an additional 
variable. The other three correlated variables 
could not reasonably be included in the equation 
on economic grounds. 

One reason for the higher than estimated stor-
age for the beginning of the third quarter may be 
that packers and wholesalers increase storage hold-
ings at this time in anticipation of smaller supplies 

• 



(2a) H-=-15,188.994+3.127Ft_2-8905.125D(3) 
(.154) 	(433.451) 

+24.212 T-243.264PH_1  
(17.486) 	(77.757) • 

and higher pork prices during the summer. In 
any event, the addition of this variable increases 
11.the R2  to 0.94 and the d statistic still indicates that 

there is no serial correlation in the residuals. 
Of the two variables correlated with ii 5, the price 

of hogs during the previous quarter seemed most 
appropriate. The introduction of this variable 
into the equation for the retail price of pork means 
that pork prices are not completely determined by 
consumer demand as was previously hypothesized. 
Retail prices are somewhat "sticky" and for short 
periods may reflect the prices retailers paid for the 
pork now on their counters. Thus if the price of 
hogs was high the previous quarter, the price of 
pork would tend to be higher than it would be 
otherwise. 

The addition of this variable changes the sign 
of the income coefficient to positive, but the co-
efficient is still not significantly different from 
zero. It also increases the R2  to 0.92 and reduces 
serial correlation in the residuals. The d statistic 
is now at the upper end of the inconclusive range. 
The coefficient of the variable itself is significant 
with a positive sign. 

Five predetermined variables are correlated 
with Cie.  Of the five, per capita pork storage 

Wems the most reasonable to affect the price of 
ogs. A large quantity of pork in storage at the 

beginning of a quarter would be expected to de-
crease the price of hogs. But when this variable 
is included in the equation, its coefficient has a 
positive sign and the marketing margin coef-
ficient becomes insignificant. 

There is a fairly strong negative correlation be-
tween marketing margins and per capita cold stor-
age holdings of pork. Thus with other factors 
held constant, when storage increases, margins de-
crease, and when margins decrease, hog prices 
increase. By this indirect route, an increase in 
cold storage holdings of pork may raise the price 
of hogs. 

The five equations that were refitted using ad-
ditional variables are presented below. In each 
case the additional variable is significantly differ-
ent from zero and serial correlation in the residuals 
is reduced. 

623369-62 	2 

112=0.941 
d=1.792 A 

(3a) QE=474.592+0.128H-3.657R 
(.002) (1.254) 

-81.884Pcmv_i  
(36.720) 

R2=0.995 
d= 1.526* 

(4a) S=-865.271+0.238Qp,_1+7.918Ppt_1  
(.23) (1.721) 

-1.456Wt_1+0.825St_i+80.655Do) 
(0.312) 	(.050) 	(18.318) 

R2=0.937 
d=1.718 

Pp=73.489- 1.068 Qp - 1.875 -s 

(.133) N (.437)N 

-0.332 QB -0 460 -9i'd-0.003 N- 
(.160)N (.355)N (.015) 

-4.193D55-0.025W+0.658P1t_1  
(1.073) 	(.010) 	(.151) 

R2 =0.918 
d=1.831* 

P„= 14.826+0.621Pp-0.008M 
(.24) (.012) 

-0.015W-1-0.512 -7,T  
(.003) 	(.110) 

/12=0.965 
d=1.498* 

°No serial correlation in residuals. 
*Inconclusive test for serial correlation in residuals. 

Of the six equations (including equation (1), 
which was not refitted), the Durbin-Watson test 
shows no serial correlation for three equations and 
for the other three the d statistic is at the upper 
end of the inconclusive range. The fit for the 
system as a whole is quite good. The coefficient of 
multiple determination (R2 ) is above 0.90 for each 
equation. 

Evaluation of the Revised Model 

In an attempt to resolve the indeterminancy of 
the Durbin-Watson test, another test for serial 
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(5a) 

(6a) 



correlation was tried. The von Neumann-Hart 

ratio of the mean square successive difference to 
the variance. The ratio is: 

efficients; this defect becomes worse as the num- 
ber 	

it is applied to residuals of fitted relations, 
it accepts the independence hypothesis too fre-
quently. It does not take account of the added 

tion in an observed sequence of random variables. 

correlation of the estimated residuals resulting 

ber of independent variables increases. However, 

residuals of a number of least squares equations 
with good results. 

from the necessity of estimating the regression co-

Hildreth and Lu (11) applied this test to the 

(16, 10) test is designed to test for autocorrela-
tion 

 von Neumann-Hart test is based on the 

s2 = N 

52 E 
	2  

t = 2  

A A 

N-1 

E 	71) 2  t 1 
N 

The relation to the Durbin-Watson statistic, d, 
is readily apparent where 

N A A E (11,—ut _0. 
d_  t= 2 N  

E ,t,2 
t=1 

The mean of least squares residuals is zero so 
that 

(52  N 
s2 

— 
N— 1 d.  

The two test statistics for each equation are 
given in table 1. 

TABLE 1.—Tests for autoeorrelation in residuals 

Equation No. Durbin-Watson 
statistic 

von Neumann- 
Hart statistic 

(1) 	  1. 840 A 1. 883 A (2a) 	  1. 792 A 1. 834 A (3a) 	  1. 526* 1. 561 A (4a) 	  1. 718 A 1. 758 A (5a) 	  1. 831* 1. 874 A (6a) 	  1. 498* 1. 533 A 

LThe hypothesis of zero autocorrelation is not rejected 
at the 5-percent level. 

*The test value falls within the indeterminate range. 
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The von Neumann-Hart test shows that in no 
equation is the independence hypothesis rejected. 

82 
at the 5 percent level. The value of —

82 for each 

equation is considerably above the critical value 
of 1.455 for a two-tailed test at this significance 
level. This test indicates that there is only a re-
mote possibility of serial correlation in the 
residuals. 

The inaccuracy of this test when applied to the 
residuals of a regression equation containing a 
large number of independent variables is shown 
by the results for equation (5a). Although this 
equation has a comparatively high d value, it con-
tains eight independent variables so the Durbin-
Watson statistic falls within the indeterminate 
range. The von Neumann-Hart statistic, on the 
other hand, gives the same significance level for 
equation (5a) as for equation (1). The latter 
shows no serial correlation by the Durbin-Wat-
son test. The residuals of equation (5a) may be 
serially independent but not to the same level of 
significance as those for equation (1). 

The three equations in which the Durbin-Wat-
son test is inconclusive do not contain lagged de-
pendent variables, and each has at least 35 de-• 
grees of freedom. The procedure presented by 
Durbin and Watson (3) for use when their test 
is inclusive is therefore appropriate. The ap-
proximate critical values of Fisher's z for 5 and 1 
percent tests against positive serial correlation 
were computed for each of the three equations. 
These values and the observed value of z for each 
equation are presented in table 2. When the criti-
cal value is less than the observed value, there is 
significant serial correlation. 

The observed value of z is greater than the 5 
percent critical value for equations (3a) and (6a) 
so the residuals of these two equations are serially 
correlated at accepted significance levels. The 
residuals for equation (5a) show no significant 
correlation by this test. 

The correlation matrix of the residuals of the 
refitted equations was computed to give an ap-
proximation to the covariance matrix. The 
matrix for the residuals of the six equations still 
showed no significant correlation at the 5 percent 
level, hence the covariance matrix is still diagonal 
by this approximate test. • 



TABLE 2.—Test for autocorrelation in residuals 
when d is inconclusive 

Equation No. 
Critical value of z Observed 

value 
of z 

5 percent 1 percent 

0. 2613 0. 3712 0. 2992 
. 4167 . 5954 . 3924 
. 2461 . 3495 . 3183 

This recursive model adequately explains the 
variation in six major variables in the hog indus-
try. The coefficient of multiple determination 
(R2) is above 0.90 for each aquation. Of the 30 
regression coefficients, only 7 are not significantly 
different from zero at the 5 percent level. The 
assumptions made about the disturbances are com-
paratively well met. An examination of the re-
siduals shows only two cases of significant serial 
correlation as measured by the 'available tests. 
The residuals for each equation are uncorrelated 
with those from other equations. 

Summary 

A recursive system as described by Wald has 

Wany desirable properties. As it is fitted by least 
squares, the computation is relatively simple. 
And provided certain assumptions are met con-
cerning the covariance matrix of the residuals, it 
produces maximum likelihood estimates of the 
parameters. 

The hog production process has been used many 
times as an example of a cobweb phenomenon. 
In a cobweb model, price in one period affects 
production in the succeeding period which in turn 
affects price, and so on. The link by link pro-
gression of price-quantity-price-quantity marks 
the hog industry as suitable for analysis by a re-
cursive system of equations. If there were con-
siderable interaction between price and quantity 
within a given period, a simultaneous equation 
system would be preferable. To minimize this 
interaction, quarterly data were used in fitting the 
equations. 

The price-quantity relation given in the cob-
web is an extremely simplified model of hog pro-
duction. There are many factors that affect vari-
ation in the quantity of pork produced and the 
rice received for it. The number of sows far- 

rowing, the pigs raised per sow, the number of 
hogs slaughtered and their average weight all af-
fect the quantity of pork produced. Storage 
holdings of pork and pork production affect the 
price of pork, and this in turn affects the price of 
hogs, which affects the number of sows farrowing 
in following periods. All these variables within 
the hog industry are influenced by numerous fac-
tors outside the industry such as the prices and 
supplies of raw materials (feed grains) and com-
peting goods (beef, poultry). 

In order to measure the effects of these vari-
ables, a recursive system of six equations was 
fitted by least squares. The dependent variables 
in these equations were : (1) The number of sows 
farrowing; (2) number of hogs slaughtered; (3) 
quantity of pork produced; (4) cold storage hold-
ings of pork; (5) retail price of pork; and (6) 
farm price of hogs. 

The residuals of these six equations were tested 
to determine whether they fulfilled the assump-
tions made about the disturbances in formulating 
the model. In an attempt to reduce serial corre-
lation in the residuals, five of the equations were 
refitted using additional independent variables. 

The final set of equations furnish a creditable 
model for describing the hog economy, judging 
by the variation explained and the significance of 
coefficients. According to the available tests, the 
residuals meet most of the requirements neces-
sary for maximum likelihood estimates. There 
is little evidence of serial correlation in the re-
siduals and no evidence of correlation between 
residuals of different equations. 

With the correct selection of commodities and 
time intervals, recursive systems fitted by least 
squares are appropriate. The results of this study 
indicate that an adequate analysis of the hog in-
dustry can be made by using a quarterly recursive 
model. 
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