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RECURSIVE RESIDUALS 
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Abstract 

Recursive residuals are used to detectmisspecification of functional form in a hedonic 
price function for rural properties in the Western Australian wheat belt. Nonnal 
probability plots, plots of cumulative sums of recursive residuals and cumulative .sums of 
squares of recursive residuals and the Quandt lambda statistic revealed market 
stratification in the sample data when ordered on time. Significant changes in the mean 
price per hectare and residual variance with time confirm the presence of two distinct 
submarketsrequiring different hedonic price functions. The analysis is repeated to 
verify that this functional fonn is correctly specified and that the model assumptions are 
satisfied. The use of recursive residuals, calculated on adaptively"orderedobservations, 
helps detect model errors that could not be identified by the analysis of ordinary least 
squares residuals. The technique is equally useful in developing other econometric 
models based on .multiple linear regression. 

INTRODUCfION 

The hedonic price function uses the relationship between the prices and attributes of a 
good to explain differences in the price of the product by providing estimates of marginal 
attribute prices. The hedonic price equation is estimated from market data and has the 
following fonn: 

p= f(Ai) (1) 

where P is the price of the good and Ai denotes the ith attribute of the good. 

Economic theory does not suggest any particular form for this function. The choice of 
the best functional fonn is empirical and unique to a particular product. Having the 
correct multiple regression model does however require that the functional fonn for each 
attribute is correctly specified and is linear in relation to the price of the product. These 
relationships are often nonlinear or conceal structural shifts. It is important that such 
features are identified as part of the analysis of the data and are adequately represented 
by tbe regression model. Among other assumptions the regression model assumes that 
the hedonic price function is correctly specified with all relevant attributes being included 
in the regression equation, and that the model error terms are Normally, Independently, 
Distributed with zero mean and constant variancea2 [NID (O,a2)]. 
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Examination of Ordinary Least Squares (OLS) residual plots has often been used as a 
means of detecting various types of disagreement between data and an assumed model. 
However, theOLS residuals for a given regression problem are not well suited to model 
error di(lgnosis (Galpin and Hawkins, 1984): they are correlated; they may not have the 
same variance; and their distribution is dependent upon the observations matrix. 
Infonnative patterns in OLS residual plots can also be hidden by the general level of 
scatter, particularly if the data set is large. 

Some of the earliest work on model error diagnosis in multiple linear regression is due to 
Quandt (1959). He devised a maximum likelihood proceaure for estimating the change 
point and the model parameters when one structural shift occurs within the range of the 
data. Recursive residuals have been used as a tool for checking model assumptions 
(Brown, Durbin and Evans, 1975; Galpin and Hawkins, 1984: Freeman, 1986). These 
residuals have three useful properties: (1) if the model is correct, the recursive residuals 
are NID (0,0'2); (2) they are notconstrn.~iled to sum to zero; and (3) the rth recursive 
residual is a. function of the first r data pointsalQne. Therefore, recursive residuals are 
well suited to the detection of model misspecification in problems where the data are 
ordered by the variable undergoing investigation. 

This paper describes how recursive residual techniques were used to detect the 
misspecification of functional fonn in a hedonic price function for rural properties in the 
Western Australian wheat belt. A FORTRAN 77 program called RECRE~ (Bates and 
Sumner, 1990) was used for the analysis. 

THEORY 

The linear regression model is defined as 

r = 1, ... ,n, (2) 

where Yr is therth observations on the dependent variable, Xr is the p x 1 vector of 
observations on the p independent variables (including the intercept lenn), 8 is the p x 1 
parameter vector, and er is the error tenn. 

Recursive residuals are standardized one-step-aheadpredictionerrors. The rth recursive 
residual is the error 1n .predicting the rth observation using parameters estimated from a 
linear regression of the firstr-} observations. The data must be ordered on the variable 
being investigated. If the true functional Conn of this variable is non linear this will be 
apparent as one or more abrupt shifts in the residual variance. The recursive residuals are 
defined as 

Wr = (Yr - xrTbr-t) I (1 + XrT(Xr-tTXr_t)·lXr}l!2 r=p+l, ... ,n (3) 

wherebr is the least squares estimate of n based on the first r observations and Xr is a 
r X p matrix consisting of the first r sets of observations on the independent variables. 

An additional relationship is also available: 

Sr= Sr-l + wr2 (4) 
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where Sris the residual sum of squares based on the first r observations. The cumulative 
sum (cusum) of recursive residuals can be used to detect misspecification of functional 
fonn (Brown, Durbin and Evans, 1975). This is.revealed by a sudden downsurge or 
upsurge in the cusum plot (Galpin !lnd Hawkins, 1984). The cusnm of recursive residuals 
is calculated as follows: 

Cl (r) =:i wi I s r=p+ 1 , ... ,n (5) 
l=p+l 

wheres2 = So. 

The cumulative sum of squares of recursive residuals can also be used to detect 
misspecification of functional fonn (Brown, Durbin and Evans, 1975). If the true 
functional form of the ordered variable is nonlinear the cusum of squares will show 
abrupt shifts. The cusum of squares may be calculated as follows: 

r=p+l, ... ,n (6) 

Quandt (1958) proposed a maximum likelihood method for estimating the parameters in 
two separate regression equations that switch at an unknown change point k 
[p+ 1 < k < n-(p+ 1)]. The location of k can be estimated using the statistic 

As- = r log 81 + (n-r) log S2 - n log S3 r=p+ 1, •.. ,n-(p+ 1) (7) 

where S12, S22 and S32 are the ratios of the residual sum of squares to number of 
observations when a linear regression is fitted to the first r observations, the remaining 
n~r observations, and the whole set of n observations, respectively. The estimate of the 
change point's position is the value of r at which Ar attains its minimum. 

Computer programs such as SHAZAM (White, 1983) and RECRES are able to calculate 
recursive residuals. RECRES displays plots showing cusums of recursive residuals, 
cusums of squares of recursive residuals and the Quandt lambda statistic. In addition to 
these plots RECRES uses a V -mask (Galpin and Hawkins, 1984) on the cusum of 
recursive residuals plot to test for functional misspecification. The user is warned when a 
model misfit is detected. The program also infonns the user of the observation where the 
nonlinearity was detected. 

ECONOMIC ANALYSIS 

The market data used contains numerous variables related to property sales for the period 
May 1986 to June 1989 for two districts in the Western Australian wheat belt. A hedonic 
price function predicting property price in dollars per hectare was required. A special 
consideration was the value of the public scheme water supply to these properties; 64 
properties from the 131 sales in that period had access to scheme water. The marginal 
attribute price for access to scheme water was required for a cost benefit analysis of 
extending the scheme water supply. 

The attributes with parameter estimates significantly different to zero at the 0.05 level 
using a two-tailed t test were farm size in hectares (AREA), rainfall (RAIN), value of 
buildings per hectare (BUILD), presence of scheme water (SCHEME), and a salt variable 
identifying properties with a shallow saline salt water table (SALT). The last two 



variables are indicator variables having a value of 0 or 1. The following regression 
equation was obtained: 

PPHA = -0.037782 AREA + 3.8712 RAIN + 1.8008 BUILD + 
29 .'\(\~ SCHEME - 95.977 SALT - 989.75 

(8) 

where PPHA is tht, ue price expressed in dollars per hectare. An examination of the 
correlation matrix (n~ • shown) did not reveal the presence of multicollinearity. Figure 1 
shows the plot of OLS residuals versus predicted values generated by the RECRES 
prograrn. The most notable features of the plot are the three large positive residuals at 
high predicted values, the two negative predicted values, and the presence of slight 
heteroskedasticity. Heteroskedasticity often occurs in hedonic price functions because 
the variance in selling prices differs between the low-end and the high-end of the market. 
However, the heteroskedasticity in this data set was found to be not significant at the 0.05 
level using a test developed by Breusch and Pagan (Kennedy, 1985, p. 108). 
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Figure 1. Ordinary least squares residuals plot for market 
data from the Western Australian wheat belt. 

A Donnal probability plot of the recursive residuals, obtained by forward recursion on the 
data ordered by time in months (TIME), appears in Figure 2. The first six data points 
were used as the base for the regression. If all assumptions of the model are satisfied, the 
plot should show a straight line through the origin. The failure of the line to pass through 
the origin shows the mean of these recursive residuals is not zero, and indicates either a 
model misfit such as an omitted variable or the existence of outliers in the base points. 
Changing the base points and redrawing the plot indicated that the problem is due to a 
model misfit. Another feature of the plot is the existence of three outliers with large 
recursive residuals. 

Figure 3 shows the cusum of recursive residuals plot also obtained by forward recursion. 
This plot is used for checking .lhe assumption of no change of scale over the data set 
(Hawkins, 1981). In the case of change orscale the plot will show straight line segments. 
When the .null hypothesis holds, we should expect the plot to take a random walk about 
the X axis. Figure 3 shows an abrupt change of scale at the 23rd data point. During the 
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Market data - W.A. wheat belt 

Figure 2. Normal probability plot of recursive 
residuals for market data. 
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Figure 4. Cusum of squares of recursive 
resIduals for market data. 
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Figure 3. Cusum of recursive residuals for 
market data. 
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Figure 5. auandt log-likelihood ratio for 
market data. 
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calculation of the cusum of recursive residuals the V-mask test (Galpin and Hawkins, 
1984) triggered a signal at the 68th data point indicating a significant model defect. 

Figure 4 shows the correspondingcusum of squares of recursive residuals plot. ntis plot 
reveals a increase in the residual variance after the 6lst data point which appears as a 
cbangeof slope. This instability is significant at the 0.01 level using the procedure given 
by Brown, Durbin and Evans (l975,p. 155). Another feature of the plot is the existence 
of three outliers, the 99th, l06th and l07th observations which cause jumps in the cusum 
of squares between consecutive data points. 

The Quandt lambda plot in figure 5 suggests that the postulated relationship changes over 
the range of the data. This change in relationship is estimated to occur at the 61st data 
point where Ar obtains its minimum. 

Overall these plots suggest that there is an important variable omitted from the model and 
there are structural changes in the data occurring at about the 21st and61st data points 
corresponding to December 87 and September 88, respectively. A plot of TIME (time in 
monthslby PPHA shown as figure 6 reveals thatPPHA increases with time for the period 
of the study. This plot shows noticeable jumps in PPHA for December 87 and September 
88 also sugg~sting the existence of submarkets. 
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Figure 6. Changes In the price per hectare 
value of properties with time. 

The analysis was repeated. ordering the data on the AREA, RAIN and BUILD variables 
separateJy(pJots not shown). .Both the AREA and RAIN variables required 
transfonnations. A transfomlaJon described by Box and Cox. (1964) was used to 
improve the functional fann of the these independent variables. Although TIME is not 
anatbibute of a hedonic price function this variable was included in the model to see if 
its inclusion . helped toconeet the previous misspecified model. Two of the outliers 
previously identified were removed; the 99th data point was no longer present as an 
outlier following thetransfonnations. The improved model is: 

PPHA= 36432 AREA ,,1 +0.0050692 RAIN 2 + 1.5022 BUILD + (9) 
36.367 SCHEME .. 73.674 SALT + 4.5446 TIME - 512.21 



TIleptots shown in figures 1 to 5 were re~ated for this model with the data ordered on 
TIME (not .shown). Removing. the two outliersco!TCcted plots 1, 2, and 40n which the 
outliers were present. Thenegativepredicled values 'ihown on figure 1 were no longer 
present. Tbe'inclusion of the TIME variable corrected the normal probability plot shown 
inflgure '2 indicating that it was an omitted variable. 1 hepnrameter estimate fot this 
variable was significant at the 0.01 level indicating the existence of changing market 
conditions witbtime. The market stratification shown in figures 3, 4 and .5 was still 
present, occutring in December 1987 z.nd May 1988. The improved model. gave a 
different estimate of tbe second structural change. tbis is because tbe regime change 
involved a nansition period during which the reiationship changes smoothly. 

Since the: plots of recursive residuals have indicated the possible existence of three 
submarkets separate models each describing the hedonic price function for that period of 
time were fonnulated The three hedonic price functions were for theperiodsl\1ay 1986 
toNovember 1987, December 1987 to April 1.988 nndMay 1988 to June 1989. Chow F 
tests (Kennedy 1985,p.87) were used to examine whether the parameter estimates for 
the markets differed significantly between the submarketsat the 0.01 lev.el. . The 
submarket for the period September 1988 .to June 1989 was significantly different from 
the other two submarkets,nlthough the submarket fmmMay 1986 to November 1987 
wastlOt significantly different from the submarket for December 1987 to April 1988. 
Therefore two separate submarkets were assumed to have existed from May 1986 to 
April 1988 nndMay 1988 to June 1989. 

The parameter estimates obtained for each osubmarket are shown in table 1. The TIME 
variable was not significant forelthersubmarket at the O~OS level and was not included in 
theregresslonmodel. A two-tailed ttest was used .. to compare the p.arameter estimates 
and the meanpredictedPPHA for submarket one with those obtained forsubmarket 2. A 
two-tailedF test was used to compare the residual variance for the two submarkets. 

Table 1. Changes in the hedonic price function betweensubmarkets 

Attribute parameter estimates 
Submarketl Submarket 2 

AREA·l 26531. 40956~ 
RAIN 2 0.0042424 0.0053243 
BUILD 1.5071 1.3113 
SCHEME 29~645 41.019 
SALT 6.1360 -87.482 
Constant -327.21 .. 370.62 

Mean,PPHA 175.95 308.66 
Mean square error 2124. 5117. 

No. observations 44 85 
R2 793 81.5 

" Significance levels for difference between submarkets: 
os not significant at the 0.05 level 
s significant at the 0.01 level 

Significance* 

ns 
ns 
ns 
flS 
ns 
ns 

s 
s 
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Figure 7~ NormalprobabUlty plot of recursive 
resIduals for submarket 2. 
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Figure 9. Cusum of squares of recursive 
residuals for submarket 2. 
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The parameter estimates for SCHEME were 29.645 and 41.019 for submarkets 1 and 2 
respectively as shown in table 1. There is no significant difference between the marginal 
price of access to scheme water between submarkets. These estimates give an indication 
of the vnlueplaced on access to scheme wilter by farmers in dollars per hectare. 

The changingmnrket conditions between the twosubmarkets could not be explained by 
changes in the parnmeterestimatesas they were not significantly different at the 0.05 
level. HOwever, the existence of heterogeneity betweensubmarkets was evident as the 
mean PPHA.and residual variance were. s.ignificantIy different. Since the change in 
marketconditiotls could not be. explained by changes .in the parameter estimates for the 
known product attributes it can be assumed that the observed differences are due to 
changes in the marginal prices for other unknown attributes such as d'd quantities of 
crops, livestock, and machinery present ontbeproperties at the time of the sale. 

Analysis of recursive residual plots wit'~ the data ordered on TIME for submarkets 1 (not 
shown) and 2 (shown as figures 6to Iv) .suggests that the hedonic price function is now 
correctly spec.ified and the model assumptions are satisfied. 111e nonnal probability plot 
for submarket 2 (figure 7) shows a straight line through the odgin. TIlecusum . of 
recursive residuals (figure 8) plot did not indicate any abrupt change of scale and the V­
mask test was not significant. However, the .appenrance of this .plotis not completely 
random with theoccunence of a slight initial upsurge caused by the tran~tion from 
submatket on~ to submarket two. 'l'he cusum of squares of recursive resi<i..:,ls . plot 
(figure 9) showed reasonably constant residualvarlance throughout the submarlcet;there 
was no significant instability at the 0.05 levetThe Quandt lambda plot (figure 10) 
showed that the postulated relationship was consistent for the fuUrange of the data. 

CONCLUSIONS 

In this paper a hedonic price funcrion is dev,.;lopedfor ruralproperti~s in the Western 
Australian wheatbe1t. Recursive residunlscalculatedon udnptively-ord :d observations 
were used to look formisspecification of functional fonn and were ·u.,cful in detecting 
market stratification. The use of noollulprobabilityplots, plots of cusums of recursive 
re,;iduals and ,CUSUtllS of squares of recursive residuals and the Quandt lambda statistic 
helped the detection of model errors that could not be identified by the analysis of 
ordinary least squares residuals. 

Two separate submarkets were found to exist in the sample data violatingsingJe market 
assumptions and esdmation~rocedures. . A hedonic price function was developed for 
each sttbmarket and a two"talled t test was used to test for heterogeneity of paramet.ers 
between ,submarkets. The analysis revealed that the market strddfication was due to 
significant:differences in thePPHA values and residual variance between submarkets and 
could not be attributed to changes in the parameter estimates. 

The. techniqueisequalty useful in developing other econometric models based on 
multipleUrtear regression. 

A computer program withudditiomd examples supporting the use of this. methodology 
areavnitabJe from the author 011 request; the program is written in FORTRAN 77 and 
wac; developed on an IBM personal computer. 
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