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Time Series Analysis in Measurement of Demand 

By Anthony S. Rojko 

Opinions differ among economists as to how effective statistical analyses using time series 
data can be in identifying factors affecting demand and in measuring their influences. 
Although this presentation may not materially modify these opinions, it should at least 
succeed in making even the most skeptical aware of some of the problems involved in 
analyses employing time series data. It is not the purpose of this paper to make a survey 
or review of previous demand studies. Instead, it concentrates on certain methodological 
approaches and what implications they may have in helping the analyst to measure 
demand. But with the many problems that face the statistical analyst in this task, 
perhaps good luck is what he needs most. Measurement of demand in the final analysis 
has no meaning unless it helps us answer some of the practical questions of economic life : 
Helping farmers to predict the expected price associated with given (or assumed) levels 
of production and consumer income, helping a Congressman to estimate the expected 
change in consumption if prices to farmers are raised when all other factors are left 
unchanged. This article is based upon a paper presented at the National Symposium on 
Dairy Market Development sponsored by the American Dairy Association in Chicago 
last November. Although the practical examples draw heavily on the dairy industry, the 
conclusions generally apply to all agricultural commodities. The author gratefully 
acknowledges helpful suggestions from Arthur Harlow and Hyman Weingarten. 

THE BROAD PROBLEMS involved in mak-
ing demand analyses, which are varied and 

many in number, are discussed under the follow-
ing headings : (1) Some Necessary Ingredients in 
Demand Analysis; (2) Structural vs. Predictive 
Relations; (3) Simple vs. Complicated Methods; 
(4) Allowing for Changes in Structure; (5) 
Short- and Long-run Estimates of Demand; (6) 
Avoiding Nonsense Correlations Through Graphic 
Analysis and (7) How Many Variations Should 
We Try? 

Some Necessary Ingredients in Demand 

Analysis 

Assuming that an economic relation exists be-
tween the variables, what further conditions must 
be satisfied before reasonable statistical results 
can be obtained? Knowledge of these limitations 
is essential—they may influence the degree of re-
finement that is possible in demand analysis. 

• 587091-61 	1 

(1) As statistical analyses measure change, the 
first requirement is that variability in the data be 
sufficient to permit observation of the effect of 
change in one variable on other variables. For 
some commodities such as meat, the year-to-year 
variation in consumption may be substantial. 
Consumption of beef in the last decade varied 
from 56 to 85 pounds per person. The largest 
annual change was 15 pounds or about 25 percent. 
In only 2 years was the annual change less than 
2 percent. In contrast, time series of dairy sta-
tistics frequently show little year-to-year change. 
Nonfarm per capita consumption of fluid milk and 
cream ranged between 329 and 333 pounds for the 
period 1948-54. Except for one year, all year-to-
year changes were 1 to 2 pounds per capita. In 
the one exceptional year, consumption dropped 
3 pounds, but even this dip was less than 1 per-
cent. Per capita consumption of manufactured 
dairy products tends to vary more, but even here 
variation is not great. Per capita consumption 

37 



of American cheese, for example, has ranged be-
tween 5.1 to 5.5 pounds since World War II, and 
the greatest change in any year was 0.4 of a pound, 
or about 8 percent. 

To get statistical results with confidence, the 
data on which results are based should have 
greater variability than the error associated with 
the data. In some of our consumption data for 
short periods, the year-to-year changes in the data 
are probably less than the error associated with 
the data. It should not be surprising, therefore, 
that hoped-for results in estimating demand co-
efficients, using postwar data alone, have been 
difficult to obtain. 

(2) A second condition for ideal application of 
price analysis to time series data is that no struc-
tural change shall have taken place during the 
period studied. If change has taken place, may 
it be allowed for by statistical means? As shown 
elsewhere in this paper, when structural changes 
do occur they may be serious enough to put severe 
limitations on the job of running an analysis 
based on any considerable period of time. Yet a 
certain minimum number of observations is nec-
essary if any confidence is to be placed in the 
coefficients. 

(3) Another statistical requirement is that the 
intercorrelation among the explanatory variables 
be at a minimum. If intercorrelation is high, it 
not only reduces the statistical significance of the 
demand coefficients but also affects the size of the 
coefficients. As shown by Fox and Cooney (10, 
p. 4) ,1  the sign of the regression coefficient may 
change with high intercorrelation. Thus, we may 
have a regression analysis which explains a large 
percentage of the total variation in the dependent 
variable. Yet, because of high intercorrelation, 
the individual coefficients associated with the ex-
planatory variables may be useless. 

In demand analysis pertaining to dairy prod-
ucts, we encounter several areas in which this 
problem affects statistical measurement. It is dif-
ficult, for example, to measure the substitution 
effect between competing dairy products using 
time series analysis, simply because prices of these 
competing products are highly correlated over 
time. Prices of fluid skim milk cannot get out 
of line with prices of fluid whole milk, or with 
prices of evaporated milk, as the values of all 

Italic numbers in parentheses refer to Literature 
Cited, page. 52. 

are derived from the same raw material—milk. 
Other intercorrelation problems result from si 
lar trends in two or more variables. Since Woll,  
War II, the steady rise in consumption of broilers 
has been the result of a downtrend in prices re-
flecting production efficiencies and an uptrend in 
consumer incomes. We have no statistical means 
of isolating these joint trends..  

(4) A fourth ingredient is that no serial cor-
relation exists among the residuals. Serial cor-
relation is present in most residuals computed 
from demand analyses. This effect can sometimes 
be minimized by using first differences (Foote 7, 
pp. 30-32 and Cochrane and Orcutt 5, pp. 54-55) 
or by adding the lagged dependent variable as an 
additional explanatory variable in the analysis 
(Nerlove and Addison 27, pp. 877-879). 

(5) A fifth requirement is concerned with the 
specification problem. Of the several specifica-
tion errors, the one with which we are mainly 
concerned is the one that occurs when some of 
the conditions specified in the economic model 
are not fulfilled in our estimating procedure. 
Specifically, the method of estimation requires 
that certain conditions must be met in the 
model to get estimates with desirable properties. 
The model, in turn, specifies the form of thq. 
structural equation and the restrictions imposE. 
upon the unknown parameters. As an example, 
least-squares regression analysis stipulates that 
the covariance, or the correlation between the resid-
ual and the explanatory variables, be zero (Wold 
and Falter 38). If results do not indicate this, 
the estimating method does not meet the specifica-
tion of the problem. An incorrect economic 
theory is not a specification error—it is just 
wrong theory. Errors of observation in the 
data and the use of nonrepresentative series 
to reflect certain price or quantity changes also 
illustrate kinds of specification error. The prob-
lem of selecting representative series in any de-
mand analysis can be perplexing—just plain 
rough. For example, we do not have a representa-
tive price for fluid whole milk that reflects fully 
some of the changes that have occurred in pur-
chasing habits. The price series 2  of the last few 

'MacPherson and Smith (21, pp. 5-6) state : "Average 
selling prices for milk packaged in types and sizes of 
containers used in households have declined over the 
4-year period of April—June 1956 to April—June 1959 . . • . 
Listed selling prices for a selected group of fluid milk 
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*years may have a slight upward bias since it does 
t fully reflect the shift to gallon purchases of 
ilk at lower per unit (quart) costs. 

Structural vs. Predictive Relations 

Too frequently, people want a single and unique 
answer to a problem. They are not interested in 
several demand coefficients. They want a single 
demand elasticity which they can firmly fix in 
their minds for use in answering all their prob-
lems. But it is possible to obtain several different 
demand coefficients, depending upon the number 
of variables in a regression equation or upon the 
method of statistical fit. Users of results need 
to know that each coefficient may have a special 
use yet may suffer serious limitations in other 
uses. Take the case of the question : What 
changes may be expected in consumption of butter 
if incomes are to be raised by, say, 10 percent in 
the next year? Can we give a single answer? 
Should we give an income elasticity figure from 
a structural demand relation that is consistent 
with the Marshallian demand curve? 3  But will 
all other things remain constant—the ceteris pari-
bus assumption under the Marshallian demand 
curve ? Initially, at least theoretically, an in- 

ease in income results in a shift in the demand 
rve for butter by the amount specified by the 

income elasticity coefficient. But with a given 
supply and an increase in demand, the price of 
butter would rise. In effect, this would reduce 
the increase due to income and, at the same time, 
encourage greater supplies. But income also in-
creases the demand for fluid milk and other dairy 
products. Results from statistical analyses indi-
cate that if the total supply of milk cannot be 
increased to meet the increase in demand for total 
dairy products, consumption of butter will ac-
tually decrease even though the demand for it 

(Footnote 2 continued from page 38.) 

distributors indicate that this decline has occurred in 
spite of the fact that prices for milk in individual types 
and sizes of containers have increased. The paradox of 
average prices declining while individual prices increase 
can be accounted for by two changes : First, and most 
important, a shift to larger containers at lower per quart 
prices ; second, a shift away from higher priced varieties 
of milk . . . ." 

Structural relations are those that define the process 
by which a set of economic variables are believed to be 
generated. 

has increased. We have witnessed, of course, how 
the utilization pattern shifts in favor of fluid 
milk at the expense of butter when milk is in 
short supply. In short, the demand elasticity co-
efficient, based on ceteris paribus conditions, is 
useless unless we want to trace out the series of 
adjustments by an iterative process. A more use-
ful coefficient is one that already takes into ac-
count all these intermediary adjustments. Thus, 
the kind of coefficient needed is what Buse (3) 
calls the total elasticity from the total demand 
response curve. 

On the other hand, if prices of butter are at 
support levels and the Commodity Credit Cor-
poration has stocks of butter, the increase in 
demand for butter, specified by the Marshallian 
demand elasticity, would be reflected in a like 
increase in consumption. In this case we get no 
simultaneous price effect from the supply side, 
at least no material effect, until CCC stocks are 
almost exhausted. 

Can this dilemma be resolved ? Perhaps not. 
Which answer should our time series analysis 
provide ? We can minimize the confusion if we 
distinguish between structural and predictive re-
lations. These two relations are not one and the 
same. The first is concerned with relations within 
the Marshallian concept of supply and demand 
curves. Predictive relations are those which are 
designed to give an estimate of the variable in 
question, such as price or consumption.4  

Back in 1927, Elmer Working (39) recognized 
the difference between predictive relations and 
true structural demand relations.5  In 1943, in a 
pioneer work, Haavelmo (13) showed statistically 
why the coefficients associated with the predictive 
relation were not the same as those in the struc-
tural relation, even though both relations in- 

4  Statistically, the predictive relation can be looked 
upon as an estimator or general formula to which given 
or known observations can be applied to compute an 
estimate. In the field of statistics, we have a wide 
variety of estimators—unbiased estimators, consistent 
estimators, efficient estimators and sufficient estimators ; 
minimum variance estimators, minimum 20 estimators, 
minimum root mean square error estimators and maxi-
mum likelihood estimators ; Baye's estimators, fiducial 
estimators, and least squares estimators ; closest esti-
mators and minimum confidence interval estimators, and, 
among others, believe it or not, "best" estimators. 

A similar line of reasoning is followed by Koopmans 
(16, pp. 27-35) and Foote (6). • 	 39 



volved the same variables. In fact, Haavelmo's 
article was the catalyst for the simultaneous equa-
tions work that followed its publication. It has 
inspired many econometricians to search for 
methods of quantifying the underlying basic 
structural relationships, such as the "true" de-
mand and supply curves of economic theory—so 
much so that some analysts soon came to believe 
that least squares as a method of quantifying 
economic behavior was "old fashioned" and "out-
moded." Others looked upon the simultaneous 
equations approach as a mystic manipulation, too 
difficult to comprehend. But of course neither 
idea was correct; each of these tools has a place 
in our kit. 

The least squares approach is useful in showing 
what normal average relationships exist between 
sets of variables. Besides, it appears that some 
of the same factors that help or hinder reasonable 
least squares results also do so in the more refined 
methods, such as limited information method and 
two-stage least squares method. The important 
thing is to recognize that the simultaneous equa-
tions approach may be needed to determine statis-
tically the coefficients in the structural relations. 
These, in turn, may be necessary to establish alge-
braically the predictive or estimating relations.6  
On the other hand, the least squares equation may 
be the most economical and efficient way of obtain-
ing these predictive relations. This is the other 
aspect of the Haavelmo paper, the one that ap-
parently has been ignored.? Foote and Waugh 
(8), Hildreth (14), Christ (4), and Klein (15) 
each review the merits of simultaneous and single 
equations. They stress that both methods of 
analysis are essential .8  On the other hand, Wold 
(37) questions the presence of simultaneity in 
economic relationships and suggests that recur- 

6  In econometric literature, these equations are usually 
referred to as "reduced form equations." Reduced form 
equations are equations that result when each endogenous 
variable in a system of equations is written as a linear 
function of all of the predetermined variables in the 
system. Depending on the circumstances, they may be 
(1) algebraically derived from the structural coefficients 
or (2) fitted by least squares. 

For example, see a forthcoming article by Waugh 
(S6). 

8  Some emphasize the importance of obtaining "true" 
structural coefficients while others stress the importance 
of obtaining the "best" forecast. Contrary to prevailing 
notions, Liu (90) suggests that the complexity of modern 
economic society makes it much more likely that the true 

sive relations fitted by least squares are more 
appropriate. 

Closely associated with predictive relations ar 
those formulations that can be used for evaluating 
policy programs. In many respects, such ap-
praisals are only extensions of forecasting with 
changed structures. Difficulties arise when the 
hypotheses, assumptions, and objectives involved 
in quantifying economic relations differ statisti-
cally from those required for use of statistical 
results in program appraisal. In fitting economic 
relations, the important considerations are the 
nature and the availability of data and the ade-
quacy of the statistical method employed. 

These considerations often affect the kind of 
formulation fitted. But in using econometric 
results for program appraisal, answers are some-
times obtained only from special formulations 
which may not meet the more rigid requirements 
specified in fitting procedures such as availability 
of data. Also, we seldom have a unique statistical 
formulation using a single source of data in which 
all important coefficients are statistically signifi-
cant. As a result, several formulations often are 
modified so that information from several sources 
may be pooled into a single formulation, which is 
then used for appraising programs. We nee 
more information to determine whether the u 
of a system that incorporates results from several 
analyses gives better estimates than those obtained 
directly from fitted regressions. There is no ques-
tion but that, for the period of fit, estimates from 
the fitted system probably are better. But since 
appraisal involves change in structure, there is 
also no question but that a known "poor" coeffi-
cient may cause considerable difficulty. Thus it is 
well to know how to integrate and use all the 
known information. 

Simple vs. Complicated Models 

Let us examine some of the available statistical 
methods for measuring demand relationships. 
These methods may be simple, but they can also be 
extremely complex ; it may even make sense to 
classify estimating methods according to degree 

(Footnote 8 continued.) 
structural relationship is under- rather than over-
identified. Since simultaneous equations methods cannot 
be used in underidentified models, he suggests use of 
relationship including all important variables fitted by 
least squares. 
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of complexity. In this way, the kind of results elat are obtained from each method can be com-
ared with the amount of effort expended. Of 

course, other classifications are possible. The 
methods may be grouped into the single equation 
vs. the simultaneous equations approach. Much 
of the statistical measurement of demand from 
time series analysis falls into these two broad 
groups. Graphic analysis and least squares regres-
sion analysis fall in the single equation group. 
Listed in the approximate order of their com-
plexity in the second group are : The reduced-form 
method, the two-stage least squares method, the 
limited information method, and the maximum 
likelihood full information method. 

Some statistical methods lie somewhere between 
these two broad classifications and tend to be used 
less frequently. In this area are such methods as 
analysis of principal components, discriminant 
analysis, canonical correlations or regression be-
tween sets of variables, weighted regressions, dis-
tributed lags, indifference curve approach, and 
so one The purpose of this paper is not to discuss 
these methods in detail but rather to indicate 
broadly some of the aspects that should be con-
sidered before using any single method. 

We are often under the illusion that we obtain 

door results because we fail to include all the 
relevant information. It is true that the addition 
of another explanatory variable in a regression 
analysis may increase the coefficient of multiple 
determination (R2). Since a system of equations 
brings to bear more information on the problem, 
is it safe to assume also that the results are also 
improved? Bigness in model construction does 
not necessarily mean better results. 

Why do we need complex models? When 
several variables are jointly determined, several 
equations may be required to take into account 
this joint interrelationship. How many equations 
do we need? This depends upon the importance 
of some of these interrelationships. To account 
for the interrelationships among dairy products 

9  These methods are frequently overlooked in most books 
on econometrics. Each of these uses some form of regres-
sion analysis. Tintner (32) presents a good account of 
the first four methods and includes others not listed above. 

Nerlove (26) discusses the use of distributed lags in the 
measurement of demand for agricultural commodities. 
For an application of indifference curve approach to 
measurement of substitution in demand, see Waugh (33) 
and Meinken, Rojko, and King (23). 

and their competing products with emphasis on 
competition between butter and margarine, Ladd 
(18, p. 646) developed a model containing 63 
relations. This model has 13 demand equations 
in all. Of these only 6 are for dairy products, 
6 are for competing products, and 1 is for the total 
demand for table fats. The other 50 equations 
include retail-supply, processor-supply and inven-
tory-demand equations, production equations for 
5 dairy products, equations for exports of evap-
orated milk and for imports of cheese, domestic 
shortening production equations, and margarine 
and shortening-ingredient price-index equations. 
No equations appear for the supply of milk on the 
farm which is presumed to be given in any year. 
Lifting this restriction would, of course, increase 
the number of equations. 

Statistical methods of estimating sets of simul-
taneous equations are needed to estimate the "true 
theoretical relations," for example, the "true de-
mand curve" for fluid milk or butter. Statistical 
results obtained from such systems of equations 
are valuable in helping us to understand the theory 
of interrelated markets for milk and dairy prod-
ucts at the different marketing levels. The Ladd 
study is an example of how such an integrated 
model helps one to understand better the interrela-
tionships between the butter and margarine mar-
ket, including the effect of certain institutional 
variables. The work that I have done using the 
simultaneous-equations approach also helps to ex-
plain why, under certain circumstances, simpler 
single-equation regressions do not give the kind of 
coefficients expected in Marshallian demand rela-
tions (31, p. 71). Estimation of the coefficients in 
the demand relation for butter is a good example. 

Traditionally, butter had been considered as a 
buffer for sudden shifts in the supply position be-
cause of weather or other unexpected circum-
stances. Undoubtedly, this has reflected, in part, 
the general availability of equipment for making 
butter as opposed to that for making cheese and 
other manufactured products. Important also are 
the ease with which butter can be stored and its 
place in the dairy economy as an outlet for milk. 
As a result, to estimate consumption of butter, any 
analysis must take into account the supply of total 
milk and demand for other dairy products. As 
those who are familiar with the dairy industry 
know, consumption of fluid milk is affected little 
by immediate shifts in supply of total milk or the • 	 41 



demand for competing dairy products. And, of 
course, low demand elasticity for fluid milk also 
tends in the very short run to insulate consump-
tion of fluid milk from these factors. For this 
reason, as shown later in this paper, reasonable 
results may be obtained for the fluid sector using 
the single equation regression approach. Single 
equation regression analysis also suffices for butter 
and manufactured products when manufacturing 
milk prices are at support levels. 

One of the primary advantages of formulating 
a complete model is that it provides a systematic 
way of taking into account all relevant informa-
tion that may influence the estimate of one of the 
dependent (endogenous) variables. This can 
prove to be an important function, as it helps to 
suggest areas in which least squares regression 
analysis is sufficient. For example, results from 
a two-equation dairy model for milk at the farm 
level fitted by both the least squares and the limited 
information methods indicated that both methods 
gave approximately the same coefficients in the 
demand equation for total milk (30, p. 337). This 
indicated that a least squares fit was satisfactory 
for the demand equation. Frequently, by formu-
lating a complete model and using our knowledge 
of the industry, we can select the relevant variables 
needed in an estimating equation that can be fitted 
by least squares. These equations may be used for 
estimating the dependent (endogenous) variables, 
and the total model need not be fitted by the limited 
information or other complex methods. In sum-
mary, the important question is, Does the statis-
tical equation that is used to make the estimate 
reflect all the relevant information necessary to 
explain the economic behavior of the variable in 
question? There are several ways of incorporat-
ing this information in our estimating equation. 

But enlarging the model to increase the amount 
of information that can be used in making esti-
mates also brings certain disadvantages. One is 
related to the need for more rigid assumptions 
as the size of the model increases. How many 
analysts ever stop to question why most complex 
systems of equations are always fitted using linear 
relationships ? Such models usually have addi-
tive identities. In a dairy model, the sum of the 
individual demands for fluid milk, cream, butter, 
cheese, powdered milk, and so on must equal the 
total demand for milk. Also, prices for dairy 
products at different marketing levels theoretically  

differ by the differences in the marketing services 
performed for each commodity, differences in t

1) densities of each dairy product since prices a 
usually quoted on the basis of product weight, 
and differences in the quality of milk used in mak-
ing the product. Demand and price relations must 
be in linear form to permit these identities. But 
demand relations might be multiplicative (curvi-
linear). If so, a regression based on data in loga-
rithms would give a better fit. Sometimes it is 
possible to have semilogarithmic relationships, 
provided the additive variables involved can be 
expressed as actuals. I have seen several models 
in which the linear restriction had an important 
effect on the kind of results obtained (9, p. 35).10 

For similar reasons also, the same format is fre-
quently followed for all equations in the model. 
That is, the data are either in actuals or in logs, 
or they are run as first differences of actuals or 
logarithms. Such uniformity is not essential in 
all instances. In fact, there is reason for some 
modifications. 

Another difficulty in working with a large model 
is pinpointing its statistical weaknesses. In work-
ing with a single regression, several combinations 
of variables that appear to be consistent with 
theory are tried, and they are either accepted olio, 
rejected on the basis of statistical significance an. 
intuitive judgment. It is easy to decide whether a 
particular variable will help or hinder results. 

In working with a large model, the analyst too 
frequently evaluates its "goodness" by asking how 
many coefficients are significant, and too often he 
is happy when three-fourths of them meet the 
standard statistical test of significance. One rea-
son for this is that, in the case of the limited in-
formation method, it is difficult to evaluate which 
explanatory variable is responsible for a "poor" 
coefficient, since all structural coefficients are 
jointly determined. In one of my models, I had 
expected the addition of the retail price of meats 
to affect the demand equation for cheese. But I 

" Foote and Weingarten, in using Meinken's wheat 
model (22, pp. 36-50) to demonstrate the use of research 
results in analyzing alternative programs, found that it 
was necessary to substitute a curvilinear relationship for 
the feed demand for wheat in place of the fitted linear 
relationship. The fitted linear relationship was inade-
quate because, when the price of wheat approaches the 
price of corn, use of wheat for feed increases rapidly and 
by more than the quantity suggested by the linear relation-
ship. 
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was surprised to find that it affected the coefficients 
the demand equation for butter considerably 

ore. It may be somewhat easier to trace out the 
effects in the two-stage least squares method. But 
if by trial and error we select only those explana-
tory variables that appear to give the "best" struc-
tural coefficients, we may be deluding ourselves 
into believing that we have the joint determina-
tion implicit in our original system of equations. 

At this point, we might add that some of the 
difficulties in evaluating the results stem from the 
intercorrelation problem. In a single regression 
analysis, it is fairly easy to see the influence of in-
tercorrelation on the coefficients obtained (/0). 
When several equations are involved, however, we 
do not have a method for ascertaining the effect of 
high intercorrelation among the explanatory (pre-
determined) variables on the structural coefficient. 
Our experience is that these coefficients are affected 
and that high intercorrelation among the prede-
termined variables tends to contribute to larger 
standard errors in the structural coefficients. 
Some of our results, however, suggest that high 
intercorrelation among the predetermined vari-
ables apparently does not affect the predicting 
value of the estimating (reduced-form) equations, 

alrovided the economic variables stay close to their 
nge of values included in the original analysis 

(11, p. 92). More work needs to be done in this 
area. 

Whether the statistical model is simple or com-
plex will depend also upon the methods used to 
measure substitution in demand. The three 
empirical measures of demand interrelationships 
are (1) direct and cross elasticities derived from 
statistical demand equations, (2) elasticity of sub-
stitution derived from price ratios and consump-
tion ratios, and (3) partial indifference surfaces 
derived from demand coefficients and an assumed 
monotonic function of utility.11  

In general, the research analyst will wish to ob- 
tain direct and cross price elasticities from the 
demand equation by the regression approach, as 
this method provides the greatest amount of in-
formation. Either single equation regressions or 
systems of equations may be used, depending upon 
the nature of the interrelationships between the 

11  For a study relating these three approaches—ad-
vantages and disadvantages of each—see Kenneth W. 
Meinken, Anthony S. Rojko, and Gordon A. King (23). 

competing products. If intercorrelation is high 
among the prices of substitutes, the demand func-
tion might specify these prices as price ratios. 
Quantities may also be expressed as ratios in the 
analysis. But empirical elasticities of substitution 
obtained by relating price ratios and consumption 
ratios tell us little about the "ease of substitution" 
or degree of competitiveness between the goods. 

The complexity of the model is also affected by 
the way in which a static model is converted into a 
dynamic one. The simplest way to achieve such 
a conversion is to include the dependent (consump-
tion) variable as a lagged explanatory variable in 
the regression. The lagged (consumption) vari-
able in this formulation reflects past influences of 
prices, incomes and other factors, including cus-
tomary levels of consumption. In this connection, 
additional discussion appears later in this paper. 

Allowing for Changes in Structure 

As stated earlier, time series analysis assumes 
that no changes in structure have occurred during 
the period of analysis; that if such structural 
changes have occurred, they can be allowed for 
statistically in the regression analysis. Changes 
that take place gradually over time and for which 
we have no specific explanatory variable are usu-
ally allowed for by the time variable. In this 
connection, some analysts may not fully realize 
that the addition of the time variable imposes 
certain restrictions on the kind of trend that 
results. It makes a difference, for example, 
whether the time variable is in actuals, in loga-
rithms, or in some other form (7, pp. 39-43) . 
Many regression analyses have been run using 
first differences of logarithms with a. constant or 
"a" value obtained to measure the trend in the 
dependent variable over time. Most analysts may 
not be aware of the fact that this formulation only 
permits a trend that is increasing at an increasing 
rate. Intuitively, the formulation that permits 
the opposite may be desired. This deficiency may 
be corrected by taking first differences of loga-
rithms in a demand relation which explicitly 
includes time as an explanatory variable. 

If there has been a once-and-for-all change in 
structure (level of consumption), the use of a 0-1 
variable may be satisfactory. To illustrate, the 
Special School Milk Act, passed in 1954, has re-
sulted in a higher level of consumption of fluid • 	 43 



milk in a magnitude of about 7 pounds. How do 
we allow for this in a statistical analysis? If no 
substitution occurs between this milk and milk 
bought from commercial channels, an analysis can 
be run by subtracting out milk consumed under 
the special milk program. That is, consumption 
variables should represent only commercial tak-
ings. But we may not want to assume that no 
substitution has occurred. In this instance, the 
analysis should have an additional variable which 
designates the years through 1954 with a value of 
0 and the years beginning with 1955 with a value 
of 1. A comparison of the results from two de-
mand regressions for fluid whole milk for the 
period 1924  59 indicates how effectively the 0-1 
variable can be used to reflect changes in structure. 
(Regressions for demand for fluid milk are given 
at the end of discussion, beginning with page 51.) 

At this point, it may be well to add that pre-
liminary graphic analysis can be useful in depict-
ing changes in structure over time, as the section 
on graphic analysis in this paper attests. 

Another way to handle changes in structure is 
to break the period into subperiods during which 
no change in structure occurred. This was done, 
for example, to determine the changing relation-
ship between cheese and meat consumption over 
time. Analyses for the 1920's suggested that price 
of meat had no influence on consumption of cheese, 
while the analyses in the 1930's indicated the 
beginning of some influence. Postwar analyses, 
however, suggest that the price of meat is an 
important consideration influencing consumption 
of cheese. Also, although some margarine was 
consumed in the 1920's and 1930's, the price of 
margarine did not appear to influence the con-
sumption of butter. But this is not true in the 
postwar period. In such instances, if the sub-
periods are sufficiently long, separate regressions 
can be run for each period and the results from 
each compared. But we cannot logically combine 
or run the analyses for the total period because 
the influence of the factor (price of margarine) , 
which was relevant only during part of the period, 
is averaged for the whole period. This, of course, 
gives a meaningless coefficient. One possible way 
to use a single analysis for the total period would 
be to leave out the price of margarine and to use a 
0-1 variable instead. Then the residuals from 
this analysis might be correlated with the price 

of margarine for those years in which the price 
of margarine could be expected to be an influenill 

Short- and Long-Run Estimates of Demand 

The literature abounds in confusion with regard 
to the definition of the length of run. Some of 
the confusion undoubtedly stems from the fact 
that the real world is a curious mixture of both 
short- and long-run adjustment. The difficulty 
occurs when we attempt to delineate how much 
of the current level of demand results from ad-
justments in the short-run or the long-run. What 
are some of the methods that analysts can use to 
measure these separate influences? 

One method is to relate the period of observation 
used in the analysis to the length of run. In this 
instance, length of run depends on whether we use 
monthly, quarterly, annual, biennial, or longer 
periods of time as our time period for each obt 
servation in the time series analysis. This method 
assumes that the factors that affect consumption 
can be grouped according to length of time re-
quired for adjustment. Specifically, the quarterly 
analysis would measure the influence of certain 
factors while the annual analysis would measure 
only the influence of other factors. Such analyses 
can be rather informative. For one, quarterlilk 
analyses might depict differences in seasonal 
mand, such as the stronger demand for ice cream 
in summer than in winter. These differences pre-
sumably would cancel out when the analysis used 
annual data. One may analyze quarterly data in 
one of two ways. If the period of analysis is long 
enough, there are advantages to running each 
quarter separately, then comparing their results. 
One may also use the 0-1 variable concept in 
which all the quarters are included in the single 
analysis. In this instance, we add additional vari-
ables which take on the value of 0 or 1, depending 
on whether the period of observations includes 
the quarter. 

The 0-1 variable is a useful tool when data are 
available for only a relatively short period. To 
illustrate, let us look at some quarterly regressions 
based on 13 observations using Market Research 
Corporation of America consumer panel data pub-
lished by the Agricultural Marketing Service. 
The regressions based on data in logarithms for 
fluid whole milk are 

Xi= — 1.065 + .27X, + .46X, + 48X4 
(1.37) (1.33) (.45) 
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X1=2.867 —2.63X, — .20)(2 + .67X,— .045X5  

• 

(.64) (.45) (.16) (.006) 
— .038)(6+ .005X, 
(.005) 	(.004) 

in which X1  is per capita purchases of fluid whole 
milk, X2  the prices paid for fluid whole milk, X3 

the price of fluid skim milk, X4 per capita dis-
posable income, and X,, X, and X, are for the 
second, third and fourth quarters, respectively, 
using the 0-1 concept. All economic values were 
deflated by the Consumer Price Index. The num-
bers in brackets are the standard errors of the 
regression coefficients. None of the coefficients in 
the first analysis are statistically significant. The 
coefficient of determination (R2) was increased 
from .27 to .95 by allowing for seasonal differ-
ences. The price coefficient now has the correct 
sign although a demand elasticity of — 2.63 is 
much too high. As expected, the analysis shows 
that consumption in spring and summer is lower 
than consumption in winter by about 10 percent. 
Consumption in fall is 1 percent higher, or about 
the same as in winter. These results should be 
used with caution because they are based on a 
relatively short period of time. The regressions 
are inserted to illustrate the effectiveness of the 

4-1 variable. 
In many instances, it is impossible to correlate 

the period of actual adjustment with some time 
period. This is true because adjustments are con-
tinuously taking place. Prices of agricultural 
products change more often than once a year. A 
statistical analysis that arbitrarily specifies 
periods, such as a year, measures only the average 
relationship between the variable involved. It is 
not surprising, therefore, that coefficients from an 
annual analysis including 10 years of observations 
differ from those based on longer periods such as 
20 or 30 years. Factors that exhibit cyclical be-
havior are particularly affected. 

Some analysts have defined short- and long-run 
coefficients in this context. They have run a re-
gression for the total period and then separate 
regressions for subperiods. An analysis by dec-
ades might be run for the 1920's, the 1930's, and 
so on. A single analysis would also be run for 
the total period 1920-60. In each instance, the 
period of observation would be a year, yet the 
coefficients from the subregressions would reflect 
short-run factors, whereas the coefficients in the 

• 587091-61-2  

longer period analysis would tend to reflect long-
run changes. Relative prices and the transient 
component of income could be expected to be of 
greater significance in the shorter analysis, while 
in the longer analysis, level of income would re-
flect longer-run changes. 

Still another method to delineate between short-
and long-run elasticities has been given increasing 
attention within the last decade. This method im-
plies that we are continually making short-run 
adjustments which are superimposed upon some 
underlying long-run adjustment that the consumer 
seeks to attain. Implicit in the method is the fact 
that it takes several periods to make the adjust-
ment following a given change in one factor while 
all other factors remain constant. 

Two decades ago, Mighell and Allen (24) 
recognized the difference between instantaneous 
and normal adjustment to price changes. Elmer 
Working (40) made the first serious attempt to 
measure the difference between the short- and 
long-run elasticities of demand in this context. 
His approach consists essentially of using different 
moving averages of quantity and income to ex-
plain the level of current price. The length of run 
implied in the coefficient is directly related to the 
period covered by the average used. Some differ-
ences followed as to the interpretation that should 
be given to the demand coefficients obtained by 
Working (2, 17 , 29, 12) . Ladd and Tedford (19) 

suggest a reasonable interpretation. They demon-
strate that the Working method is a special case 
of a more generalized method. The method as-
sumes that the current level of consumption is the 
result of past decisions on the part of consumers, 
as well as recent adjustment to the most recent 
change in price, income, or some other causal fac-
tor. Current price, price the year before, the price 
in the year before that, and on into the past, each 
had some influence on the present level of con-
sumption. The more distant in the past, the less 
influence price exerts. If all past prices and in-
comes are included in the same analysis, the re-
sulting high intercorrelation between prices and 
income over time poses serious statistical prob-
lems. For this reason, some analysts have used 
averages of past prices or incomes. Others have 
avoided this intercorrelation problem by using 
lagged consumption to reflect the influence of the 
past on current levels of consumption. 
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Nerlove (05, 26, 27) embarked upon a new ap-
proach to the estimation of short- and long-run 
elasticities of demand. He applied to the field of 
agriculture certain concepts of distributed lags 
which were known to econometricians but had 
somehow escaped the notice of agricultural econ-
omists. Nerlove's approach has several points in 
common with Working's method. Although 
Working did not specify a long-run function, as 
did Nerlove, such a function is implicit in the 
Working method. Nerlove's approach assumes 
that there is some long-run equilibrium quantity 
(consumption) which consumers attempt to 
achieve by continually making adjustments in the 
short-run in moving toward this long-run equi-
librium. Since prices and incomes do not remain 
still long enough for complete adjustment to this 
equilibrium, we cannot observe the long-run equi-
librium position statistically because it does not 
exist. As a result, the long-run demand function 
cannot be estimated directly. Nerlove gets around 
this difficulty neatly by defining an adjustment 
equation which, combined with the long-run de-
mand function, gives an estimating equation in 
terms of observable variables. Equations (2) and 
(4) on pages 51 and 52 are examples of such esti-
mating equations. Thus, from the information 
in the estimating equation which he fits by least 
squares and the adjustment equation, Nerlove 
computes algebraically the long-run demand elas-
ticities. One of the variables in the estimating 
equations is lagged consumption. The Nerlove 
approach uses lagged consumption to reflect the 
influence of past prices and past incomes, while 
the Working method uses moving averages of 
past values. One of the real advantages of the 
Nerlove approach is that it reduces serial corre-
lation in the residuals of the estimating equations. 

As indicated by Brandow (1), the long-run 
elasticities so obtained can be affected by specifica-
tion errors. Why can this be so? The relation be-
tween short- and the long-run elasticities is ma-
terially affected by the coefficient associated with 
the lagged consumption variable in the estimating 
equation. Implicit in the method is that the 
lagged consumption variable reflects only the past 
influence on current consumption of past prices, 
incomes, and other factors specified in the model. 
But past consumption also may reflect other fac-
tors. For example, Nerlove's short- and long-run 
elasticities may be obtained from some of the de- 
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mand regressions for fluid milk on pages 51 and 
52. Using equation (2), we can obtain a short-r 
price elasticity coefficient of — .32 and a long-r 
price elasticity of — .70. But if we use equation 
(4) , the short-run price elasticity becomes — .37 
while the corresponding long-run elasticity be-
comes — .56. These results indicate that specifica-
tion errors can affect the estimates of long-run 
elasticities. For these same equations, the rela-
tionship between the short- and long-run elastici-
ties for income would be the same as those shown 
for price. 

As expected from economic theory, the long-run 
demand elasticities for fluid whole milk obtained 
by the Nerlove method are greater than elasticities 
obtained from regression analysis in the typical 
demand equation using annual data and longer 
periods of time, such as 20 or 30 years. In the 
latter, the corresponding price elasticities were 
— .62 and — .44 (from equations (1) and (2) , re-
spectively) . The Nerlove long-run elasticities are 
those that give the total adjustment that would 
occur in consumption following a single change in 
price or income over a period of several years. 
These coefficients also assume that all other factors 
remain the same. But do all other factors remain 
the same? One should not confuse these long-run 
elasticities with those needed for making proje 
tions 10 or 20 years ahead. It may be that the 
average relationship obtained from a regression 
analysis based on a longer period of analysis, say 
20 or 30 years, provides the more reasonable 
answer for use in these long-run projections. It 
may be that the real world is but a series of short-
run adjustments and that the total adjustment im-
plied by the long-run demand elasticities is never 
obtained. It may be that, in the long long-run, 
the elasticities for certain items, such as dairy 
products, are rather low. Some signs indicate 
just such a position. 

Analysis of survey or cross-section data indi- 
cates that the income elasticities are lower for peo-
ple in the high-income bracket than for those in 
the low-income bracket. One of the marks of a 
progressive economy is that in addition to the rise 
in the level of real income, income disparities be-
come less pronounced. These two elements would 
tend toward the lowering of demand elasticities 
over time. This would definitely be true for milk 
at the farm level. However, the increase in the 
demand for marketing services, which apparently • 
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Figure 1. 

is also associated with a rising economy, would 
tend to maintain the demand elasticities at the 
consumer level. But this area is beyond the scope 
of this paper, even though it poses some interesting 
avenues to adventure. 

Whatever interpretation of the long-run de-
mand elasticities obtained by the Nerlove method 
may be made, it is desirable to stress the fact that 
the estimating equation developed in his method 
is useful in forecasting consumption a year or two 
in advance. 

The concept of distributed lags has recently 
been applied to time series data in measuring the 
effect of expenditures for advertising and pro-
motion on the demand for farm products. Ner-
love and Waugh (28, 35) used this concept in the 
analysis of returns to orange growers from pro-
ducer-financed advertising during the last 50 
years. In their study, a method was developed to  

measure the long-run rate of return on advertising 
expenditures that could then be equated to returns 
from other forms of investment. 

Avoiding Nonsense Correlations Through 
Graphic Analysis 

Some agricultural economists and statisticians 
have become so intrigued with new mathematical 
methods and computing techniques that they have 
neglected a powerful simple tool—graphic analy-
sis.12 The greatest value of graphics in research is 
in making a quick preliminary analysis to deter-
mine the relevant variables and the form of the re-
lationships among these variables. In addition, 
graphic analysis can be of material value in pin-
pointing changes in structure over time. Further- 

I' For the many uses of graphic analysis in agricultural 
economies, see Waugh (, 4). • 	 47 
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more, carrying out a graphic analysis provides the 
analyst with insight about the data which he might 
otherwise miss. 

Figures 1 to 5 indicate how graphic analysis can 
be used to provide insight as to the kind of re-
gressions that should be run. Figure 2 indicates 
differences in levels of demand in the period be-
tween World War I and World War II, the period 
of World War II, and the two postwar periods. 
Demand analyses usually exclude the period of 
World War II. But by allowing for a shift in 
level, and by using discretionary income as an 
additional variable, the war years can be made 
part of the total analysis. Because of shortages in 
durable goods, consumers' cash position as reflected 
by discretionary income was strong; this position 
tended to increase expenditures for those items  

(fluid milk) that were available. The graph in 
figure 2 also appears to suggest that in 1948 and 
1949, we were still adjusting from the high war-
time levels even though actual consumption dur-
ing these years was essentially at 1950-54 levels. 
Demand appeared to be relatively stable during 
1950-54. The higher level for 1955-59, of course, 
was due to the introduction of the special milk 
program in 1954. The graphic analysis in this 
section provided the basis for equation (3) . (See 
page 51.) 

How Many Variations Should We Try? 

Agricultural economists and statisticians fre-
quently like to try several variations in conducting 
regression analyses. These variations can be 
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Figure 3. 

grouped into three broad categories. The first 
concerns itself with basic changes in structure as 
indicated by the graphic analysis in the previous 
section of this paper. The second deals with the 
form of relationship—linear, curvilinear, and so 
on. The third is concerned with refinement of the 
data including use of series that may have a differ-
ent conceptual base. 

Let us examine the effect that each type of vari-
ation has on the expected results from regression 
analysis. There is no question but that the analyst 
will improve his results if he allows properly for 
basic changes in structure. The comparison of the 
first four demand regressions attests to this fact. 
(See pages 51 and 52.) This is further verified 
by the quarterly analyses for fluid whole milk. 
(See page 44:) 

Use of the proper form of relationship can also 
be important. But unless there is a substantial 
difference, results will tend to be similar for sev-
eral variations of this type. Review of past an-
alyses of demand for fluid milk and dairy prod-
ucts suggests that the form of relationship is not 
too important in most instances. 

Should we try variations that are really refine-
ments in data, or different variations of the same 
basic set of data? The purpose of showing the 
many demand regressions on pages 51 and 52 is to 
illustrate the point that refinements in the third 
group may have little effect on the interpretation 
of the analysis. For this reason, if one obtains 
poor results in the first analysis, one should not 
expect improvements from refinements of this 
kind. • 49 
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Regressions for Demand for Fluid Milk 13  

Based on data in logarithms for 1924-59: 

(1) X;=3.2022— .62X2+ .41X3  
(.17) (.03) 
(.27) (.83) 

R1.23=" .87 S1.23  — .02 
(2) )Q=1.5087— .32X2+ .21X3+ .54X4  

(.12) (.04) (.08) 
(.17) (.50) (.59) 

81.234 —•95 61.234 — •01 
(3) X1=2.9658— .44X2+ .23X3+ .0581(5+ .026X6+ .040X7  

(.12) (.04) (.008) (.008) (.010) 
(.33) (.50) (.62) (.27) (.35) 

R1.23567= .96 s1.23567= •009 

13  The variables are identified at the end of the formulas. Numbers in upper parentheses are standard errors of the 
regression coefficients; lower parentheses contain partial coefficients of determination. • 	 51 



(4) X;=2.0731- .37X2+ .22)(8+ 34X4+ .029X5+ .005X6+ .013X7  
(.10) (.04) (.10) 	(.012) 	(.009) 	(.012) 
(.31) (.55) (.26) 	(.17) 	(.009) 	(.04) 

R1.234567 = •97 s1.234567 	.008 
(5) Xi=3.2010- .64X2+ .26)(3+ .051X5+ .017X6+ .029)(7+ .014X8  

(.19) (.05) (.010) 	(.010) 	(.013) 	(.011) 
(.27) (.50) (.48) 	(.09) 	(.14) 	(.05) 

M.238678 = .96 s1.235678=  .009 
(6) X;=2.9039- .39X2+ .10X3+ .046X5+ .015X6+ .028)(74- .18X9  

(.11) (.06) (.009) 	(.008) 	(.010) 	(.07) 
(.32) (.08) (.49) 	(.11) 	(.21) 	(.21) 

R 1.235679 = .97 s1.235679 = .009 
(7) Xi=2.5814+ .14)(3+ .063X5+ .026X8+ .048)(7- .14X10 

(.04) (.009) (.010) 	(.011) 	(.07) 
(.30), (.59) (.19) 	(.38) 	(.11) 

R1.356710=  .94 s1.356710-.011 
(8) X;. ------1.6156+ .14X3+ .37X4+ .030X8+ .005X6+ .018X7- .083X10  

(.03) (.13) (.014) 	(.011) 	(.014) 	(.067) 
(.36) (.23) (.14) 	(.007) 	(.05) 	(.05) 

R1.3456710=.96 51.3456710 = .010 

• 

Description of Variables: 
X1-Fluid whole milk, civilian nonfarm con- 

sumption, pounds per person. 
X2-Retail price for fluid milk (AMS series) 

deflated by CPI, cents per quart. 
X3-Disposable income deflated by CPI, dollars 

per person. 
X4-X1  lagged one year. 
X5-Value of 1 for all years except 1943-47 

when the value of 10 is used. 
X6-Value of 1 for all years except 1948-54 

when value of 10 is used. 
X7-Value of 1 for all years except 1955-59 

when value of 10 is used. 
X8-Time trend, 1924=1. 
X9-X3  lagged one year. 
X10-Retail price for fluid milk (AMS series) 

deflated by CPI, food, cents per quart. 
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The Irrigation Water Rental Market: A Case Study 
By Raymond L. Anderson 

Research on the market for irrigation water has been initiated to examine the institutional 
arrangements that have developed in certain areas to make irrigation water more readily 
transferable between farmers who have varying seasonal needs for water. This article 
outlines the manner and extent that farmers and irrigation companies in the South Platte 
Basin have developed arrangements for transferring water during a single crop season. 

• 
INTENSIVE AGRICULTURE in the semiarid 

West depends upon an adequate water supply. 
Even in areas where water is generally considered 
adequate, problems arise as to allocation of water 
among farms in most crop seasons. 

During the last 60 years, the irrigation com-
panies in the South Platte Basin have developed 
a rental procedure for transferring irrigation 
water from one user to another. The rental mar-
ket evolved because of varying needs for available 
water and varying ownership of irrigation com-
pany stock. 

The many reasons why water users may have in-
sufficient or excess water include changes in crop 
patterns, development of irrigation wells, acquisi-
tion of additional water stock for insurance 
against short-water years, water stock split off 
when land was sold, development of additional 
land for irrigation, and need for more water stock 
than was originally anticipated. 
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Irrigation in the South Platte Basin was de-
veloped by privately owned irrigation companies. 
These companies are organized mainly as mutual 
companies in which the water users own the stock. 
Though the area has about 100 irrigation firms, 
10 or 12 major companies cover a substantial part 
of the irrigated land. 

Under strict appropriation doctrine, water is 
attached to the land by prior development of irri-
gation works. Whenever the appropriator fails 
to use the water or allows others to use it the right 
can be lost to another. Beneficial use is a require-
ment for retaining an appropriative right, but the 
question of what constitutes beneficial use is diffi-
cult to determine with any degree of precision, as 
any level of beneficial use is permissible. Modifi-
cation of the appropriation doctrine through the 
evolution of a rental system under which water 
can be transferred to those who can make higher 
economic use of it allows a much more efficient use 

• 
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