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Stationarity Assumptions and Technical Change

in Supply Response Analysis

John W, McClelland and Harry Vroomen

Abstract. Proper statiomanty assumptions (trend sta-
tionarity or dyference stationarity) are 1mportant for
modeling agricultural supply response in the context
of time series analysis Test results show that the
assumption of trend statwnarity should be a tested
rather than a mawntained hypothesis We discuss impls
catwoms of model masspectfication tn the interpretation
of trend line regresswon coeffictents as a proxy for tech-
niwcal change The analysis suggests a more careful con-
suderaton of stationarity assumptions when this method
13 employed n the future

Keywords. Statwonarity, tume series, supply response

Analysts of supply response for major agricultural com-
modities often rely on time series data to estimate
behavioral relationships econometrically Forecast
results are important to policymakers who must decide
the direction of U 8 agricultural policy

Researchers commonly decompose real varables, such
as output or acres planted, into a growth component
and a cycheal component The growth component results
from changes n factors such as capital stock, popula-
tion, or technology, whereas the stationary cyclieal com-
ponent 15 the result of monetary or price factors The
econometric procedure rehied on for the decomposition
mto growth and cyclical factors 1s often a regression with
time as an independent vanable Residuals resulting
from this detrending procedure are then treated as a
stationary series

Several papers have appeared in the economics litera-
ture diseussing the problem of mappropnately detrend-
Ing macroeconomic time series (14, 15, 16) ! We extend
the investigation by applying current time seres
methods to time series data frequently used 1n agricul-
tural supply analysis where detrending, by including
time as an mdependent vanable in supply response equa-
tions, 18 common practice We question both the use of
time as a proxy for technological change and time-
assoctated coefficients as a measure of technical change

The authors are agnicultural economists wath the Resources and Tech-
nology Division, ERS

1 Itaheized numbers 1n parentheses refer to items 1n the References
at the end of this article

or as an indicator of dynamiec movements in the produc-
tion system

We discuss spectfication of time as an independent
regressor in supply response equations, statistical anal-
ysis of time series, and different methods for decom-
posing time series data The procedure 15 to make
alternative stationarity assumptions (trend stationanty
or difference statignarity) on the statistical structure of
regression residuals OQur purpose 18 to develop an ana-
lytical framework for assessing the vahdity of a prior
stationarity assumptions We apply a test proposed by
Dickey' and Fuiler (8) to time series data for yield
response changes and acres planted for three major
crops corn, wheat, and soybeans The results of this
test suggest a lack of adequate diagnostic analysis of
time senes data used In studies of supply response
Trend stationanty, as a maintained hypothesis, 1s tenu-
ous, producing statistical results that may be mislead-
mg We consider the mmplications of structural
musspecification and the possibility of spurious results
from mappropriate stationarity assumptions

Supply Response Analysis

Many models that analyze agriculturat supply response
contain a linear trend term as an independent regres-
sor The justification often given for including trend
terms 15 their perceived ability to capture the effects
of omutted or unmeasurable variables, which are thought
to have an effect over time The omitted vanable 1s fre-
quently assumed to be technology, suggesting smooth
determimstie changes 1n technology and bounded uncer-
tanty as opposed to irregular stochastic changes with
unbounded uncertainty (14) Specification of a functional
dependence on time implies an assumption by the mnves-
tigator of trend stationarity We suggest, however, that
this assumed functional dependence 1s an empirical ques-
tion and that a priorm assumptions about the stationar-
1ty of any particular time series and the nature of tech-
nical change and future uncertainty are ad hoe Incorrect
stationarty assumptions have serious consequences We
show how they lead to spurious regression results and
erroneous conclustons about the nature and magmtude
of uncertainty and techmecal change

Analysts of agricultural supply response generally sep-
arate crop production into two categories yield response
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and acreage response Examples of studies that consider
yield response include Menz and Pardey (12), Houck and
Gallagher (8), Reed and Riggins (17), Butell and Naive
(1), and Lin and Davenport (11) These studies use
models that specify yield per acre as a determurustic
function of time The trend vanable 1s assumed to meas-
ure technical change (1) Reed and Riggins (17) also
employ a difference specification after discovering that
the trend term explains most of the variation m corn
yields

Models of supply response that analyze acres planted
as the dependent varable in the regression melude,
Houck and others (7), Gardner (5}, Houck and Ryan (9),
Morzuch and others (13), and Ryan and Abel (18} Again,
time 15 included as an independent regressor 1n the acre-
age response equations, because “‘inclusion of the trend
vanable (T) had the effect of mereasing the t-values for
the individual vanables and mmproving the overall fit
of the equation as compared with specifications not
including T (7, p 17) Trend 1s also included to “account
for changes occurring through time which are not
reflected by other varables” (9, p 190)

Statistical Background

Modeling time series data 158 fundamentally a choice
between two hypotheses about the data-generation pro-
cess We speafy techmeal aspects of model specifica-
tion without regard to any particular time series and
show with a stmple example that improper assumptions
about the stationanty of a time series can have serious
consequences, including unbounded forecast errors and
uncertainty We speaify the most elementary represen-
tations of statistical time senes, namely, first-order trend
stationary (TS) processes and first-order difference sta-
tionary (DS) processes (14) Extensions to higher order
cases are discussed by Nelson and Plosser (16), but
Dickey and Fuller's tests (2, 3) are applicable only to
the first-order cases presented here

Consider the sequence {y;} of an observed nonstation-
ary tmme senes If the nonstationarity m {y,} 1s assumed
to be a linear dependence on time, then a model explan-
ing the vamation in y 18 properly specified as

Vi=a+ 8t +u 1)

where {u;} 1s the stationary cyclical component of the
varation in equation 1 and 1s agsumed to be indepen-
dently and 1dentically distributed with zero mean and
constant varnance, and « and 8 are fixed paramenters
An alternative to equation 1 1s to assume that y 1s sta-
tionary i first differences, for which the correct specifi-
cation 1s given by

Vi~ Yi-1=8 + & (2)

where {e;} 1s a stationary seres of independently and
identically distributed random disturbances with zero
mean and constant vamance, and 8 1s a fixed parame-
ter Equations 1 and 2 are alternative versions of a first-
order transformation of nonstationary time series from
which a stationary sequence of residuals 15 obtamed
Equation 1 13 a linear TS specification, and equation 2
1s a first-order DS specification

We can illustrate the fundamental difference between
1 and 2 by rewnting equation 2 as a recursive system

Yt =y 1+ 8+ ¢ (3)
Yi-1 = Yi-g + B + 4
Yi-2 = Y3+ 8 + e _2

Successive substitution to some pomnt 1n time, say yo,
yields

t
Ve= Yo+ Bt+ 3 o @
1=1

which 18 the result of expressing a first-order DS pro-
cess as a limear function of time Although equations 1
and 4 are similar 1n appearance, they are fundamentally
different One difference 13 1n the intercept term, the
intercept in equation 1 1s a fixed parameter, whereas
the mntercept 1n equation 4 depends on the arbitrary
determunation of yg (14) The error structure of the two
equations 1s also different, equation 1 has a stationary
error structure, but equation 4 has a nonstationary error
structure because 1t 1s dependent on time We can eas-
Uy show this nonstationarity by computing the variance
of the residuals 1n 4 .as

V(et) = E[et - E(et)]2
=E[Ce? = + e + o0 + &2 (5

= tg.2
= to,

Equation 5 1s an important result because it shows that
a first-order DS process expressed as a linear function
of time will yield confidence mtervals that merease with-
out bound (14) The problem, however, 1s far more sen-
ous than, unbounded confidence intervals Nelson and
Kang (15) investigate the problem of mmappropriate
detrending of time series and find 1t “to produce evi-
dence of perochcity which 1s not in any meanmngful sense
a property of the underlying system” (15, p 742) Therr
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results “further suggest that the dynamies of economet-
ric models estimated from such data may well be wholly
or In part an artifact of the trend removal process” (15,
p 742) They later show, through a decomposition of
R2, that the significance of coefficients from regressions
of a random walk on time will be overstated and that
R2 “will exaggerate the extent to which movement n
the data 1s accounted for by time" (14, p 74) The
reported t-statistics for the OLS coefficients on time for
data generated by our equation 2 and modeled as equa-
tion 1 are striking results of their Monte Carlo experi-
ments Nelson and Kang's results reject the hypothesis
of no functional dependence on time 1n 87 percent of
the cases for samples of 100 observations at a 5-percent
level of sigmificance The hypothesis of no functional
dependence on time 1s rejected 1n spite of the fact that
no such time dependence.actually exists It 1s similar
to the spurious regression phenomena discussed by
Granger and Newbold (6; sec 64) Granger and New-
bold show that conventional t-statisties can indicate-a
high degree of fit when one mdependent random walk
1s regressed on another

Spurious regression results are a danger when time
sertes data are detrended because the detrending proce-
dure tends to remove much of the vanation from the
data (see 16) Because random walk data often have the
appearance of movement around a trend, it may seem
reasonable to apply detrending procedures to achieve
stationanty mn the residuals The result, however, 13 not
a stationary sequence of residuals, but the removal of
about 86 percent of the stochastic varmation in the data
(14), and the attnbution of that varmation to assurmed
determimstic phenomena such as technical change

Dickey and Fuller have developed formal procedures
for testing time seres specifications (2, 3 Each speafi-
cation, TS and DS, 15 treated as one side of a mutually
exclusive hypothesis and 1s combined nto a single model
One can write a model for testing the TS vs the DS
hypothesis for our simple example by combining equa-
tions 1 and 2 as

Yt =a + 3t + ¢Yt—l + €t (6)

and testing the null hypothesis, ¢ = 1, 8 = 0 (16, p
144) Failure to reject the null hypothesis indicates an
underlying DS process, whereas rejecting the null
hypothesis imphes an underlying TS process (16) Dickey
and Fuller (2) represent the hmiting distribution of &,
and they derive a test statistic t(¢) for testing this
hypothesis Cntical values are tabulated and presented
mn Fuller () for the one parameter test, and in Dickey
and Fuller (3) for the hkelthood ratio test on the entire
parameter space where the null hypothes:s 1s (&,5,d)
= (2,0,1)
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The IDickey-Fuller test indicates model statichanty
under the alternative hypothesis presented because it
determines statistically the probabihity of 2 unit root 1n
the characteristic equation of the model In our simple
model, the value of ¢ in equation 6 must be estimated
and compared with the hypothesized value If ¢ m equa-
tion 6 1s sigmficantly different from 1, then {y}1s a
sequence that 1s stationary n trend, while also exhibut-
Ing autoregressive behavior However, If ¢ 18 equal to
1, the mdication 18'nonstationary behavior characterized
by a unit root 1n the charactenstic equation, and equa-
tion 6 reduces to a random walk with dnft under the
null hypothesis Test statistics for the OLS estimator
for ¢ do not conform to standard statistical distmbutions
because the distrbution centers about 1 and not zero

Test Results

We apply the Dickey-Fuller test of the TS vs the DS
hypothesis to aggregate U S Department of Agneul-
ture data for total crop yield and acres planted for corn,
soybeans, and wheat Data are annual and observations
are continuous for 1930-86 The table shows results of
the Dickey-Fuller test for both yields and acres planted
For the yield data, the null hypothesis HO ¢ = 1 was
rejected at the nominal 0 05 level? in.all cases The test
statistic for samples of 50 1s —3 50, but for samples of
100 1s —345 Thus, the true test statistic for our sam-
ple 15 between these two values The yield data imply
an underlying TS-generating process and suggest that
the appropnate specification 1s one that involves a deter-
ministic function of time Results for acreage-planted
data were the opposite We were unable to reject the
null hypothesis 1n any case at the nommal 005 leve]
The disagreement in these results requres further
scrutiny

Results of testing for autoregressive unit roots

Item Parameter  Standard  Dickey Fuller
estimate error test statistie
Crop yield
Corn 0 350 0129 -504
Soybeans 015 138 -714
Wheat 528 113 -4 18
Acres planted
Cormn 01783 0 086 -252
Soybeans 860 066 -212
Wheat 807 081 -238

Researchers who chose to model yields as a determims-
tic function of time make the correct a prior assump-
tion, and those who chose to model acreage planted as

2 In this case, the 0 05 level of sigmficance 1s a stronger condition
because the greater the aignificance level, the smaller the test statis
tic must be to mamntain the null hypothesis



a determimstic function of time do not However, these
results can be explammed in terms of the underlymng
assumptions of the TS and DS specifications The erity-
cal assumption involves the nature of the technological
change that the dynamic model 1s postulated to capture
If technology does 1n fact change 1n a relatively smooth
way, 1t 18 reasonable to assume a TS process

Technological change m agriculture can be character-
1zed as a TS process because of active and mdependent
research and mnovation related to output-enhancing
inputs Unlike many other types of production technol-
ogy, agricultural technology 1s funded by both the pri1-
vate and public sector Many assets in agriculture also
have a relatively short span of productivity 1 week, 6
months, a few years Therefore the turnover in assets
18 rapid m contrast to heavy industry where plants and
equpment may have an economuc Iife of 25 years or
more Furthermore, complements of inputs 1n agncul-
tural preduction are constantly changing, compenent by
component, giving the effect of smooth changes 1n out-
put For example, a major breakthrough in seed tech-
nology may be followed by an improvement in fertilizer,
which 1n turn 1s followed by an advance in herbieides,
and so forth Therefore, one could argue that aggregate
vields for corn, soybeans, and wheat have ncreased
along a determmstic trend

Acreage planted, In contrast, 1s more a function of uncer-
tan policy changes from one farm bill to the next and
of prices and price expectations These effects are likely
to be random Therefore, data for acres planted would
likely follow a DS specification This observation 1s par-
ticularly disturbing in hight of the discussion of spur-
ous regression phenomena provided by Nelson and Kang
(14, 15) because several studies (5, 7, 9, 18, 18) employ
a TS specification when analyzing acreage response Nel-
son and Kang’s argument leads to the conclusion that
results from an inappropnately detrended senes ean pro-
vide sertously misleading information about the relation-
ship between changes in farmers’ decisions and changes
m policies These behavioral changes may be wholly
unrelated to techmcal change, but largely attributed to
it Thus, techmeal change 1s given a role i poheymak-
mg that 1s unwarranted and unwise

Conclusions

From the simple diagnostic example presented here, we
have shown that the analysis of policy decisions over
time and the evaluation of technical change and uncer-
tainty, are closely linked to the agsumptions and method-
ologies employed This hnkage 1s particularly true when
longrun projections are being considered, because model
musspecification imphes unbounded uncertainty in future

time Researchers concerned with the accuracy of infor-
mation generated for policy analysis must consider the
consequences of a priort assumptions about data-
generating processes Far more work 1s needed to
resolve these methodological 1ssues so policy analysis
can be improved
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