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HOLBROOK WORKING 

MEASUREMENT OF CYCLES IN 
SPECULATIVE PRICESi) 

The term "speculative price" is here used to mean the price of 
any commodity or security arising from trading on an organized speculative 
market. As regards commodities, this definition restricts consideration to the 
prices of futures. Since spot (or "cash") prices of commodities follow prices of 
futures very closely, most conclusions reached with regard to futures prices of a 
commodity apply with only slight modification to the spot prices of the same 
commodity. 

Speculative prices deserve critical statistical study from at least three stand­
points. One is the practical point of view of the trader, who seeks knowledge of 
characteristics of price fluctuations in order to profit from the knowledge. Another 
is the point of view of the citizen, or of his representative in public office, who 
seeks to know whether the net effect of speculation is good or bad, or who seeks 
to maximize the net social advantage that may accrue from speculative markets. 
And a third is the point of view of the economic theorist who may study specu­
lative prices as one of the best sources of empirical quantitative evidence on the 
behavior of aggregative economic expectations. 

From whichever of these viewpoints we regard speculative prices, we need 
information from scientific statistical study. A good many people hold confident 
opinions on speculative price behavior, but the opinions on some basic questions 
are contradictory. For example, John Stuart Mill said that speculation tends to 
smooth out price fluctuations, and most economists since his time have held that 
opinion; but John Maynard Keynes declared that speculation tends to aggravate 
price fluctuations, and that view is now widely held by economists. Among people 
close to the speculative markets, there are many who believe firmly that "me­
chanical" systems of price forecasting are reasonably reliable, and there are many 
others who deny the validity of all such systems. 

The statistician who seeks to resolve these differences of opinion by appeal to 
the facts should not expect to find his task easy. The obvious facts of speculative 
price movements have been on record for many years, and many people have 

• Paper presented at the annual meeting of the American Statistical Association, December 28, 
1949, and based on research under a grant from the Merrill Foundation of Advancement of Financial 
Knowledge. [This paper, along with several others, was scheduled for publication by the Association 
as one of what has since become a regularly published series of volumes. The attempt in 1950 to 
initiate the series encountered problems that forced its abandonment, and this paper was set aside. 
Recent research in commodity futures prices has suggested that the paper should be made more 
generally available and has prompted the decision to publish it now.-W.O.J.J 
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studied them without settling the disputed issues. If we hope to do better, our hope 
must be placed either in bringing new collateral evidence to bear on the questions, 
or in finding new concepts and new techniques of analysis which will extract 
from the known facts meanings which have hitherto eluded us. 

The present paper follows the latter course. It makes use of the concept of 
"disturbed cycles" advanced originally by G. Udny Yule in 1927 (26). The con­
cept gives evidence of being one of that class of great ideas which appear now and 
then in science, and prove useful far beyond the range of their original applica­
tion. Yule conceived the idea as an aid toward explaining characteristics of sun­
spot cycles which defied explanation under the concepts previously employed. A 
few years later Sir Gilbert Walker tried Yule's idea in dealing with cycles in 
barometric pressure. Herman Wold (19) took it up from a mathematical stand­
point and showed, in 1938, that Yule's concept was very interestingly related to 
some other ideas of the behavior of time series. Sixteen years after the concept 
was advanced, M. G. Kendall published what I believe were the first applications 
of it in the field where it may find its greatest usefulness-that of economic 
fluctuations (13). The concept seems to provide means, for the first time, of deal­
ing realistically and logically with the sort of cycles commonly encountered in 
economics and in biology. 

Before we look farther into the subject of cycles in general, let us examine 
some of the characteristics of fluctuations in speculative prices, with which we 
seek to deal. 

SOME CHARACTERISTICS OF WHEAT FUTURES PRICES 

If a chart be drawn of the price of any commodity or security which is traded 
on an active speculative market, the observed price movements will be found to 
suggest the presence of irregular cycles. These evidences of cyclical behavior have 
been the subject of much study, a good deal of it spurred less by pure scientific 
curiosity than by the consideration that finding a pattern of true cyclical be­
havior in a speculative price could be comparable to the discovery of at least a 
small gold mine. 

The results of such studies continue to support the hopes of "chart traders," 
and to provide bases of operation for one type of market advisory service. But to 
many critical eyes, the results of these continuing and repeated studies seem to 
build ever higher the evidence that most of the apparent cycles in speculative 
prices are illusory. They are false cycles, like the "fool's gold" that sometimes mis­
leads the amateur gold prospector. 

As an illustration of false cycles, I present Chart 1. The data are wholly arti­
ficial; designation of years has been included only to carry out the illusion of an 
actual price record. If the chart were presented to an experienced student of wheat 
futures prices, without designation of years or of values on the price scale, and 
he were told that it was an historical record of actual wheat price movements and 
asked to identify the years represented, he could find that statement quite credible 
and start searching his memory to recall what years showed that series of price 
movements. 

Except for the initial year, in which an apparently strong downward trend 
predominates, there is a marked suggestion of cyclicality in the fluctuations 
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CHART I.-EXAMPLE OF UNPREDICTABLE PRICE MOVEMENT*' 
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~ Data from Holbrook Working, "Random-Difference Series for Usc in the Analysis of Time 
Series," Journal of the American Statistical Association, March 1934, XXIX, Table 1 (beginning a 
little above the middle of column 4), modified by the addition of slightly different arbitrary constants 
to the five segments of the series which are separated by breaks. 

shown in the chart. The "cycles," however, are purely illusory, and so is the 
"trend." Each continuous curve in the chart was obtained by starting at an arbi­
trary point and drawing the curve as a succession of purely random changes. The 
changes represented were derived from L. H. C. Tippett's table of random 
sampling numbers (1927). 

Since the changes in the series are random, it follows that all of the changes 
lack any causal relation with previous or subsequent changes. And if there is 
no causal relation among groups of changes, there can be no real trends or cycles 
in the series. 

The resemblance of the curves of Chart 1 to an actual speculative price series 
is a logical and necessary one. The principal characteristic of a speculative price 
is that its changes are unpredictable, or nearly so. If the changes in an actual price 
series are completely unpredictable from any knowledge of previous changes or 
values in the series, it follows that they are random changes, like those in the 
series of Chart l. 

There may be some tendency for people to regard randomness of change in 
a price series as irrational and undesirable. Randomness of price change is in 
fact a requirement for a perfect market in which current prices in the market 
should correspond to expected future prices. This may be seen most readily if we 
consider the consequences of assuming a contrary condition. Suppose that the 
price of May wheat today is $2.10, but that a sound basis exists for predicting a 
price increase. In that case, the price today ought not to be at $2.10, but at some 
higher figure which would truly reflect the known conditions. If, on the other 
hand, the current price of May wheat reflects the best possible appraisal of known 
conditions, it is still true that some change in price will undoubtedly occur to­
morrow, but no basis exists for predicting what the change will be. 

An interesting consequence follows from this reasoning. It is that if fore­
casters who attempt to predict changes in speculative prices have little success, 
their lack of success may reflect no discredit on their forecasting ability, but 
indicate that the market approaches the ideal of perfection. 

Not all the evidence of cycles in speculative prices can be dismissed as illusory. 
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Security prices quite clearly reflect the business cycle, and though the mechanism 
of the business cycle is still a subject of dispute, the relation of security prices to it, 
I think, is one of the better understood aspects of business cycles. 

Another type of cycle in speculative prices whose existence has been clearly 
demonstrated is that which I have elsewhere called "crop-scare and related cycles." 
Clear evidence of the existence of that type of cycle has been produced, so far as 
I know, only for wheat prices in the United States, but there is a good deal of 
reason to believe that the same general type of cycle probably occurs in prices of 
other speculative commodities and in prices of stocks. The name "crop-scare 
cycles" was not a very good one even to designate a kind of cycle regarded as 
possibly peculiar to wheat prices, and it is not at all applicable to any similar 
cycles which may exist in security prices. I propose, therefore, a new name, episodic 
cycles. 

Because true episodic cycles in wheat prices appear as isolated occurrences in 
a series which seems to be composed mostly of false cycles, it is difficult to estab­
lish a clear distinction between the true and the false cycles. There exist no well­
established statistical tests of significance which are very useful to prove the 
validity of any distinction that may be drawn at the time a study is made. In these 
circumstances, it is particularly important to test conclusions by applying them 
to a price record which is quite independent of the one from which the conclusions 
were drawn. A good test of that sort is now possible because the original con­
clusions regarding episodic cycles in wheat prices were published in 1931, and a 
good deal of the subsequent period provides a record of prices formed under con­
ditions reasonably comparable with those of the study period. 

The primary criterion for identification of the beginning of an episodic cycle 
was originally expressed as "an increase of 14 cents or more in the deflated weekly 
average prices (deflated to 1913 price level) within a period of 5 weeks or less" (20, 
p. 19). On both practical and theoretical grounds it now seems to me that the 
criterion should be expressed in terms of an extreme range of prices within a 
specified interval of time, rather than in terms of weekly averages.1 In those terms 
the criterion would be a price advance of 17 cents (of 1913 purchasing power) or 
more from the low price of anyone day to the high price of any day less than 
6 weeks later. If we express the criterion in terms of 1949 price level, the price 
advance to be specified is 38 cents. 

Characteristics of price behavior following such a price increase were found 
to vary somewhat according to certain identified circumstances. Subsequent ex­
perience has verified the original findings in all respects except one, and it will 
be convenient to state the observed characteristics and to consider the more recent 
evidence simultaneously. 

Actual occurrence of episodic cycles in wheat prices since 1930 has been limited 
to about the first half of the period which has elapsed since then. From 1942 to 
the summer of 1946, price controls were in effect, and governmental control of 
wheat exports subsequently has apparently given the price movements new 
characteristics. Prices since 1946 have not been stabilized, however; in early 1947 
the weekly averages for the May future rose from $1.97 in the last week of Janu-

1 This change in formulation makes no change in results from application of the criterion, either 
before or after 1930. 
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ary to $2.62 in the second week of March; and later in 1947 the price of the next 
year's May future rose from $2.10 to $3.00 between the last week of June and the 
final week of November-an advance that was followed after an interval of two 
months by an abrupt decline to an average of $2.36 for the third week of February 
1948. But these fluctuations, depending heavily on administrative decision, do 
not fit the pattern of free market behavior. 

, The 1930s saw two upward price movements which meet the formal specifica­
tions for the upward phase of an episodic cycle, but which I leave out of account 
because their causation was clearly quite different from that of quantitatively 
similar movements previously observed.2 One of these movements was that during 
the month following devaluation of the dollar in 1933, and the other was that 
during a few days following the outbreak of war in 1939. With these left out of 
account, the troubled decade of the 1930s produced a normal amount of experi­
ence with price advances such as had earlier been found to initiate episodic cycles. 

The hypothesis which was not clearly borne out by experience during the 
1930s was that the declining phase of a cycle initiated by news of crop damage 
tended to be more gradual if it occurred late in the year. Specifically it had seemed 
that declines tended to be rapid from cycle culminations in the month of May, 
slower if the culmination was in June or July, and slower yet, and perhaps con­
siderably delayed, if the culmination was in late summer or autumn. None of the 
cycles of the 1930s happened to culminate in May, and the only one which showed 
a distinctly slow declining phase may have done so for a reason not related to its 
occurrence fairly late in the harvest season. 

On the other hand, previous experience had indicated that price advances 
which met the general criteria for episodic cycles, but which culminated in the 
month of August, were rather likely not to be followed by price decline, and this 
seemingly peculiar exception to the general rule found confirmation in the 1930s. 
Such a price advance occurred in 1936, and raised the question whether in that 
instance subsequent decline was to be expected, as had sometimes occurred, or 
whether decline should not be expected. Contemporary study of the circumstances 
led to the opinion that in this instance, decline should not be expected (8, p. 23; 
21, p. 11), and the formal indication of the beginning of an episodic cycle was 
therefore rejected. The outcome confirmed this judgment. 

The record of price movements in this particularly interesting, exceptional 
case is shown as the top curve in Chart 2. Records for other years follow in the 
order in which they will be discussed. It should be emphasized that the curves in 
Chart 2 are based on closing price quotations for one day only in each week. The 
cyclical appearance of the lower four curves in the chart could be considerably 
enhanced by plotting weekly averages, as was done in the initial study which 
revealed these cycles. The use of averages, however, gives an artificial smoothing, 
and it seems desirable here to avoid such smoothing lest the cyclical appearance 
be thought to depend on it. 

In 1934 the criteria for an upward phase of an episodic cycle were satisfied 
twice: first near the end of May, and again in early August. Such superposed 

2 This consideration argues only that there was ground to doubt whether the price advances in 
question could safely be accepted as initial phases of episodic cycles; economic considerations which 
cannot be explained clearly at this point permitted arguing, at the time these price advances occurred, 
that they ought tlot to be regarded as initial phases of episodic cycles, They proved in fact not to be. 
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CHART 2.-WHEAT PRICE MOVEMENTS BEFORE AND AFTER "INDICATION" 

OF EPISODIC CYCLES SINCE 1930* 
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cycles have occurred in several earlier years, and once before (in 1890) with the 
second peak in August. Empirical evidence and theory both seemed to indicate 
that no special consideration should be given to the timing of a price culmination 
reached under those circumstances. We therefore expected substantial price de­
cline from this August peak. 

The next clear indication3 of the beginning of an episodic cycle (skipping 
the. rejected indication of 1936 already discussed) appeared in July 1937. Its oc­
currence tended to confirm our identification of conditions under which such 
price cycles were likely to occur. Nearly two months earlier, in May, we had 
written (9, p. 399) : 

Serious damage to spring wheat in the United States and Canada may 
threaten at any time between late June and harvest, or earlier if June rain­
fall should be scant .... A rapid price advance of 20-30 cents from what­
ever level might have been reached at its beginning, could easily develop 
form threats of serious spring-wheat crop damage. The background of re­
cent high prices and the absence of significant reserve in the world carry­
over offer favorable conditions for a sharp price advance in North America. 

In the full price record, the episodic cycle of 1937 appears superposed on a 
downward trend, though I would not know just what shape to give the trend 
line. 

The last two curves in Chart 2 present examples of the sort of abrupt price de­
cline which previous observations had indicated was likely to occur in episodic 
cycles generated by developments other than crop news. In 1931 and 1933, crop 
news was lacking to explain the price advances, and they seemed to rest mainly 
on speculative buying in anticipation of the beginning of a sustained recovery 
of commodity prices generally. It was easy in the autumn of 1931 to think that 
the depression had lasted long enough, and to be encouraged by what seemed 
evidence of impending business recovery. In the summer of 1933, such hopes 
found even more encouragement. In both instances it was logical to expect busi­
ness recovery to be accompanied by strong advances in commodity prices, and so 
buying of wheat futures found encouragement. 

The record in Chart 2, it should be recalled, is not the main evidence of oc­
currence of episodic cycles in wheat prices, but is supplementary evidence con­
firming conclusions drawn from records for earlier years. In more than 50 years, 
ending with the 1930s, the frequency of incidence of recognized episodic cycles 
was rather less than once in two years, on the average. The average duration of 
an episodic cycle was between three and four months. Thus it appears that the 
identified episodic cycles occupied only one-sixth to one-eighth or less of the total 
number of weeks in more than 50 years ending at 1940. The intervening five­
sixths to seven-eighths of the time was occupied, so far as had been determined, 

"A price advance that fell slightly short of meeting the specification, "17 cents (of 1913 purchas­
ing power) or more from the low price of anyone day to the high price of any day less than 6 weeks 
later," occurred in September-october 1935, and was followed by price decline in a typical episodic 
cycle pattern. At about the time the price advance was starting M. K. Bennett had written: "Severe 
damage to Southern Hemisphere crops during the coming months might generate widespread fear 
of world shortage of wheat and induce such active public participation in speculative trading as to 
carry prices to excessive heights from which a sharp reaction would occur, ... (1, p. 28). 
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by price fluctuations very closely resembling the random fluctuations of the curves 
in Chart l. 

A person who has not given much study to the behavior of wheat prices may 
have a first reaction that the foregoing account gives an adequate summary de­
scription of wheat price behavior, and that it poses no very pressing questions. 
One who studies the evidence closely, however, may wonder whether all of the 
significant characteristics of wheat price behavior have been revealed. An attempt 
to explain why wheat prices follow one pattern of behavior most of the time, but 
shift to another pattern of behavior over scattered short intervals, raises other 
questions. Explanation is complicated by the fact that no clear cycles have been 
shown to exist in prices of any commodity other than wheat. I have looked for 
such evidence in corn and oats prices, and have failed to find it. Perhaps the 
cycles exist in corn and oats prices, but are more obscure and can be brought to 
light only by use of more sensitive methods than proved adequate to reveal the 
cycles in wheat prices. 

To help in answering all of these questions, we need more knowledge of 
statistical characteristics of the peculiar sorts of behavior found in wheat prices. 
This is the thought which turned me to consideration of the general question of 
cycle theory, and thence to new ideas arising from Yule's cycle concept. 

TYPES OF CYCLES 

In considering cycle theory I shall examine five different types of cyclical or 
cycle-like fluctuations, including the episodic cycles and the false cycles of which 
mention has already been made. Each type will be considered only in its simplest 
form as described in the diagram shown as Chart 3. The five types, with possible 
variants of each, and combinations of two or more types, cover an immense range 
of possible sorts of variation in a time series, yet the different types will be found 
so closely related that each appears only a special case, or class of cases, in a more 
general cycle theory. 

Harmonic Cycles 

The basic concept of cyclical movement, in both mathematics and statistics, 
is that of simple harmonic cycles. The classic example is that of the movement of 
an ideal pendulum-a pendulum swinging without friction, without disturbance, 
and without change in the tempo of its motion. An ideal pendulum does not 
exist in fact, but the ideal is closely approached in any good clock. 

The equation for simple harmonic cycles may be written in several different 
ways. The most common form of the equation runs in terms of trigonometric 
functions, but we shall find most useful a form which may be called an equation 
of motion: 

(1) 

Time, if we think of a pendulum, may be supposed measured in tenths of a 
second. Then ~i represents the horizontal distance which the pendulum has 
moved in the last tenth of a second, ending with a given time, i. The equation, 
then, states that the (horizontal) distance travelled by the pendulum in the last 
tenth of a second depends on the distance travelled in the previous tenth of a 
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CHART 3.-SYNTHESIS OF CYCLE CONCEPTS: TYPES OF CYCLES 

DESCRIBED BY THE AUTOREGRESSION EQUATION 
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second (f).i-l), and on the position of the pendulum (Ui-I) at the beginning of 
the last tenth of a second. 

One advantage of considering the equation in this form is that it involves co­
efficients, band c, which are easily interpreted. The coefficient b expresses the 
combined effects of inertia (popularly, momentum) and friction. In simple har­
monic motion, b = 1, expressing the fact that a perfect pendulum tends, as a 
result of inertia, to travel the same distance in one short interval of time as in 
the previous equal interval. In the presence of friction, b is less than unity, and the 
pendulum tends to come to rest, as an actual pendulum does if power is not sup­
plied more or less regularly to offset the friction. 

When b < 1, and the pendulum tends to come to rest, the resulting motion 
is damped harmonic motion. If the damping is slight, an initial impetus given to 
the pendulum results in a long series of oscillations, each passing through a range 
only slightly less than the previous one. When the damping is extreme, as in 
the case of a pendulum suspended in a heavy oil, there may be no true oscilla­
tion; the displaced pendulum may then merely settle gradually back toward the 
vertical. That case is represented by a value of b close to zero. 

The coefficient C in the equation of motion of an ideal pendulum expresses 
the force with which gravity acts to affect the motion of the pendulum. With a 
short pendulum, swinging in a sharply curved are, C is large. With a long pen­
dulum, swinging in a flat are, C is small. The value of c depends also on the length 
of the time-interval used. Moreover, with a pendulum of given length, the damp­
ing associated with friction modifies c as well as b. 

In the foregoing equation, band c coefficients have been used out of considera-
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tion for previous practice. That equation is a transformation of what has come 
to be known as the autoregression equation. 

Ui + aUi-l + bUi-Z = 0 (2) 

The coefficient b takes the same value in equation (1) as in equation (2). The 
other coefficients have the relation c = - a - b - l. 

The concept of simple harmonic motion has been applied in cyclical studies 
both in simple form and in terms of combination of several superposed cyclical 
tendencies with differing phases or differing periods, or both. Cycles in the ocean 
tides, for example, have been shown to consist of a considerable number of simple 
harmonic components. 

The harmonic cycle concept provided the basis for W. Stanley Jevons' studies 
of a supposed relation of sunspots to commodity-price swings (10). The harmonic 
cycle concept was likewise the basis for H. L. Moore's studies of the business 
cycle, which led him to the odd conclusion that business cycles somehow depended 
on the motion of the planet Venus in relation to the Earth and the Sun (16). It is 
the ruling concept in the recent, widely-read, and highly informative book on 
Cycles by E. R. Dewey and E. F. Dakin (7). 

The harmonic cycle concept is demonstrably invalid and misleading as applied 
to many cycles in economics and in biology. The principal forces involved in some 
economic and biological cycles are well known, and clearly do not tend to pro­
duce uniformity in period of the cycles. The cycles observed in prices of certain 
kinds of livestock, for example, are produced mainly by an interaction of supply 
on price and of price on supply, the price effect on supply being a delayed one. 
Certain biological cycles are well known to have a similar origin: as the popu­
lations of certain species of insects or animals increase, so does the prevalence of 
their parasites or diseases; and presently the parasites or diseases decimate the 
population of their hosts, and so destroy much of their own means of existence. 

Such cycles can continue indefinitely, one cycle leading into another, but they 
have no tendency to strict regularity in length. If high prices of hogs happen to 
coincide with a shortage of corn, expansion of hog production is delayed, the 
period of high prices tends to be prolonged, and the whole course of the hog­
price cycle is somewhat altered; there is no tendency for the cycle movements to 
"get back into step" as they do when harmonic cycles are affected by superposed 
disturbances. 

The serious aspect of application of the harmonic concept to economic and 
biological cycles, however, is not the fact that it leads to a mistaken belief that 
the cycles are periodic, but the fact that the concept tends toward wrong explana­
tion of the cycles. Belief in the harmonic concept leads to search for some cosmic 
explanation. Thus Jevons was led to his sunspot theory (it was long after Jevons' 
time that Yule found that the sunspot cycles themselves are not harmonic cycles). 
Moore's search for a cosmic cause led to his theory of interposition by Venus. 
Others have sought explanations in terms of some imagined cosmic effect ope­
rating through temperature or cosmic rays. 

It is probably demonstrable that only a few kinds of clear cycles in either eco­
nomic or biological phenomena can possibly have a dominantly cosmic origin. 
Diurnal and seasonal cycles, of course, do have such an origin, but apparently 



CYCLES IN SPECULATIVE PRICES 47 

most recognized cycles longer than a year cannot. In order to produce a well 
marked cycle in economic or biological data, cosmic influences must be strong and 
fairly direct. Most of the hypotheses which have been advanced on the supposi­
tion of cosmic origin involve chains of causation which are so tenuous that they 
could not produce the effects which they seek to explain. 

One consequence of the tendency of the harmonic cycle concept toward false 
and irrational theories has been to discredit studies of cycles, and to encourage 
belief that the apparent cycles are somehow imaginary. This is unfortunate, be­
cause cyclical fluctuations which are not harmonic are none the less real and 
deserving of study. 

Yule's "Disturbed" Cycles 

In 1927, as we noted earlier, Yule undertook to work with a new concept of 
cyclical behavior, seeking thereby to explain peculiarities of the sunspot cycle. 
The observational data, expressed in terms of Wolfer's sunspot numbers, show 
strikingly smooth cycles; but the intervals between sunspot minima have varied 
from nine years to as much as thirteen years, and the amplitude of the cycles has 
varied much more; the widest swing is more than three times as great as the nar­
rowest. 

Yule's thought may well be stated in his own words (26, p. 226) : 
If we observe at short intervals of time the departures of a simple harmonic 
pendulum from its position of rest, errors of observation will cause super­
posed fluctuations .... But by improvement of apparatus and automatic 
methods of recording, let us say, errors of observation are practically elimi­
nated. The recording apparatus is left to itself, and unfortunately boys get 
into the room and start pelting the pendulum with peas, sometimes from 
one side and sometimes from the other. The motion is now affected, not by 
superposed fluctuations but by true disturbances, and the effect on the graph 
will be of an entirely different kind. The graph will remain surprisingly 
smooth, but amplitude and phase will vary continually. 

The equation for disturbed cycles of the sort Yule considered may be written 
by simply adding to the equation which we have already used for harmonic cycles 
one new term to represent the disturbance function. The equation then becomes 

(3) 

In one respect, Yule's statement of the concept of disturbed cycles may be 
misleading; it may give the impression that in order to have disturbed cycles, the 
pendulum must first be set to swinging uniformly. This is not the case. The same 
result will be produced if the boys shoot peas at a pendulum which is initially 
at rest. Yule's original treatment of the concept required emendation also as 
regards his assumption that the coefficient b in the foregoing equation may be 
unity.4 If the disturbance function, 10, is a random variable, it is necessary to have 
b < 1, else the swings of the pendulum will tend, in irregular progression, to be­
come more and more violent; as Wold expresses the matter, if b = 1, the system 
is "evolutive" (19, p. 96). 

4 Because Yule wrote the equation in another form, he expressed the assumption somewhat 
d ifferen tl y. 
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In the statistical literature which has developed from Yule's suggestion, sta­
tistical series with the characteristics he described have been called autoregressive, 
a term due, apparently, to Wold. The adjective is a good one, expressing the fact 
that values of terms in such a series may be "predicted" by a regression equation 
involving only previous terms in the same series; but I prefer here to keep the 
thought implied by Yule in treating the fluctuations in such series as disturbed 
cycles. 

A little reflection will show that Yule's concept of disturbed cycles, with the 
superficial amendments noted above, may be exactly what is needed to account 
realistically for cyclical behavior in many sorts of economic and biological phe­
nomena. The essentials of the concept are: (a) existence of an elastic system­
that is to say, a system that will tend to react, following a disturbance, with a 
force which mayor may not be sufficient to generate oscillation in the absence 
of subsequent disturbances-and (b) the presence of disturbances affecting the 
system. 

Those are conditions known to underlie the cycles in certain livestock prices, 
for example, and the cycles in certain insect and animal populations. 

Statistical study is required, of course, to determine whether the characteristics 
of a particular elastic system are adequately described by an equation of cyclical 
motion so simple as the one here used. Kendall applied Yule's concept in the study 
of fifteen British agricultural series and found no reason to think that a more 
complicated form of the equation was needed (12,13). 

The range of different sorts of fluctuation which is comprised within the 
concept of disturbed cycles is immense. Yule gave one illustration in the form of 
an artificial series constructed with assumed values of the coefficients and values 
of the disturbances obtained by throwing dice. Kendall has provided some further 
illustrations by publishing tables showing series resulting from use of other values 
of the coefficients and disturbances derived from the table of random numbers 
which he and Babbington Smith published. One of Kendall's series, with changes 
of scale and of origin to give it maximum similitude to a record of wheat futures 
prices, is reproduced in Chart 4. No experienced student of wheat futures prices 
could be led to think the curves of that chart an actual record of wheat prices, 

CHART 4.-ExAMPLE OF DISTURBED CYCLES'*' 
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still vary substantially. The coefficient -0.2 for u,-. indicates a "natural" period of oscillation of about 
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but we shall see later that a series could be constructed in the same plan as that 
one, but with different, and changing, values of the autoregression coefficients, 
which would reproduce very closely the actual characteristics of wheat price 
fluctuations. 

Since autoregressive series-that is to say, disturbed cyclical series-take dif­
ferent forms as the coefficients of the equation are changed, it is useful to con­
sider some of the possibilities in terms of a diagram in which combinations of 
values of the coefficients band c can be plotted as ordinate and abscissa respec­
tively. Chart 3 provides such a diagram. Sloping lines on the chart indicate how 
the correlation between adjacent first differences in the series is affected by change 
in the coefficients band c. Comments which surround the chart describe the 
characteristics of fluctuations associated with different values of band c, and with 
certain characteristics of the disturbance function E. For example, the first such 
comment notes that if b = 1 and the only disturbance is a single initial impulse, 
the resulting fluctuations are simple harmonic cycles. This is qualified by the 
general observation that no series is cyclical if c = o. The shocks or impulses which 
initiate fluctuation may have systematic characteristics, but for present purposes 
we shall associate the concept of disturbed cycles with random disturbances. 

We pass now to brief consideration of some special types of fluctuation that 
have not hitherto been discussed in connection with the disturbed-cycle concept, 
but which deserve to be related to it. 

Episodic Cycles 

Episodic cycles in wheat prices, of which we saw some examples in Chart 2, 
represent an extreme form of a general type which may be given the same name. 
Those in wheat prices are extreme in the sense that individual cycles are isolated 
rather than connected in chains. This is a consequence of having the coefficient 
b close to zero.5 

J. A. Schumpeter's theory of business cycles (17) may also be called a theory 
of episodic cycles, but it involves the supposition that an initial disturbance 
produces a chain of cycles, presumably with the successive swings tending 
to diminish in magnitude. Schumpeter assumes conditions in the economic sys­
tem which are equivalent to assuming that in the equation of cyclical motion, b 
is fairly large-large enough to produce oscillation. 

The characterization of episodic cycles in the diagram of Chart 4, specifying 
E = 0 except at the times of episodic disturbance, is the simplest possible condi­
tion. In the case of the actual wheat price cycles, at least, the disturbance function 
never vanishes. 

Slutzl(Y (Moving-Average) Cycles 

In the same year that Yule advanced the idea of treating statistical series by 
use of the concept of disturbed cycles (1927), Eugen Slutzky published his dem­
onstration that a series with conspicuously smooth cyclical appearance may be 

5An autoregressive series with the equation we use is non.oscillatory when 4b < (b + c + 1 )2. 
The lImiting condition for isolated cycles is thus 4b =: (b + c + 1)2. This is the equation for a 
;heared parabola. The curve it describes may be approximated fairly well through its most interesting 
range by drawing a quadrant of a circle on Chart 4, with radius of unity and center at b =: + 1, c =: -1. 
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produced merely by taking moving sums (or moving averages) of a random 
series (18). This possible source of cyclical fluctuations deserves to be kept in 
mind, even though, so far as I know, it has not been proved the true source of 
noteworthy cyclical fluctuations in any observed series. The concept is a realistic 
one which may find important use, and it is pertinent as a warning against misuse 
of moving averages and against misinterpretation of results obtained through 
their proper use. 

For our present purposes we need particularly to notice why the process 
of taking moving averages or moving sums of random numbers produces a strong 
appearance of cyclical character in the resulting series. The taking of moving 
averages does only what it is generally understood to do, namely, smooth the 
fluctuations in the original series. The smoothing produces a recognition of 
cyclical character in the resulting series, not because of some peculiar property 
of the smoothing process, but because a random series has an essentially cyclical 
attribute. The smoothing modifies the form in which that attribute appears, 
changing it from a form which we do not associate with cycles to one which we do. 

Let us seek first to define essentials of the cyclical concept. One simple course, 
which has some distinguished support, is to define the concept narrowly, re­
stricting its application to harmonic series. Such a definition may be good in 
mathematics, but it is not acceptable for economics. The economist must follow 
established usage and discuss under the term "cycles," kinds of variation which 
are not harmonic. 

What, then, are the essentials of the prevalent concept of cyclical variation? 
They appear to me to be two. First, the cyclical concept involves existence of pos­
sibility of prediction of future occurrences from knowledge of occurrences that 
have preceded them; not necessarily perfect prediction, but prediction with some 
degree of reliability. And second, the cyclical concept involves the idea of com­
pletion of a circuit; the movement, or chain of occurrenes, must pass through a 
"full cycle" so that there is in some sense a return to an initial status.6 

There is a third element in the cycle concept as it is most commonly employed, 
namely, the idea of propagation of cycles; we usually think of cycles as connected 
in chains, one cycle following directly on another. In that case cyclical movement 
is oscillatory movement. The chain effect, however, seems to me not an essential 
feature of the concept as it is actually applied. For example, we find it seeming 
quite logical to speak of the cycle of mechanical operations set in motion by in­
serting a coin in a "juke-box," even though one cycle does not necessarily lead 
into another. (We may sometimes be grateful that the juke-box mechanism does 
not produce chains of cycles.) Isolated cycles represent an extreme case of episo­
dic cycles. 

If some degree of predictability of change and tendency to completion of a 
circuit are the only requisites for cyclicality, a random series should be recognized 
as cyclical. Contrary to a widespread impression, changes in a random series are 

6 It should be noted that in simple harmonic cycles conceived to start from zero, the first return to 
zero does not satisfy this specification; the position of a pendulum is the same at one passage of the 
vertical as at the previous passage, but the direction of its momentum is the same only at alternate 
passages of the vertical. On the other hand, in sufficiently damped harmonic motion, as in the case 
of a pendulum suspended in heavy oil, the specification for completion of a full cycle is satisfied at 
the first return to the zero position. 
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predictable to a quite substantial extent. The coefficient of correlation between a 
known change in a random series and the next change is r = -050; and the co­
efficient of correlation between a known value in a random series and the suc­
ceeding change is r = -0.71. 

In a random series, only one change can be predicted at a time; each change 
is predictable only from the value with which it starts or from the change which 
leq up to that value.7 But when a random series is smoothed by an equally 
weighted moving average, the predictability is spread over a series of changes in 
the moving average. That is the source of the easily recognized Slutzky cycles. 

With this observation we may drop the provocative question whether a ran­
dom series should be called cyclical, lest it divert attention from the one fact in 
this connection that is important for our present purposes, namely, the fact that 
changes in a random series are predictable. By contrast, we turn next to what is 
for us the very important sort of variation in which the changes are unpredictable. 

False (Random-Difference) Cycles 

When the coefficients band c in the equation for disturbed cycles become zero, 
the equation reduces to ~i = Et. Then if the disturbance function, E, is a random 
variable, the equation describes a series composed of random changes. Such a 
series may be called descriptively a random-difference series (23). 

The condition thus described is that which was considered at the outset of 
our examination of characteristics of speculative prices. As was there observed, 
and illustrated in Chart 1, it is a condition which gives rise to fluctuations which 
appear irregularly cyclical. The apparent cycles in such a series must be regarded 
as false cycles because they are wholly unpredictable from any knowledge of 
the previous course of the series, and because the concept of cycles, however 
broadly interpreted, requires some degree of predictability of change. As we noted 
earlier, this condition of unpredictability is the theoretical ideal in a speculative 
pnce. 

We can now suggest a simple logical interpretation of the occurrence in 
wheat prices of what seemed to be two distinctly different types of behavior: 
random, or nearly random, change during most of the time, and a sort of true 
cyclical movement in isolated occasions. Both sorts of behavior represent special 
cases under the general condition for disturbed cycles, the only necessary dif­
ference between the two special cases is a difference in value of the coefficient c 
in the equation of cyclical motion. The corresponding economic interpretation 
is that wheat prices usually behave in a manner approximating the theoretical 
ideal, corresponding to c = 0; but that occasionally something happens to throw 
prices out of proper adjustment, whereupon readjustment occurs gradually. Dur­
ing the readjustment, c < o. 

MEASURES OF WHEAT PRICE CYCLES 

The foregoing cyclical theory does not directly solve any of our problems of 
measuring cycles in speculative prices, but it puts us on a promising track toward 
solutions. For example, it has been the source of a great practical improvement 

7 That is, Ll, (=x, - Xi-,) is correlated with the antecedent XI _, and Ll, _'; and of course it is 
equally correlated with the succeeding x, and LlH' . 
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in the primary criterion for indication of occurrence of an episodic cycle in wheat 
prices.8 

Because I worked initially with weekly averages, the criterion was originally 
found in those terms. The quantitative specification, on the basis of prices de­
flated to the 1913 price level, was a 14-cent price advance between weekly aver­
ages. Imagine the dissatisfaction of a trader with that specification. On a Mon­
day, perhaps, a price advance has gone to a point which he thinks likely to mean 
that the weekly average price will show a 14-cent advance; but he has to wait 
until Saturday to be sure. As a mere academic student of wheat prices, I also 
found that specification unsatisfactory. 

I would have liked, in 1931, to have modified the criterion of price advance to 
read in terms of an extreme price range; but it seemed to me quite clear, on the 
basis of conventional interpretation of the character of price changes, that a cri­
terion based on extreme price range would be affected too much by accidental, 
erratic, fluctuations. Then as this paper was being written, it occurred to me that 
the theory here developed led to an entirely different conclusion: if price changes 
closely approximated random walk, it followed logically that extreme price range 
within a specified period ought to provide just as reliable a criterion as did 
amount of change between weekly average prices. 

I must admit that, despite the force of logic, I tried the experiment with mis­
giving. The outcome was a vindication of the theory. It turned out that using 
weekly averages gave no advantage; a criterion of 17-cent price advance between 
extreme quotations produced exactly the same indications of episodic cycles, in 
the 60-year price record, as did the criterion of 14-cent price advance between 
weekly averages. The advantages, therefore, are all on the side of using the cri­
terion based on extreme price range. A false concept of the nature of price fluctua­
tions had long prevented discovery of that fact. 

A further implication of the cyclical theory here advanced is that measurement 
of cycles in wheat prices calls for deriving estimates of the coefficients band c 
in the equation of cyclical motion, and requires means for measuring the char­
acteristics of the disturbance function in that equation. Another contribution of 
the theory is that it helps toward understanding how the behavior pattern of 
wheat prices can shift from a pattern of purely false cycles to one of true episodic 
cycles, and then back again. From a statistical standpoint, as we have just noticed, 
such shifts may involve only rather moderate changes in value of the coefficient 
c in the equation of cyclical motion. 

Two general methods have been used in study of statistical series believed to 
fit the concept of disturbed cycles. One is to make direct calculation of the auto­
regression coefficients by the principles of the method of least squares. The other 
is to calculate a great number of serial correlation coefficients (called also "auto­
correlation coefficients") and to form from them either a "correlogram" or a 
"lambdagram." Both of the latter are graphic analytical devices suggested by 
Yule. The laborious calculations which they require are resorted to partly for 
the sake of evidence they give as to whether the series is really autoregressive (i.e., 
cyclical, as we used the term here), and partly because they may lead to a more 
reliable estimate than the autoregression coefficients of the "natural period" of 

8 The improvement was mentioned earlier, with explanation of its source deferred to this point. 
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any inherent cyclical tendency in the series; the least squares estimates of the auto­
regression coefficients tend to be strongly biased in the presence of superposed 
random variations in the series.o 

Neither of these general methods, as hitherto applied, appears usable with 
speculative prices. Both require preliminary fitting of trends, unless the series 
under study may be considered trend-free, and it seems quite impossible to fit 
trends to the wheat-price data which would merit any confidence. I would not 
know how to choose among several possible trend curves whose use would lead 
to widely differing outcomes from analysis of the deviations-from-trend. Prices 
for any speculative commodity would present similarly insuperable difficulties 
of trend-fitting. I imagine that security prices would also, unless attention were 
confined to the long swings associated with business cycles, in which case simple 
trends might be usable with some confidence. 

Faced with this problem, I saw no good solution unless it should be possible 
to make the analysis wholly in terms of changes in the series-that is to say, with­
out any use of deviations from a supposed norm. In other classes of problems in­
volving correlation of time series, the use of first differences has been found an 
effective device for circumventing the difficulties of trend-fitting, and the present 
problem appeared capable of solution by that route if a way could be found to 
make the analysis in terms of first differences alone.lO 

CONCLUSIONS 

This new approach to the study of speculative price behavior has not as yet 
been carried much beyond the stage of developing the theory and overcoming 
some problems of practical application. I cannot say yet that the new approach 
will yield much advantage beyond greatly improved understanding of the nature 
of the statistical problem. Two fairly important conclusions have emerged, how­
ever, and I shall merely state them briefly. 

One of these concerns the nature of the price advances which initiate the 
identified episodic cycles in wheat prices. My initial interpretation was that these 
arose from emergence of what might be described as a predominance of bullish 
sentiment in the market. That explanation would imply that the upward move­
ments have the character of short-time trends. It appears that that is not the case. 
The evidence is that the upward movements in such cycles arise only from a 
chance predominance of bullish influences, in circumstances which make the 
price unduly sensitive. The temporary undue sensitiveness causes a proper price 
advance to go too far. This conclusion seems to accord with a hypothesis ad­
vanced elsewhere to account for the peculiar circumstance that episodic cycles 
have been found in wheat prices, but not in the similarly speculative prices of 
corn and oats. That hypothesis was that the excesses in wheat price movements 
may have arisen from a tendency of traders in the United States to attach undue 

Il The position of random variation in the diagram of Chart 3 helps to explain this. 
10 There followed in the original manuscript three paragraphs and an appendix concerned with 

estimation of the parameters of an autoregression equation from the serial correlations of first dif­
fercnces of a series. Those paragraphs and the appendix are omitted here inasmuch as further study 
of the autocorrelations in speculative prices quickly produced evidence that the statistical analysis had 
to proceed otherwise than through that approach. 
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importance to developments in North America, and particularly to developments 
in their own country, losing sight of the extent to which the wheat market was 
international (22, pp. 150-66). 

The other conclusion relates to a special sort of behavior which is found in 
"microscopic" study of speculative prices, looking at the full detail of the fluctua­
tions. In the Chicago wheat market there may be a dozen or more quotations 
recorded within the space of one minute, and so refined is the price-recording 
technique that these quotations are usually recorded properly in the right order. 
These tiny fluctuations merit study from the standpoint of the question whether 
the professional pit traders known as "scalpers" operate in such a way as to restrict 
price fluctuations, as they are supposed to do in theory; or whether, as several 
students have claimed, the scalpers actually tend to "ride the waves" and to mag­
nify price fluctuations within the day. The answer from statistical study is quite 
clear: the predominant effect of the trading of scalpers is to restrain price fluctua­
tions. 

EPILOGUE 

1. Pursuit of the ideas embodied in the foregoing paper quickly produced evi­
dence that required a drastic change in the research plan. In the years that have 
followed several avenues of statistical research have been pursued, but with atten­
tion to autocorrelations or autoregressions, variously measured, retaining a cen­
tral place in the statistical analyses. Also retained has been the concept that the 
auto correlations arise from operating characteristics of a mechanism subject to 
impulses that may be regarded, for most purposes, as occurring randomly. The 
following summary of leading conclusions rests in part on results of recent re­
search not yet published. 

2. A speculative market is an intricate mechanism, with complex operating 
characteristics incapable of being usefully represented by any such simple model 
as a pendulum. The impulses acting on it may be treated as random, with zero 
mean, but not as having a constant variance. It is necessary to recognize the im­
pulses as falling into two general classes. The impulses of the first class generate, 
through the market mechanism, price changes among which all non-zero auto­
correlations, under most circumstances, are positive. The impulses of the second 
class generate price changes among which all non-zero autocorrelations tend to be 
negative. 

Impulses of the first class vary greatly through time in force and frequency, 
whereas impulses of the second class vary much less in those respects. There 
exists, consequently, a tendency for the generated price changes to show fairly 
strong positive autocorrelations during some intervals of time, and fairly strong 
negative auto correlations during other intervals. Observed variation in that re­
spect, however, is much restricted by existence in the market mechanism of an 
analog to the governor of an engine, which, in the case of the market mechanism, 
operates to hold the autocorrelations among price changes within a narrow range, 
not far from zero. 

3. Each of the foregoing conclusions rests in large part on statistical evidence, 
most of it accumulated in the course of testing a series of tentative speculative­
market models. The first of these was that of the "ideal futures market," con-
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sidered early in the preceding paper. The operation of that 1M (ideal market) 
model is described by the equation 

I1J• t = Xt - Xt-j = -rj.t , 

where Xt is the price at time t, t = 1, 2, 3 ... , with t measured in units chosen in 
accordance with the minimum value to be assigned to j; j may be assigned any 
value within (or perhaps beyond) the range 10 min. L j-C:::: 6 months; and -rj.t 

is ~ random variahle, with zero mean, and with variance that changes, more or 
less systematically, through time. 

In the foregoing equation, -rj·t is an impulse acting on the market mechanism 
and I1jot is the price change induced thereby. The equation specifies that the 
market mechanism transmits the impulses instantly, and without modification, 
to the price. 

4. The 1M model serves, first, as definition of the impulses -rj.t, which are im­
pulses of the "first class" referred to above. They. are changes in observable con­
ditions, of any kind relevant to price prospects, measured in terms of the amount 
of price change warranted by them. In order to have price effect, any -rj·t must be 
known to traders, hence the mechanism by which information on Lj.t is gathered 
and disseminated must be treated as a part of the market mechanism.ll 

The 1M model has served, secondly, to pose sharply the major problem to be 
solved. In the 1M model, 11}-t is a random variable because of the perfection with 
which the assumed market functions. In actual speculative markets, which are 
surely imperfect, the imperfections of their functioning should be reflected in 
nonrandom ness of I1 j • t • Yet, oddly, attempts to detect nonrandomness in the 
changes of speculative prices had produced little evidence that I1 j • t , in actual 
speculative markets, was otherwise than purely random.12 

5. C. S. Brinegar (2,3), using new statistical tests that I had devised for the 
purpose, found in futures prices of three commodities some evidence of negative 
first-order autocorrelations in 11}.t, for j L I week; and clear evidence of weak 
positive first-order autocorrelations for j in the range 2 L j L 8 weeks. 

6. Brinegar's evidence suggested trial of a dispersed effect (DE) model, de­
fined by the equation 

I1tot = b(-r1 .t + -rtot-1 + ... + -rtot-8+1), b = lis. 

A. B. Larson (14, 15), tested this model and found, among other things, that 
it provided a substantial approach toward reality; and evidence that the major 
requirement for closer approach was a model that included a source of some 
propensity toward negative first-order autocorrelations in 11}-t, as well as of the 
positive autocorrelations generated by the DE model. 

7. Larson's results led to design of a model that may reasonably be considered 
a first approximation (FA) to reality. Its equation may be written, for present 
purposes, in the general form 

I1jot = <I> (-r1ot , -r1.t-1, ••• ) + W(E1.t, Etot-1, ... ), 

11 This is a feature of the 1M model that I failed to recognize as necessary when writing earlier 
descriptions of the model. 

12 I refer here to a large body of evidence, mainly unpublished, that is not included in Cootner's 
~aluable collection of material on the subject (4). Until fairly recent years, evidence of randomness 
In pnce changes was rarely recognized as deserving attention. Investigators sought evidence of non­
randomness and, failing to find it, considered their efforts to have produced nothing worth publication. 
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where <I>(,t) is a function that, operating alone, would generate only positive first­
order autocorrelations in 11j-t, and comprises, as a special case, the equation of the 
DE model; and where 'I'(E) is a function of a second class of random impulses 
that, operating alone, would generate chiefly or solely negative first-order auto­
correlations in I1j. t. 

This FA model carries implications regarding the activities of traders on 
speculative markets that are especially clear in the case of floor traders. An ap­
plication of the model to the interpretation of data on floor trading (24) threw 
much light on their activities, and confirmed to that extent the usefulness of the 
model. 

8. Though evidence leading to design of the FA model has come wholly from 
studies of commodity futures prices, there is reason to believe it to be equally ap­
plicable to stock prices. Long before Brinegar produced his evidence of positive 
first-order autocorrelation in 11,.t, 2 L j L 8 weeks for futures prices, Cowles and 
Jones (6) had reported evidence that, except in one respect, indicated the pres­
ence in 11J-t for stock-price index numbers of similarly weak positive autocor­
relations. A subsequent revision by Cowles (5) of the earlier work brought the 
stock-price evidence, within the range 2 L j L 8 weeks, into full accord with 
Brinegar's evidence. There remained an apparent discrepancy between Cowles' 
evidence and that of Brinegar and of Larson concerning autocorrelations of 
I'l}ot, j L 1 week; but that discrepancy can be interpreted as tending to support 
the validity of the FA model, inasmuch as the use of index numbers, based on 
prices of a large number of stocks, would tend to obliterate evidence of the pres­
ence of the E impulses of the FA model. 

9. A noteworthy feature of the FA model is that, in the presence of sufficiently 
wide variation in var I'l,.t, it leads to sinusoidal regressions of 11J-t on I1J•t-J• Evi­
dence that those regressions took forms such as are illustrated in Chart 5 pro­
vided part of the basis for adoption of the modeJ.13 

The joint frequency distributions are also strongly heteroscedastic, as a neces­
sary consequence of the changes through time in var 'tJ.t. 

10. None of the models considered above can generate price movements re­
sembling the episodic cycles in wheat prices described and illustrated in the fore­
going paper. To include the generation of such price cycles in a speculative-market 
model it is necessary to adopt a model with at least two different operating modes. 
The FA model, with constant parameters, appears to represent reasonably well 
the operation of the market mechanism in its normal (N) mode. Its operation in 
its episodic cycles (EC) mode may be represented fairly realistically by a two­
phase model, taking j = 1 day, and 

1'l1.t = b*'t1.t, 

where b* > 1 during the primary phase of the cycle. That condition persists until 
the occurrence of a series of mainly negative values of 't1. t. When such a series 
occurs, b* takes different values according to whether 't1 .t is positive or negative, 
not far from unity in either case, but larger for 'tH < 0 than for 'tH > O. 

11. The condition b* > 1, required during the primary phase of an episodic 

13 Such evidence is present, mostly in obscure form, in the results obtained by both Brinegar and 
Larson. 
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CHART 5.-REPRESENTATIVE PATTERNS OF REGRESSION OF I'1jot ON I'1jot_/''' 
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cycle (according to the foregoing model), is one that is met only when the 'l·t 
impulses are changes in prospect of a sort widely and immediately recognized 
as deserving to affect the price, and that are widely publicized among interested 
persons. That at least is my reading of the wheat-price evidence. What other cir­
cumstances may be necessary for emergence of b* > 1 is not clear. The special 
characteristics of the pre-1940 wheat market that are noted earlier as perhaps ex­
plaining the occurrence of episodic price cycles in that market, despite their ap­
parent absence in certain other speculative markets, may deserve a different in­
terpretation than is there suggested; they may not have been requisites for the 
occurrence of such cycles, but conditions permitting such cycles to attain an 
amplitude that made them clearly distinguishable from such patterns of price 
movement as are generated when the market is operating in its N mode. 
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