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Migration Decision-making: 
A Hierarchical Regression Approach 
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Abstract.  While migration decision-making has long been studied using mover-stayer models and standard re-
gression models, they do not well handle small- and large-scale heterogeneities (migration propensities). The 
hierarchical regression model can help solve this problem, because it deals with data organized hierarchically 
and studies variation at different levels of the hierarchy simultaneously. Using Wisconsin’s 5% Public Use 
Microdata Sample (PUMS) file from Census 2000 for a two-level hierarchy – individual/household level and 
Public Use Microdata Area (PUMA) level, we take a fresh look at how a hierarchical logit model can improve 
migration studies by including demographic, socio-economic, and biogeophysical factors. The findings indi-
cate that the hierarchical regression approach provides significant advantages in studying migration decision-
making. 

 
 
 

                                                 
1  Paul R. Voss and Guangqing Chi, Applied Population Laboratory, Center for Demography and Ecology, Department of Rural Sociology, 
University of Wisconsin-Madison, Madison, WI53706. Address correspondence to Paul R. Voss, E-mail: voss@ssc.wisc.edu, Tel: (608)262-9526, 
Fax: (608)262-6022. This research was supported by the Wisconsin Agricultural Experiment Station (Hatch project no. WIS04536). An early 
version of this paper was presented at the 2004 meeting of the Southern Demographic Association, October 14-16, 2004, Hilton Head Island, 
SC. We thank Dr. Troy Blanchard for his suggestions on this study. 

1. Background and Objective 
 

 People move for various reasons: obtaining a dif-
ferent job, going to college, following their employer 
in a business relocation, expiration of a lease, mar-
riage, divorce and so on. Migration is a large concern 
for policy makers because flows of population can sig-
nificantly affect local political, social, economic, and 
ecological structures for both sending and receiving 
areas (DaVanzo 1981). Regional economists, demogra-
phers, sociologists and geographers have made nu-
merous contributions to migration studies since 1960 
(Greenwood 1969, 1975). Many early economic studies 
used aggregated data to treat migration as an equili-
brating mechanism that minimizes geographic wage 
and employment differentials, while later studies have 
shifted to a microeconomic approach to study why 
individuals and families move (DaVanzo 1981).  
 Three types of approaches have been widely ap-
plied to study migration. The first is the mover-stayer 
model in which analysts are interested in attributes 
that differentiate those who move from those who do 
not move, and the place-to-place flows for those who 

do move (e.g., Goodman 1961; Spilerman 1972; White 
1970). The second is a multivariate regression ap-
proach in which scholars are interested in the strength 
of a set of migration covariates, often among origins 
and destinations, in order to model migration flows 
(e.g., Bartel 1979; Greenwood 1969; Mincer 1978; Tu-
nali 2000). The third is a combination of the mover-
stayer model and Maximum Likelihood Estimation 
(MLE) (e.g., Frydman 1984; Kennan & Walker 2003; 
Sandell & Liberg 1992). Each approach has been stud-
ied and applied by demographers and regional 
economists. For example, mathematical demographers 
have attempted to improve the mover-stayer model to 
obtain better estimates of parameters, and regional 
economists have used the model to study employment 
migration across industries. However, all approaches 
have some drawbacks, which encourage us to try a 
fourth approach – hierarchical regression. The hierar-
chical regression model has already been successfully 
applied in other sub-disciplines of sociology such as 
family planning (e.g., Entwisle et al. 1984; Hirschman 
& Guest 1990) and education studies (e.g., Anguiano 
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2004), but it has not yet been tested in migration stud-
ies. 
 In this article, we demonstrate how to apply the 
hierarchical regression model in migration decision-
making. We ask the question:  Can migration studies 
be improved by using a multi-level approach that in-
cludes a mix of individual- and aggregate-level demo-
graphic, socio-economic, and biogeophysical factors? 
 In the following sections, we first critique the 
mover-stayer approach, the multivariate regression 
approach, and the combination of the two, as well as 
the methodological advantages of the hierarchical re-
gression approach. Second, independent variables (de-
terminants of migration) used in this analysis are re-
viewed from the perspective of migration decision-
making. Third, we analyze the data on migration and 
the independent variables at two levels by formally 
specifying a hierarchical regression model. Finally, 
findings are summarized regarding the advantages of 
the hierarchical regression model. In this context, limi-
tations and further studies are suggested.  
 
2. Methodological Concerns 
 
 In this section, we first state some methodological 
concerns regarding the three approaches to migration 
study: the mover-stayer model, the multivariate re-
gression model, and the combination of the two. The 
hierarchical regression approach is then proposed to 
overcome these concerns.  
 The mover-stayer model was initially introduced 
by Blumen, Kogan, and McCarthy (BKM) in their 
studies of the movement of workers in various indus-
tries in the U.S. (Blumen, Kogan & McCarthy 1955; 
Goodman 1961). The model assumes that each worker 
is either a mover or a stayer, and that the movement of 
movers can be described by a Markov chain. The BKM 
model has been applied in migration studies by 
demographers who assume that there are two types of 
individuals in the population. One is the stayer who 
remains in the same place with probability one, and 
the other is the mover whose moving pattern can be 
described by a Markov chain with a constant transi-
tion probability matrix (Goodman 1961; Vermunt 
2004). The mover-stayer model, however, has several 
weaknesses. For example, the proportion of stayers in 
each category and the transition probability matrix for 
movers at the initial point are unknown parameters 
(Goodman 1961), and the estimators of these parame-
ters used by BKM are not consistent estimators (Blu-
men et al. 1955; Goodman 1961). In addition, the major 
weakness of the mover-stayer model, as well as the 
traditional Markov chain formula for mobility proc-
esses, is the assumption of population homogeneity 

regarding transition behavior (Spilerman 1972). This 
homogeneity assumption is violated in most cases of 
social mobility because of different moving propensi-
ties among different subgroups in the population 
(Blumen et al. 1955; Hodge 1966; Rogers 1966; Tarver 
& Gurley 1965). This violation encourages us to pay 
close attention to deviations and irregularities in the 
model. In order not to misinterpret the data, for exam-
ple, we need to take into account individ-
ual/household-level migration selectivities (e.g., age, 
income, race, education, and so on) that could affect 
regularity, or homogeneity (Blumen et al. 1955; 
Goodman 1961). Two approaches have been studied to 
address the heterogeneity problem. 
 One approach is to improve the mover-stayer 
model from the mathematical perspective by seeking 
better estimates of parameters and attempting alterna-
tive estimation algorithms. The combination of MLE 
and Markov chain transitions is widely used to study 
the relationship between various socio-economic fac-
tors and various aspects of the model (Goodman 
1961). For example, the irregularities in the transition 
probability matrices may be caused by other factors, 
such as general economic conditions, relative eco-
nomic level of particular industries, and income or 
wage differentials. Sandell and Liberg (1992) applied a 
combination of MLE and Markov chain to study male 
mating tactics and mating systems, and they argued 
that the explanation and prediction of such a phe-
nomenon must rely on a model that can take account 
of the effects of other factors. Kennan and Walker 
(2003) applied a combination of MLE and Markov 
chain to study the effect of expected income on indi-
vidual migration decisions. The estimators generated 
by the combination of MLE and Markov chain are 
strongly consistent (Frydman 1984). Two such estima-
tors are the matrix for moving patterns, and the initial 
proportion of stayers. However, this approach studies 
only the individual characteristics of migration. Con-
textual factors are not considered. 
 The other approach is a multivariate regression 
approach (either Ordinary Least Squares or MLE de-
pending upon the measurement of the dependent 
variable). Different from the combination approach, 
such econometric models solely have been employed 
to study the move/stay decision, especially of em-
ployment-related migration (Shaw 1975). There are 
two sub-types of studies using a regression approach 
to study migration (Bartel 1979; Greenwood 1975). The 
first one has applied microdata to study the relation-
ship between an individual’s characteristics and the 
decision to move. For example, by specifying different 
migration measurements on the basis of migration 
reasons, Bartel (1979) applied logit regression models 
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to study an individual’s decision to migrate. However, 
like the mover-stayer model, aggregate factors influ-
encing migration are ignored. The other type of multi-
variate regression approach has applied aggregate 
data to study the determinants of net or gross migra-
tion (e.g., Greenwood 1969). Usually Ordinary Least 
Square (OLS) estimation has been used, since the de-
pendent variable is the proportion of movers or some 
other transformed representation. However, we can-
not use the findings from such studies to interpret in-
dividual migration decisions, because of the issue of 
ecological fallacy (Robinson 1950). Moreover, with 
aggregate data we can only explain the variations 
among areal units, but not variations within each areal 
unit (DaVanzo 1981). In addition, classical statistical 
and economic theories assume geographic space to be 
isotropic and homogenous (Gerardin 1991), and the 
assumption of identically and independently distrib-
uted errors likely violates the highly probable exis-
tence of spatial processes. We know, for example, that 
the proportion of movers going to a given destination 
location varies systematically according to the geo-
graphic distance separating origins and destinations, 
which causes heterogeneity. Attention to spatial 
econometric issues is equally important because mod-
els which ignore spatial processes are incomplete, and 
parameters estimated for such models can suffer from 
different kinds of bias (Baller et al. 2001; Loftin & 
Ward 1983; Voss, White & Hammer 2004).  
 The hierarchical regression model, which already 
has been applied to family planning decisions (e.g., 
Entwisle et al. 1984; Hirschman & Guest 1990) but has 
not been explored in migration decision studies, has 
the potential to solve all the problems mentioned 
above. In demography, data are often structured hier-
archically: Public Use Microdata Sample (PUMS) files 
are familiar examples which describe individual char-
acteristics, household characteristics and housing unit 
characteristics for geographic Public Use Microdata 
Areas (PUMAs). Summary files provide aggregated 
attributes for areal data at block, partial block group, 
block group, census tract, county and state levels. Be-
cause of the characteristics of hierarchies, current stud-
ies that focus only on one level of the variables can 
only explain variations at that level (Bryk & Rauden-
bush 1992). This limitation has generated concerns of 
ecological or atomistic fallacies (Green & Flowerdew 
1996; Robinson 1950; Voss et al. 2004; Wrigley et al. 
1996).  
 The advantages of the hierarchical regression 
models over the traditional mover-stayer model and 
the standard multivariate regression approach can be 
summarized as follows. First, because the hierarchical 
regression model can include spatial analysis when 

one of the hierarchical levels is geographic, it inherits 
advantages from spatial econometrics to account for 
the geographic heterogeneity. Second, the variations 
across groups can be estimated easily in a hierarchical 
regression model. For example, Tunali (2000) has ap-
plied detailed econometric models to study the 
move/stay decision using microdata in Turkey, and 
he built many models to examine and compare the 
effects of heterogeneous variables. However, his 
analysis could be easily handled by a hierarchical re-
gression approach, where the effects of heterogeneous 
variables can be nested in the hierarchical models. 
Third, because the variations within- and across-
groups can be estimated, the reliability of the coeffi-
cients (i.e., the ability of independent variables to ex-
plain the strength of relationships with moving prob-
abilities) can be estimated. Fourth, the hierarchical re-
gression approach combines both individual charac-
teristics and aggregate-level characteristics in a model, 
allowing us therefore to avoid both ecological and at-
omistic fallacies in interpretation of analysis results 
(Robinson 1950). We discuss this further in the next 
section. 
 
3. Migration decision-making 
 
 There is considerable debate regarding the units of 
analysis for proper migration decision studies. One 
side argues that it is the individual and individual-
level characteristics (e.g., demographic attributes, life-
cycle stage, attachment to place, social capital, envi-
ronmental values, etc.) that drive migration decisions. 
The microeconomic models of migration assume that 
an individual moves with an expectation of being bet-
ter off elsewhere. This approach implies that individu-
als and only individuals make migration decisions 
(DaVanzo 1981). Another side argues that the family is 
the reasonable decision-making unit (DaVanzo 1981), 
since members of a family usually move together. Tu-
nali (2000) argued, for example, that household in-
come rather than individual income is the appropriate 
concept for studying income influences on migration. 
Mincer (1978) suggested that migration decision stud-
ies should be conducted at the family level rather than 
the individual level, because it is the net family gain 
rather than net personal gain that drives migration of 
households. But each of these approaches ignores eco-
logical influences. Some areas, because of their eco-
nomic robustness, levels of crime, or environmental 
attractiveness, attract migrants while other areas repel 
migrants. Aggregate-level models of migration have 
their own allure, and the fact that the decennial census 
in the U.S. provides easy access to aggregated data 
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with which to fit such models has stimulated a great 
deal of exploration in this direction. 
  
3.1 Observations  
 
 In this study, we take data from the 2000 Census 
to examine the migration behavior of householders 
who are 25 or more years old in 2000. The use of cen-
sus data means that we can take account both of indi-
vidual characteristics and household characteristics. 
MLE has been widely applied by regional economists 
to study what motivates workers to move, and usually 
the focus is on the population of householders who are 
employed and are in the 18 to 65 age group (Tunali 
2000). On the other hand, demographers often use 
householders age 25 and over as the observations for 
analysis. This latter approach is not only because cen-
sus tabulations often draw a line at age 25 in some sta-
tistics, but also because migration propensity declines 
continuously after age 25 and this near linearity cer-
tainly simplifies the data analysis. Since the purpose of 
this article is to compare hierarchical regression and 

multivariate regression in migration decision analysis 
(instead of focusing more generally on the drivers of 
migration decision-making), we simplify our task by 
examining householders age 25 and over as our unit of 
analysis. 
There are many causes of migration: personal charac-
teristics such as age, education, income, family ties, 
social networks, and residential preferences (Astone & 
McLanahan 1994; Bartel 1979; DaVanzo & Morrison 
1978; Fuguitt & Brown 1990; Massey et al. 1987; Min-
cer 1978; Smith, Tayman & Swanson 2000; Stanbery 
1952); life-cycle changes such as marriage, divorce, 
childbearing, and retirement (Mincer 1978; Smith et al. 
2000; Stanbery 1952); and amenities such as climate, 
crime rates, and natural beauty (Clark & Murphy 1996; 
Graves & Linneman 1979; Schachter & Althaus 1989; 
Smith et al. 2000; Stanbery 1952). We incorporate the 
following variables into our analysis on the basis of 
data availability and our best judgments. The repre-
sentations of these variables are summarized in Table 
1. 

 
Table 1. Description of variables 
 

Variable Explanation 

 
Level 1 variables 

 

AGE The age of householder 
NHWHITE Dummy variable: 1 -- nonHispanic White, 0 -- otherwise 
BACHLR Dummy variable: 1 -- with bachelor degree, 0 -- otherwise 
MARRIED Dummy variable: 1 -- married, 0 -- otherwise 
MCBW Dummy variable: 1 -- married couple both work, 0 -- otherwise 
CHDR12 Dummy variable: 1 -- with children 5-12 years old, 0 -- otherwise 
CHDR17 Dummy variable: 1 -- with children 13-17 years old, 0 -- otherwise 
HHFHHC Dummy variable: 1 – female-headed households with children under 18 years old, 0 -- otherwise 
OWNRENT Dummy variable: 1 -- own house, 0 -- rent house 
HUYEAR The age of housing units 
 
Level 2 variables 
HWXP9095 Dummy variable: 1 -- a PUMA is within 20 miles of highway expansion in 1990-1995, 0 -- otherwise 
MOVPERCT The proportion of movers in 1995-2000 
PRTNHWHI The proportion of non-Hispanic Whites in 2000 
PRTHU40Y The proportion of housing units 40 years old and over 
SUBURBAN Dummy variable: 1- a PUMA is a type of suburban area, 0 - a PUMA is a type of urban or rural areas. 

AMENITY An index of the proportion of forestry areas, the proportion of water areas, and the length of rivers by 
factor analysis. 
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3.2 Individual Characteristics 
 
 Age. Age has a strong nonlinear relationship with 
mobility (Shaw 1975; Shryock 1964). Age 0 to 4 has 
somewhat high mobility, and mobility rates decline as 
age approaches 14 to 15 when most people are near 
the end of middle school. They then increase as age 
approaches 22, a period when young adults enter mili-
tary service, go to college or change jobs, and then de-
clines after that. Since the population in this analysis is 
restricted to those 25 and over, there will be a nearly 
linear negative relationship between age and mobility. 
This relationship can be explained by the human capi-
tal model, which recognizes that the benefits of migra-
tion can only be realized over a period of time (Da-
Vanzo 1981; Kennan & Walker 2003). The human capi-
tal explanation considers migration as an investment 
like education: everything else being equal, younger 
people are more prone to move than older people be-
cause the former receive higher returns to mobility 
than the latter (Kennan & Walker 2003). 
 Race (non-Hispanic Whites). Nonwhites usually 
have a higher mobility than whites, because a larger 
proportion of nonwhites than whites rent apartments 
or houses, and renters have higher mobility rates than 
owners (Shryock 1964). Since Hispanics have a similar 
pattern to the nonwhite population generally, we treat 
blacks, other races and Hispanics together in a dummy 
variable which contrasts non-Hispanic whites (=1) 
against all others (=0). However, the effect of race on 
mobility has a large variance in time and space (Shaw 
1975; Tarver & Urbon 1963; Wang 1987; Wisenbaker 
1973).  
 Education (bachelor degree). Mobility usually in-
creases with education (DaVanzo 1981; Mincer 1978), 
because educated people generally are aware of op-
portunities, especially at longer distances (Shaw 1975). 
We use a dummy variable which contrasts those who 
have obtained a bachelor’s degree (=1) with all others 
(=0), since this reflects a significant differential in mo-
bility (Voss & Chi 2004). 
 
3.3 Household Characteristics 
 
 Marital status. Marital status has a significant ef-
fect on mobility (Shaw 1975; Shryock 1964). A married 
person usually migrates less frequently than a non-
married person (Mincer 1978), although this observa-
tion clearly is confounded with age. The importance of 
marital status is partly in marriage itself, for this has a 
family stabilizing influence (Shaw 1975). We represent 
marital status as a dummy variable in this analysis: 
married = 1; not married = 0. 

 Employment (married couple both work). Eco-
nomic status has an important effect on mobility 
(Smith et al. 2000). Since wage income is usually the 
largest portion of real income a family will receive, it 
contributes strongly to a family’s economic status 
(DaVanzo 1981). If both couples are employed, they 
are less likely to move, since the probability for both of 
them to find better jobs in a new location is lower. This 
variable is represented as a dummy variable: married 
couple both work = 1; all else = 0. 
 Presence of children (with children aged 5-12, and 
with children aged 13-17). School-age children can 
affect their parents’ migration decisions (DaVanzo 
1981). The extent to which children influence moving 
behavior co-varies with age. We posit that high-school 
children retard the decision to move more than ele-
mentary- and middle-school children. So we use two 
dummy variables for children, one is a household with 
children aged 5-12 (=1, else = 0); the other is a house-
hold with children aged 13-17 (=1, else = 0). 
 Female-headed households with children under 18 
years old. A female-headed household with children 
under 18 years old is partly an indicator of economic 
status, and it affects mobility (Cockhead 1984; Johnson 
2001; Voss & Chi 2004). Such households are usually 
economically disadvantaged, and their mobility de-
pends upon available economic opportunities and 
considerations of their children. This variable is repre-
sented as a dummy: female-headed households with 
children under 18 years old = 1; all else = 0. 
 Rent or own. Most studies support the argument 
that renters are more likely to move than owners, al-
though some researchers question whether renter or 
owner status is an effect or a cause of migration (Shaw 
1975). Since causality is not a concern in this article, we 
take renter or owner status as one independent 
dummy variable: own = 1; rent = 0. 
 Age of housing units. The age of housing units 
covariates negatively with the mobility (Cockhead 
1984; Smith et al. 2000; Voss & Chi 2004). Often elderly 
people live in old houses, and are thus less likely to 
move. We code this variable by the age of housing 
unit. 
 
3.4  PUMA Characteristics 
 
The PUMA is the primary geographic unit of the 
PUMS files. In order to maintain the confidentiality of 
individual PUMS records, a minimum population 
threshold is set for the PUMA. For the 2000 5% state-
level PUMS data, a PUMA must contain at least 
100,000 persons. A PUMA generally has a continuous 
boundary following a county, or city or urbanized 
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area boundary, but occasionally is composed of non-
contiguous areas in order to reach the 100,000-person 
threshold. For this reason, the PUMA can be a difficult 
geographic unit for analysis. However, PUMAs are the 
finest grained scale the PUMS file can provide, and the 
PUMA thus is taken as the geographic unit for this 
analysis. 
 Urban, suburban and rural. At the aggregate level, 
mobility has distinct characteristics in different areas – 
rural, suburban and urban areas (Chi, Voss & Deller 
2004; Gardner 1981). Most rural areas are character-
ized by heavy, early adult out-migration or low in-
migration. People who live in suburban areas often 
select such areas for quality of life/schools, and these 
areas generally show relatively high in-migration. Ur-
ban areas attract young people, while dis-attracting 
many adults with children and older residents (Pit-
tenger 1976). Because rural and urban areas show 
similar effects on mobility in regression analysis, we 
have coded the suburbs as 1, and all else as 0. 
 Highway expansion. Mobility is expected to de-
cline as the distance separating two locations increases 
(DaVanzo 1981; Shaw 1975). Better highways can re-
duce such costs for long distance commuters (Chi et al. 
2004). In a study examining the relationships between 
highway expansions and population change at the 
Minor Civil Division level in Wisconsin, Voss and Chi 
(2004) found that there is a modest relationship be-
tween highway expansion and population growth. We 
code PUMAs within 20 miles of highway expansion in 
1990-1995 as 1, and all else as 0. 
 Aggregate % people moving, aggregate % race (% 
non-Hispanic Whites), and aggregate % house age (% 
houses built 40+ years ago).  For units of geography, 
individual characteristics are aggregated into areal 
characteristics, which can be represented as propor-
tions. At the PUMA level, we take as independent 
variables the proportion of people moving, the pro-
portion of non-Hispanic White, and the proportion of 
houses built more than 40 years ago. 
 Natural amenity. Besides the social and economic 
determinants discussed as above, natural amenity 
plays an important role in driving migration (Smith, 
Tayman & Swanson 2000). It promotes population 
growth especially in retirement and recreational coun-
ties (Voss & Fuguitt 1979). While natural amenity in-
cludes many factors, we take the proportion of for-
estry areas, the proportion of water areas, and the 
length of rivers to measure it. Factor analysis is im-
plemented to generate a natural amenity index (Kim, 
Marcouiller & Deller 2005; Marcouiller, Kim & Deller 
2004). 
 Other variables, such as household income, are 
widely believed to affect migration decision-making. 

We did not apply all potentially relevant variables in 
this analysis, because our goal in this paper is to com-
pare the hierarchical regression model and the multi-
variate regression model in migration analysis, instead 
of refining the understanding about which and how 
different variables contribute to mobility. 
 
4. Data  
 
 The data used in this analysis are extracted from 
the 5% Wisconsin’s PUMS file from Census 2000. The 
observations are householders who are 25 years old 
and above. The group quarters population is excluded. 
This exclusion causes us to miss some mobility associ-
ated with movement from households to group quar-
ters, but the number of such moves is relatively small, 
and the quality of long form data from group quarters 
is notoriously bad. Since our goal is to test the per-
formance of hierarchical regression in studying migra-
tion, the exclusion of group quarters will not affect the 
findings significantly. 
 Level 1 in the hierarchy has 99,580 observations, 
and contains ten variables of individual or household-
level characteristics. Level 2 is composed of 31 PU-
MAs, for which we have coded five aggregate vari-
ables (see Figure 1). 

 
________________________________________________ 
Figure 1. Wisconsin Public Use Microdata Areas (PU-

MAs) in 2000 
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5. Modeling 
 
 For the multivariate regression approach, a logit 
regression model is run for the Level 1 data. The 
model is specified as: 
 
Ln[P/(1-P)]i = β0 + β1(AGE)i + β2(OWNRENT)i + 

β3(MCBW)i + β4(HHFHHC)i + 
β5(BACHLR)i + β6(NHWHITE)i + 
β7(MARRIED)i + β8(HUYEAR)i + 
β9(CHDR12)i + β10(CHDR17)i + εi 

 
εi ~ N(0, σ2), i: individual  (1) 

 
In this model, we assume the error term (εi) to be iden-
tically and independently distributed with variance σ2. 
However, the coefficients conceivably could differ sig-
nificantly across the PUMAs, if their corresponding 
variables have strong spatial heterogeneity (see Table 
1 for explanations of these independent variables). 
While such heterogeneity cannot be identified or cor-
rected in the above model, it can be minimized by 
adding second-level variables to explain the first-level 
coefficients. In the following analysis we create a two-
level hierarchical regression model: the individ-
ual/household level and the PUMA level. The Level 1 
Equation is re-specified as: 
 
Ln[P/(1-P)]ij = β0j + β1j(AGE)ij + β2j(OWNRENT)ij + 

β3j(MCBW)ij + β4j(HHFHHC)ij + 
β5j(BACHLR)ij + β6j(NHWHITE)ij + 
β7j(MARRIED)ij + β8j(HUYEAR)ij + 
β9j(CHDR12)ij + β10j(CHDR17)ij + εij,  

 
εij ~ N(0, σ2), i: individual, j: PUMA (2) 

 
At Level 1, we still assume the error term (εij) to be 
identically and independently distributed with vari-
ance σ2. Notice, however, that the intercept and the 
coefficients are subscripted by j, which allows each 
PUMA to have its unique intercept and coefficients. 
The variance σ2 here is not necessarily the same as the 
one in the logit regression model of the regression ap-
proach. We express the expectations, variances and 
covariances of the intercept and coefficients in the hi-
erarchical model as: 
 
E(β0j) = γ0, Var(β0j) = τ00; E(β1j) = γ1, Var(β1j) = τ11; ...; 
E(β9j) = γ9, Var(β9j) = τ99; E(β10j) = γ10, Var(β10j) = τ1010 

 
Cov(β0j, β1j)= τ01, Cov(β0j, β2j)= τ21, ...,   (3) 
 
where γ0 is the average intercept among the PUMAs; 
τ00 is the intercept variance among the PUMAs; γ1 is 

the average AGE coefficient among the PUMAs; τ11 is 
the variance of the AGE coefficient among the PUMAs; 
τ01 is the covariance between intercepts and the AGE 
coefficients; and so on. 
 The intercept and the coefficients can vary signifi-
cantly across the PUMAs, and they can be explained 
by some characteristics at the PUMA level. Theoreti-
cally, at Level 2 we can use the intercept and each co-
efficient as dependent variables, which can be ex-
plained by independent variables at that level. We as-
sume that PUMA characteristics, such as HWXP9095, 
MOVPERCT, PRTNHWHI, PRTHU40Y, SUBURBAN, 
and AMENITY as mentioned in earlier sections, affect 
the intercept at Level 1. The unique characteristics of 
each PUMA will provide and determine a unique “ini-
tial” move probability, which is determined by these 
variables. For the purpose of a simple demonstration, 
these independent variables are used to explain only 
the Level 1 intercept, while no PUMA characteristics 
are used for determining the Level 1 coefficients. But 
we do assume them to be randomly distributed 
around grand coefficient means. The Level 2 equations 
are specified as: 
 
β0j = γ00 + γ01(HWXP9095) + γ02(MOVPERCT) + 

γ03(PRTNHWHI) + γ04(PRTHU40Y) + 
γ05(SUBURBAN) + γ06(AMENITY) + u0j  

 u0j ~ N(0, τ’00) 
 
β1j = γ10 + u1j u1j ~ N(0, τ11); 
β2j = γ20 + u2j u2j ~ N(0, τ22); 
...; β9j = γ90 + u9j u9j ~ N(0, τ99); 
β10j = γ100 + u10j u10j ~ N(0, τ1010)   (4) 
 
The combined equation can be generated by replacing 
the coefficients in Level 1 equation with their corre-
sponding Level 2 equations. The combined equation 
is: 
 
Ln[P/(1-P)]ij = γ00 + {γ01(HWXP9095) + 

γ02(MOVPERCT) + γ03(PRTNHWHI) + 
γ04(PRTHU40Y) + γ05(SUBURBAN) + 
γ06(AMENITY) + γ10(AGE)ij + 
γ20(OWNRENT)ij + γ30(MCBW)ij + 
γ40(HHFHHC)ij + γ50(BACHLR)ij + 
γ60(NHWHITE)ij + γ70(MARRIED)ij + 
γ80(HUYEAR)ij + γ90(CHDR12)ij + 
γ100(CHDR17)ij} + {u0j + u10(AGE)ij + 
u20(OWNRENT)ij + u30(MCBW)ij + 
u40(HHFHHC)ij + u50(BACHLR)ij + 
u60(NHWHITE)ij + u70(MARRIED)ij + 
u80(HUYEAR)ij + u90(CHDR12)ij + 
u100(CHDR17)ij + εij}  (5) 
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 The error has unequal variances, because it de-
pends upon the ux0 (x = 0, 1, … 10), which vary across PU-
MAs, and upon the values of Level 1 independent 
variables, which vary across individuals.  
 A logit hierarchical model can be run for these 
data using the Hierarchical Linear Model (HLM) soft-
ware. Three findings will be output: the coefficients 
and their significance test at Level 1 (unit-specific and 
population-average models are used in this software), 
the coefficients and their significance test at Level 2 
(i.e., how Level 2 variables affect their corresponding 
Level 1 intercept and coefficients), and the variance 
and covariance components among levels (e.g., the 

variance can be divided into components within and 
between Level 2 units) (Bryk & Raudenbush 1992). 
  
6. Findings 
 
 For Level 1 regression, hierarchical regression and 
traditional multivariate regression result in very simi-
lar coefficients and corresponding significances (see 
Table 2). All independent variable coefficients are 
highly significant (at 0.001 for a two-tail test), except 
the marital status coefficient which is only mildly sig-
nificant (at 0.05 for a two-tail test).  

 
Table 2. Coefficient estimates of Level 1 variables by multivariate regression and 

hierarchical regression 
 

 Multivariate regression Hierarchical regression 
 Coef. (Std. Err.)  Coef. (Std. Err.) 
AGE -0.057 (0.001)***  -0.059 (0.001)*** 
NHWHITE -0.203 (0.032)***  -0.290 (0.048)*** 
BACHLR 0.314 (0.019)***  0.280 (0.025)*** 
MARRIED -0.042 (0.021)*  -0.058 (0.023)* 
MCBW -0.284 (0.021)***  -0.253 (0.024)*** 
CHDR12 -0.159 (0.020)***  -0.165 (0.027)*** 
CHDR17 -0.458 (0.022)***  -0.427 (0.021)*** 
HHFHHC 0.145 (0.031)***  0.123 (0.033)*** 
OWNRENT -1.500 (0.020)***  -1.486 (0.033)*** 
HUYEAR -0.021 (0.000)***  -0.021 (0.001)*** 
Notes: * indicates significance at 0.05 for a two-tail test; ** indicates significance at 0.01 for a two-tail test; 
*** indicates significance at 0.001 for a two-tail test. 
 

 
 Level 2 variables can be understood as heteroge-
neous variables over multivariate regression. All vari-
ables but highway expansion are highly significant (at 
0.001 for a two-tail test, except that natural amenity is 
significant at 0.002) in explaining the variance of “ini-
tial” moving probability among the PUMAs (see Table 
3). The definition of a PUMA is based on a minimum 
population requirement, and does not signify a sub-
stantively meaningful boundary. This may be the rea-
son that highway expansion plays no role in the vari-
ance of “initial” moving probability. 
 The beauty of hierarchical regression lies in the 
reliability estimates of Level 1 coefficients (see Table 
4). The variance of the coefficients for Level 1 variables 
is divided into two portions – within groups and 
across groups. In other words, the ability of Level 1 
variables to explain the moving propensity is divided 
into two portions – within and across PUMAs. The 
value of the reliability is the proportion of the across-
group variance over the overall variance. If the within-

group variance compared to the across-group variance 
is smaller, then the reliability will be larger, and the 
hierarchical regression coefficients will be more reli-
able. As we see from Table 4, some variables, such as 
AGE of householder, OWNRENT, and the age of hous-
ing unit (HUYEAR) are quite reliable, while marital 
status (MARRIED), married couple both work 
(MCBW), female-headed household with children un-
der 18 years old (HHFHHC), and a house with chil-
dren under 17 years old (CHDR17) are less reliable. 
But the latter three variables are highly significant in 
the multivariate regression. How can we explain that? 
A small reliability value can be caused either by a 
smaller coefficient variance across groups compared to 
within groups, or small sample size, or both (Bryk & 
Raudenbush 1992). Since the sample size is very large 
(n = 99,580), the low reliabilities must be caused by a 
smaller coefficient variance across groups. Table 5 re-
affirms this conclusion: the coefficients of these three 
variables do not vary significantly across groups. 
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Table 3. Coefficient Estimates of Level 2 variables 
by hierarchical regression 

 
 
Table 4. Reliability estimates of Level 1 coefficients 
 
Random level-1 coefficient Reliability estimates 
INTRCPT1 0.682 
AGE 0.714 
OWNRENT 0.655 
MCBW 0.339 
HHFHHC 0.326 
BACHLR 0.472 
NHWHITE 0.436 
MARRIED 0.310 
HUYEAR 0.749 
CHDR12 0.427 
CHDR17 0.211 
 
 
Table 5. Estimation of variance components 
 

Random Effect Std. Dev. 
Variance 

Component P-value 
INTRCPT1 0.511 0.261 0.000 
AGE slope 0.006 0.000 0.000 
OWNRENT slope 0.169 0.028 0.000 
MCBW slope 0.091 0.008 0.034 
HHFHHC slope 0.128 0.016 0.236 
BACHLR slope 0.108 0.012 0.003 
NHWHITE slope 0.200 0.040 0.002 
MARRIED slope 0.085 0.007 0.042 
HUYEAR slope 0.004 0.000 0.000 
CHDR12 slope 0.106 0.011 0.002 
CHDR17 slope 0.065 0.004 0.301 
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 The reliability can then be used to re-estimate 
Level 1 coefficients by granting the reliable portion 
more weight (see earlier in this section). Theoretically, 
Level 1 coefficients provided by hierarchical regres-
sion are more reliable than those provided by multi-
variate regression. 
 
7. Summary and Conclusions 
 
 Based on this analysis, three advantages of hierar-
chical regression for studying migration are summa-
rized. First, hierarchical regression can easily integrate 
heterogeneous variables at the aggregate level into one 
model, and their significances can be estimated. Sec-
ond, the coefficient reliability of Level 1 variables can 
be estimated based on within- and across-group vari-
ance, and can then be used to re-estimate the coeffi-
cients of Level 1 variables. Third, the way that the hi-
erarchical regression combines both individual and 
aggregate characteristics avoids the debates of ecologi-
cal and atomistic fallacies. This is very important be-
cause individual behaviors are assumed to be influ-
enced by, and their aggregation is assumed to influ-
ence, the characteristics of the residential area. While 
the individual and areal linkage of migration studies is 
crucial for housing policy-making, it has long been 
ignored (Li & Wu 2004). 
 Despite these advantages, three limitations exist in 
this analysis. The first one is the causality issue. The 
data for most independent variables are in 1999 or 
2000, while the dependent variable is geographic mo-
bility over the 1995-2000 interval. We should not use 
variables measured at the end of the interval to ex-
plain mobility that has occurred earlier. We recognize 
this problem, but unfortunately have no alternative at 
this point due to data limitations. The second limita-
tion is that the PUMA is not a very meaningful geo-
graphic unit, because it is based on meeting a mini-
mum population threshold rather than providing a 
substantively meaningful unit. This likely weakens the 
aggregate characteristics and heterogeneous variables 
(Level 2 variables) in explaining variation in the de-
pendent variable. The third limitation is that some 
geographic moves are not counted due to the exclu-
sion of the group quarters population from the analy-
sis. Moreover, the hierarchical regression approach 
has its own weaknesses (Bryk & Raudenbush 1992). 
First, in a hierarchical regression model, each level has 
its specification assumptions as does the standard 

 Hierarchical regression Level 2 

 
Coef. (Std. Err.) 

INTRCPT2 2.307 (0.264)*** 

HWXP9095 0.018 (0.015) 
MOVPERCT 2.149 (0.304)*** 
PRTNHWHI 1.191 (0.132)*** 
PRTHU40Y 0.898 (0.111)*** 
SUBURBAN 0.063 (0.016)*** 
AMENITY -0.025 (0.007)** 
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multivariate regression model. A misspecification at 
one level can affect the results at other levels. Second, 
errors in Level 2 equations may correlate with each 
other, and the misspecification of one equation can 
thus bias the estimates of others. Third, the assump-
tion of identical and independent error distributions in 
the multivariate regression is likewise required for 
both levels in hierarchical regression. A violation of 
this assumption will affect the estimated standard er-
rors at Level 2 and the variance-covariance component 
estimates. Since we are dealing with contiguous geo-
graphic units, there likely is some spatial autocorrela-
tion in the process that violates the assumption of in-
dependent errors at Level 2. This requires further in-
vestigation.  
 This article provides a nascent look at the applica-
tion as well as the advantages of the hierarchical re-
gression model in studying migration decision-
making. The competitive capability of hierarchical re-
gression encourages us to explore and apply it further 
in studying migration. Thinking ahead, the hierarchi-
cal regression model, especially the Level 2 equations, 
could be specified based on additional variables, as-
sumptions and conditions. First, cross-level effects can 
be examined by choosing Level 2 variables to explain 
Level 1 variables (besides the intercept). For example, 
perhaps the bachelor’s degree can be explained at 
Level 2 by another variable such as income. Second, 
spatial effects such as spatial lag can be included in 
Level 2 models by a two-stage procedure (Sampson, 
Morenoff & Earls 1999), although no software pack-
ages are currently available for a simultaneous estima-
tion of spatial models within hierarchical regression 
model. Third, a third level could be added to explore 
more complexities. In sum, the hierarchical regression 
approach offers a number of strengths that the stan-
dard multivariate regression, the traditional mover-
stayer model, or a combination of the two do not have, 
and multilevel modeling deserves more exploration in 
studies of migration and geographic mobility. 
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