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COMPARISONS OF REGIONAL FIXED PRICE
AND GENERAL EQUILIBRIUM MODELS

Young-Kon Koh, Dean F. §chreiner, and
Huijune Shin

Introduction

Impacts of rural development strategies frequently are evaluated
using quick and simple fixed price multiplier analysis to estimate aggre-
gate employment and income effects for states and relatively large
regions. Employment and income effects, for example, of strategies
such as alternative crop and livestock enterprises in agriculture, rural
industrialization, and increased value-added activities are estimated
using multipliers from a standard fixed price input-output model.
Because there are no resource constraints and no fixed period of
adjustment embodied in the fixed price multiplier approach, this method
may be useful in estimating long-term impacts for small regions where
full mobility of factors appears to be appropriate. In evaluating relatively
short-term impacts (two to five years) for large regions, however, a
regional general equilibrium approach appears to be more appropriate
because it captures both price effects and quantity effects compared
with the fixed price multiplier approach that captures only quantity
effects.

Resuits of the fixed price multiplier analysis can grossly overesti-
mate regional sector outputs and factor demands and underestimate
factor and household incomes when compared to price-endogenous
regional general equilibrium models. The latter depend upon model
assumptions, particularly the price elasticities of factor supply.

The main drawbacks in using regional general equilibrium modeis,
however, have not been the assumptions typically imposed on such
general equilibrium (GE) models (Dervis, deMelo, and Robinson, 1982)
but upon the perceived nature of the mobility of regional resources
(particutarly labor), the perceived closure of regional commodity mar-
kets (i.e., distinction between tradables and nontradables), and the lack
of appropriate regional data. Many of the data problems in regional GE
modeling for the U.S. are being mitigated by development of databases
such as IMPLAN (iMpact Analysis for PLANing) and by persistent
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regionalization of data as exemplified by Rose, Stevens, and Davis
(1988) and by Koh (1991). The functioning of regional factor and
commodity markets for states and large regions awaits further
research, but the assumptions of the fixed price multiplier models must
be challenged. Results of model comparisons in this research should
stimulate the need for knowing more about regional markets, particularly
the price elasticity of regional labor supply.

What follows in this report is an analytical comparison of key
regional variables under fixed price multiplier analysis and general equi-
librium analysis, a brief review of the empirical GE literature, presenta-
tion of an empirical GE model for the state of Oklahoma (most of the
model specification is relegated to an appendix), and results and anal-
ysis of model comparisons for a 10 percent quantity increase of agricul-
tural exports for Oklahoma.

Fixed Price Multiplier Versus GE Results

Assume an exogenous increase in the export quantity for a trad-
able commodity. The differences in assumptions and model structure
between the fixed price approach and the GE approach create differ-
ences in commodity market responses, including differences in sector
output and regional output prices. The multiplier approach has a ten-
dency to overestimate output responses; this tendency, in part, comes
from the treatment of prices as constants.

Overestimation of output for some commodities by the fixed price
model can be explained by Figure 1. Let Eq be the initial equilibrium with
P, and Q, as equilibrium price and quantity for a commodity. Under the
fixed price multiplier approach, supply is treated as infinitely elastic,
while positively sloped supply curves are associated with the regional
GE model for at least some commodities, particularly the nontradable
commodities. If demand changes (as represented by a shift from D, to
D4), the new equilibrium under fixed price multiplier analysis will be E;.
The price remains at P, with a new equilibrium quantity of Q. In the
regional GE framework for nontradables, however, price increases to Py
and equilibrium quantity is Q?, which is less than Qy.

This difference in output response basically originates from a
Hecksher-Ohlin assumption about factor mobility: factors are mobile
between sectors and immobile between regions. This assumption may
be too strong for regional versus national economic analysis. In the
short run, however, this assumption is useful, especially for large
regions, in identifying market behavior for a regional economy under
exogenous shocks. Increase in output of some sectors requires
decreases in output in other sectors (because of factor mobility).
Exports decrease for all sectors with the exception of the sector for
which export increase is exogenous. Increases in output prices result in
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increases in regional impo/rt demand. Changes in trade volumes are
based on increased intermediate demands governed by interindustry
relationships and increased consumption originating from increased
income.

Changes in the regional factor market are shown in Figure 2. Initial
equilibrium for factor demand Dy is at price Pg for quantity Xo. Under the
fixed price multiplier approach, factor supply again is treated as
infin'itely elastic; hence, with a shift in demand to D4, quantity supplied
is X4. For the regional GE model, some factors are fixed, at least in the
short run (land and capital). Hence, price increases to P? with the shift
in demand. What is less certain is the response of labor supply. Labor is
assumed to be mobile between sectors, but how mobile is it between
regions and how responsive is it to changes in wage rates? Even if it is
assumed to be immobile between regions (which is not likely), persons
within the region may be enticed to offer more labor at higher wage
rates.

The more likely response is that for a rural development strategy
such as emphasizing alternative higher income agricuitural enterprises
(i.e., fruit and vegetable production for wheat and beef production in
Oklahoma), the regional labor supp 3/ will not be perfectly elastic but will
have some upward slope such as 82 If this is the case, the wage rate
for the |ncreased demand D, will be P2 and the quantity of labor supplied
will be X2 It thus becomes an empirical problem to estimate the price
elasticity of labor supply for alternative agricultural enterprises.

Change in income from the exogenous change in export quantity is
significantly more sensitive in the regional GE approach compared to
the fixed price multiplier approach. The fixed price multiplier framework
captures changes in factor income by changes in quantities of factors
used in production. The regional GE framework captures changes in
factor income caused by sectoral changes in factor use and changes in
factor prices associated with given aggregate factor availability. This is
shown in Figure 3.

Assume an economy with one input (X) and two goods (A and B).
Initial equilibrium is depicted by point E, in Figure 3. The distances from
O, to X, and from Oy, to X, on the horizontal axis measure equilibrium
quantities of X allocated to production of goods A and B, respectively.
The equilibrium price of X is represented by P, on the vertical axis.
Factor income is measured by the rectangular area O,P,P,Oy. If the
price of B increases for some reason, the value of the marginal product
of X will increase for the production of B (MVP, to MVP,,). For simplicity,
assume that this will not affect the price of A. Under fixed price multiplier
analysis, new equnllbrlum quantities of X used in production of A and B
will be O X, and ObX1, respectively. The initial equilibrium price, P,, is
valid for the new equilibrium. This implies that the availability of factor X
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increases by the distance from X, to X'1 at the equilibrium price.
Consequently, the change in factor income under this approach is only
a quantity effect and equal to the area XOX'1 E'1 Eo-

On the other hand, in the regional GE model the assumption is that
the total amount of X available is fixed at O,0y,. The change in price of B
will bring a new equilibrium price for X of Py and new equilibrium quanti-
ties of X allocated to A and B of OaX$ and ObX?, respectively. The rect-
angular area P{P,PoP is the change in factor income for X.

The regional GE results on factor prices and factor incomes are
important in explaining rural development strategies to rural residents. If
the fixed price multiplier result is assumed, telling rural persons whose
resources already are employed fully that a proposed rural development
strategy is not going to change the rate of return (price) on their
resources but only is going to expand the resource base of their region
probably will be met with considerable skepticism and disinterest.

General Equilibrium Models

General equilibrium implies that all individual economic agents (and
all subsets of the agents) in the system are in equilibrium. To define
equilibrium, assumptions are required about the behavior of agents and
their initial conditions or constraints. A simple conceptual GE model
without production is the pure exchange model with two consumers and
two goods represented by the Edgeworth box diagram. The behavioral
assumption is utility maximization for the two agents, and the constraint
assumption is the amount of goods each person owns initially. GE for
this exchange economy is the point where the indifference curves for
the two persons are tangent to each other and where the offer curves
originating from the initial point intersect with each other. GE prices are
represented by the slope of the straight line tangent to both indifference
curves. At this GE price ratio, exchanges are made between the two
agents in such a way that the exchange brings utility maximization for
both with given initial amounts of goods to each. Under the convexity
assumption for consumption sets, this equilibrium will be unique to the
given setting. But this model does not include production activities.

A basic economic system with n commodities (denoted by a vector
y) and m primary factors (vector x) is represented in Figure 4.
Government and trade are not included in this basic structure. The
number of producers and consumers is not specified. A set of firms pro-
duces n commodities combining m factors and n intermediate goods
with given technology. Households consume n goods with given utility
structure under the constraints imposed by incomes generated from
selling factors of production they own. A total of n + m markets exists in
the economy. Factor markets generate household incomes that are fac-
tor costs to firms. Commodity market prices determine household
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expenditures and revenues for the firms. The n + m equilibrium prices
(denoted by vectors of Py and Py) that clear all markets with equilibrium
quantities of Q, and Qy define the GE for the system.

Ginsburgh and Robinson (1984) distinguish two broad families of
empirical GE models: computable general equilibrium (CGE) models and
activity general equilibrium (AGE) models. CGE models search for a
price vector that clears all markets in the system specified by a set of
behavioral rules for economic agents with given factor endowments and
technology. Competitive markets generally are assumed. A solution
vector that makes the excess demand function values for all commodi-
ties and all factors simultaneously equal to zero is considered to be the
GE solution. The first order conditions for the economic agents’ objec-
tive functions should be satisfied simultaneously under the assump-
tions of well-behaved production and utility functions. CGE models
usually involve a number of nonlinear equations, but no inequality con-
straint or explicit objective function is required.

AGE models are cast in the format of mathematical programming
with an explicit objective function to be optimized with a set of con-
straints (Ginsburgh and Robinson, 1984). A programming approach, as
discussed in Hazell and Norton (1986), maximizes the value of con-
sumption or consumer surplus subject to various feasibility conditions
specified by technology, resource availability, and marginal cost pric-
ing. Under competitive markets, resources are employed fully, and
shadow prices for activities and resources are the GE commodity prices
and factor returns.

Shoven and Whalley (1984) provide a comparative analysis of 18
CGE models applied to tax and international trade policy. Devarjan,
Lewis, and Robinson (1986) list 48 references to empirical CGE models
applied to 22 countries. Thorbecke (1985), calling the CGE model the
second generation consistency model compared with the fixed coeffi-
cient first generation consistency model, gives an in-depth evaluation
of three early CGE models applied to developing countries. More
recently, Decaluwé and Martens (1989) compare the basic structure of
73 empirical applications of CGE modeis for 26 developing countries, 67
of which were made in the 1980s. CGE models have been applied in the
United States for tax and trade policy evaluation since the early 1980s
(Shoven and Whalley, 1988). In 1990 a CGE model for the U.S. with
emphasis on the agricultural sector was developed at the USDA
(Robinson, Kilkenny, and Hanson, 1990). Hertel views the relatively
recent appearance of CGE analysis in U.S. agricultural economics as a
belated arrival.

Because general equilibrium relies on basic characteristics of mar-
kets, the structure of CGE models used to evaluate different policies
need not be too different. The differences come from the degree of
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elaboration in model specification for different components of the
model, including the level and manner of disaggregation for sectors,
factors, and households. Moreover, most CGE models have some com-
ponents of income distribution because consumption demand and sav-
ings are specified as functions of income, and income depends on the
level of endogenous production.

Tax policy is the most widely applied area of research for CGE
models. Following Harberger's (1962} two sector model for tax policy
analysis, Shoven and Whalley (1972) analyze effects of changes in
capital income tax on labor income with two income groups (capital and
labor). In agricultural areas, Hertel and Tsigas (1988) have used a
1977-based U.S. CGE model to analyze impacts of eliminating the
farm/nonfarm disparity in tax rates. Shoven and Whalley (1984) and
Pereira provide surveys of the tax models.

One of the most comprehensive CGE models is for Australia with
114 commodities. The model, by Dixon et al. (1982), shows that a 25
percent increase in all import tax rates will lead to a 0.21 percent
decrease in total employment. The USDA/ERS CGE model of the U.S.
developed by Robinson, Kilkenny, and Hanson (1990) recently was
used in analyzing the impacts of alternative world trade environments
on the U.S. agriculture (Hanson, Robinson, and Tokaric, 1990).

Even though national CGE models increasingly are being used in
diversified fields of economic analysis, regional applications are limited.
Jones and Whalley (1985) have evaluated differential regional impacts
of Canadian tariff policy with respect to U.S.—Canadian trade. Using a
two domestic region and three commodity interregional CGE model, they
conclude that unilateral abolition of Canadian tariffs will have negative
welfare effects for western Canada and that only with restricted
assumptions will there be a small gain in welfare for eastern Canada.
Harrigan and McGregor (1989) analyze the different general equilibrium
results caused by alternative macroeconomic closure rules using a one
sector, two region model for Malaysia. Fisher and Despotakis (1989)
estimate the impacts of alternative energy taxes on the California
economy using a regional CGE model. Morgan, Mutti, and Partridge
(1989) investigate how alternative tax policies affect interregional factor
mobility in the U.S.

The main reasons for infrequent regional applications seem to be
twofold. First, policy instruments available to regional governments are
limited when compared with central governments. Price, monetary,
trade, and income distribution policies generally are not applicable at
the regional level. Thus, the usefulness of the CGE model at the
regional level is limited.

Regional GE models, however, can be used to evaluate impacts of
central government policy or other exogenous shocks on specific
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regional economies. Because of differences in economic structure and
factor endowments across regions, impacts of central government
policies may vary significantly across regions. General equilibrium
analysis is desirable when evaluating adjustments of regional
economies through factor and commodity market interactions.

Second, regional CGE models lack appropriate data. As Dervis,
deMelo, and Robinson (1982) suggest, constructing a consistent
database for an economy-wide model is a nightmare. But the problem is
more severe for regional models. For national models, income and input-
output accounts are used widely as the database for the production
side. Consumer expenditure surveys with national income accounts are
utilized as data sources for the demand side. These same data may be
utilized for regional models, but with more difficulties in the reconcilia-
tion process. Many of the data problems in regional CGE modeling for
the U.S. have been mitigated by the development of IMPLAN and by the
contributions of Rose, Stevens, and Davis (1988) and others.

The basic structure of a regional CGE model for this study is repre-
sented in Figure 5. Variables in rectangles are exogenous, while those
in ovals are endogenous. Arrows show the direction of flow of causal
relationships. The plus (+) or minus (-) signs indicate how the affected
variable moves relative to the causal variable. In other words, the plus
sign indicates that the partial derivative of the affected variable with
respect to the causal variable is positive.

A regional economy is assumed to produce and consume two dis-
tinct groups of commodities with respect to the rest of the world: trad-
ables and nontradables. Most commodities produced by the agriculture,
mining, and manufacturing sectors are tradables. Outputs of the con-
struction, wholesale trade, retail trade, and service sectors are rela-
tively close to nontradables. The dimensions of the two vector variables
sum to n, reflecting an n-commodity space. The prices of tradables are
exogenous, while the prices of nontradables are determined by the
interaction of supply and demand within the region.

Suppose the price of a tradable commodity increases as a result of
government policy. The initial first round effect is positive on production
and negative on consumption of the commodity. But interindustry rela-
tionships, and interdependencies between factor and commodity mar-
kets are important in analyzing the multidimensional income distribution
effects of the commaodity policy. Stimulated production of the commod-
ity initially shifts factor demands (land, capital, and labor with various
types of skills) and the demands for both tradables and nontradables for
intermediate use. Factor prices rise with limited interregional factor
mobility in the short run. Increases in factor prices imply negative feed-
back effects on production of both groups of commodities and positive
effects on regional incomes. Changes in factor prices influence income
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distribution and consumption demand for commodities. This change in
commodity demands will affect production activities. As part of this pro-
cess, tax revenues for governments are determined with given tax rates
{not included in the figure for simplicity). The magnitude of all changes
depends on the corresponding elasticities.

Under the assumption of smallness of a region relative to the
national economy, demand functions for tradables are perfectly elastic.
(Otherwise downward sloping demand curves can be incorporated in the
model.) Changes in regional output do not affect national prices of trad-
ables. Therefore, the level of production in the region has no feedback
effect on own price for tradable commodities, but it plays a significant
role in the determination of factor prices and prices of nontradables. For
nontradables, prices are endogenous to the regional economic system.
Prices adjust to eliminate the excess demand for nontradables in con-
trast to the market clearing by adjustment in trade for tradable com-
modities. This type of adjustment mechanism requires price differentials
for nontradables and factors between regions. Mobility of resources will
reduce price differentials in the longer time horizon.

The assumptions on tradables and nontradables are relaxed in
model specification by introducing the concept of composite goods,
which incorporates sectorwise elasticities of substitution between
imported goods and regionally produced goods.

For CGE modeling, the social accounting matrix {SAM) is utilized as
a basic data framework. A SAM is a snapshot description of an econ-
omy representing the full circular flow of commodities and money during
a certain time period, i.e., the base year. It has the same accounts for
columns and rows, implying that a SAM is always square. Entries down
a column are expenditures by the column heading account to each of
the corresponding row heading accounts, i.e., an entry in ith row and jth
column represents the amount of money paid by jth column account to
ith row account. Therefore, the row sum and the column sum of each
account are always the same. In this way, a SAM provides consistent
information on overall structure of an economy by organizing data on
production, income, and consumption in the base year.

in constructing a CGE model, it is considered that the economic
system represented by the SAM is in general equilibrium. A CGE model
is a system of equations representing theorstically consistent eco-
nomic relationships between variables and can reproduce the base year
SAM with values for the exogenous variables prevailing in the base
year. In this sense, the basic structure of a CGE model depends on the
structure of the SAM.

40



The Oklahoma CGE Model

The structure of applied general equilibrium models is similar, with
differences between models in the degree of complexity and emphasis
on the policy issue in question {Shoven and Whalley, 1984). This is not
surprising because the usual assumptions behind the models most
often include competitive markets with full information and profit or util-
ity maximization behavior of economic agents. Based on these
assumptions, the models are structured to allow prices of outputs and
inputs to adjust until equilibria in all markets are attained. Such micro-
foundations in a multisectoral framework are standard and accepted,
especially for static analysis (Dewatripont and Michel, 1987). The
Oklahoma CGE model follows a variant of that developed by Dervis,
deMelo, and Robinson (1982). The model is presented in the appendix.
The empirical basis of the model is discussed here.

Several steps are involved in the empirical implementation of the
model in this study. The first step is to construct the regional SAM.
Because of limited data and a lack of consistency among certain data
sets, most of the time required for this study is devoted to this step. The
second step is to determine the parameters for the regional CGE model.
All of the parameters, with a few exceptions, are calibrated from the
base year SAM in an ex post fashion. In some cases, however,
parameter values are determined first and the real variable values for
the benchmark SAM are estimated based on these initial parameters.
The third step is transforming the model into a computer program and
obtaining the base solution which is the exact reproduction of the base
SAM. The last step is performing the simulation experiments with the
model based on selected exogenous variables.

In constructing the regional SAM based on published data, some of
the values in the SAM had to be estimated. This is true even for national
SAMs, especially when the structure of the SAM focuses on income dis-
tribution. A set of guidelines is established when estimation is
inevitable. If regional data are unavailable or if multiple data sets are
inconsistent, the following guidelines are established

* Adopt or make approximations from available national data;

¢ Determine aggregate values first and then progress to disag-
gregation using the aggregate values as control totals; and

» Final values must balance for all accounts in the SAM.

Major submatrices of the SAM including the use matrix and final
demands—household demand, government demand, investment
demand, and exports and imports—are derived from IMPLAN developed
by the USDA. Other parts of the SAM are constructed by organizing
data from various sourcss, including the Census Bureau of the U.S.
Department of Commerce and Rose, Stevens, and Davis (1988) on
income distribution.
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IMPLAN is an input-output database available in microcomputer
software form. This study used micro IMPLAN release 89-03 (version
2.0) containing 1982 data.! IMPLAN permits construction of regional
input-output accounts with 528 sector detail for a single county or com-
bination of counties of the U.S.

Fundamental characteristics of the IMPLAN database are centered
on the assumption of U.S. production technology and the estimation of
regional purchase coefficients. The basic assumption used in the con-
struction of IMPLAN database is that production technology is homoge-
neous across all regions of the U.S. for all sectors. This assumption
allows the generation of regional input-output tables from the national
table with exogenous estimates of regional industry output. For exam-
ple, the regional make matrix is generated by multiplying regional total
industry output (exogenous data) by the national byproduct matrix. The
regional use matrix is derived by dividing each column element of the
national absorption matrix by regional total industry output.

The key parameter used to estimate interregional commodity flow is
the regional purchase coefficient (RPC) which represents the proportion
of locally produced commodities (net commodity supply) used to meet
local demand (regional commodity demand). For the tradable commodi-
ties (IMPLAN sectors 1 to 445), the RPCs are estimated using a
regression analysis using the Multiregional Input-Output Accounts
(MRIOA) data provided by the U.S. Department of Human Services. The
RPCs for the remaining sectors are based on the MRIOA data (Alward et
al., 1989, pp. G.1-G.4). Incorporating these RPCs into the above
regional input-output matrices, IMPLAN generates detailed data on pro-
duction, intermediate demand, consumption, investment, exports, and
imports for each of the 528 sectors with limited additional exogenous
data. Exogenous estimates used include gross regional final demand,
government demand, foreign trade, and inventory changes (Alward et
al,, 1989).

The SAM for this study is presented in Table 1. It has nine eco-
nomic sectors; factors characterized by five types of labor, one type of
land, and one type of capital; three geographic institutions represented
as urban, rural agriculture, and rural nonagriculture; three household
accounts categorized by low, medium, and high income classes; a gov-
ernment account; a condensed capital account; and a rest-of-the-world
account.

The SAM summarizes the overall performance and structure of the
Oklahoma economy in 1982. Each entry of the matrix is expressed in
terms of millions of 1982 dollars. With normalized prices, the entries

1 A new version of IMPLAN containing 1985 updates became avail-
able in early 1991.

42



also can be interpreted as quantities. Individual aggregate accounts are
discussed below.

Sectoral output totaled $94 billion in 1982. A total of $46 billion of
intermediate inputs is used, and the GSP (or value added including
indirect taxes) is $48 billion. Of the total production, $39 billion is
exported. Total commodity demand in the region is $88 billion dollars, of
which $36 billion is met by imports. This implies that the state is a net
material exporter. Shares of total exports of the agricultural and mining
sectors are 5.7 percent and 26.7 percent, respectively. Had the
petroleum refining industry been included in the mining sector, the share
of the two natural resource based industries would have been higher.

The value added by labor is $27 billion, comprising 56.1 percent of
total GSP. Capital (including land) and indirect tax shares are 34.2 per-
cent and 9.7 percent, respectively. The factor shares represented by
the U.S. SAM for the same year are 60.4 percent for labor, 31.7 percent
for capital, and 7.9 percent for indirect taxes (Robinson et al, 1990).
Comparing the two sets of factor shares, labor share for Oklahoma is
smaller than the national average. The considerably smaller labor share
and hence larger capital share for Oklahoma compared to the nation
also is observed in the GSP data series provided by the Bureau of
Economic Analysis, U.S. Department of Commerce (Renshaw, Trott,
and Freidenberg, 1988).2

Household income distributed to geographic institutions is $21
billion for urban (67 percent), $0.6 billion for rural agriculture (2 percent),
and $10 billion dollars for rural nonagriculture (31 percent). The income
from rural agriculture for low income households is negative. This can be
interpreted as a result of instability of farm proprietary income and of the
intrinsic nature of small family farms.3

Aggregate savings including depreciation and retained earnings is
about $13 billion, $7 billion of which is invested and $6 billion of which
can be considered as financial outflow. Total household consumption is

2 According to the BEA data series, Oklahoma labor and capital
shares are about 53 percent and 27 percent, respectively, from 1982 to
1986. The U.S. counterpart shares are about 60 percent and 22
percent. The share of proprietary income is about 26 percent to 27
percent for Oklahoma and 9 percent to 10 percent for the U.S. for the
same period.

3In 1982, only 7,232 of 72,523 farms in Oklahoma (or 10 percent)
had more than $40,000 of sales per farm. The share of these farms of
total sales of agricultural output is 80.3 percent. On the other hand, the
estimated value of farm machinery and equipment owned by these
farms is about 50 percent of the state total, indicating relativély high
capital cost to small farms (UADC, 1984a. pp. 88-103). Farm income
data for the U.S. show that annual returns to farm operators for farms
with less than $40,000 of sales is negative from 1980 to 1983 (USDA,
1984, pp. 81-83).
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about $28 billion; $4 billion dollars is spent by low income househoids,
$11 billion by medium income households, and $12 billion by high
income households.

The model parameter estimation process is related to the structure
of the SAM construction. In most applied CGE models, parameter
values for the equations are determined in a nonstochastic manner
called calibration. The calibration procedure is the process of solving
the model equations for parameters using benchmark or base year val-
ues of endogenous and exogenous variables.

Suppose a n-dimensional vector function exists as the following:

(1)Y=F(X; aB,e)

where:
Y = Avector of n endogenous variables;
X = A vector of exogenous variables;
a = A vector of known parameters selected from available knowl-
edge;
B = Avector of unknown parameters; and
e = A vector of stochastic disturbances.

Using the implicit function theorem, equation (1) can be expressed as:
(2B=G(X Y;a,e)

As discussed before, in a SAM-based CGE model the base year SAM is
assumed to be a representation of general equilibrium which satisfies
equation (1). Moreover, it is assumed that e is a zero vector under the
situation that there is only one observed general equilibrium data set.
These two assumptions enable a solution to equation (2) as long as
equation (1) is linear in the parameters and values for X and Y are pro-
vided by a base SAM. This procedure of calibration ensures parameter
values whereby the model can reproduce the base year equilibrium.

The calibration approach has certain intrinsic weaknesses. First,
the number of parameter vectors that can be determined by this
approach can not exceed one for each vector equation in the model as
implied by equations (1) and {2). For example, if there are two or more
unknown parameters in equation (1), equation (2) cannot be solved for
any of the parameters. This is the reason why the functional forms of
utility (or demand) and production in most empirical CGE applications
are restricted to Cobb-Douglas, Stone-Geary, or CES, etc., whether
they are single staged or nested multiple stage functions.
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If the number of unknown parameter vectors exceeds one, the
general practice is to assume some subjective alternative values for the
parameter vectors which are not determined by use of the calibration
procedure and to analyze the effects of the different values for those
parameters on model performance. This sensitivity analysis is used
widely for determining parameters whose values are considered to be
pivotal to model results even when the unknown parameter vector in
equation (1) is one and thus there is no problem in solving equation (2).
An important drawback of the calibration approach, however, is that it
lacks the formal statistical measures to determine the degree of reliabil-
ity of calibrated parameters and thus the SAM-based model itself.

Even with these weaknesses, most empirical CGE models, with
some exceptions (Jorgenson, 1984; Jorgenson and Slesnick, 1985),
follow the calibration approach. The basic reason for their use is that
muttisector general equilibrium models require a large number of param-
eters, but available numerical information on the parameters consistent
with the models is limited and alternatives such as econometric esti-
mation involve other problems of data, structure, time, and budget.

The proponents of the calibration approach such as Mansur and
Whalley (1984) and Diewert (1985) emphasize the difficulties in econo-
metric parameter estimation:

¢ ldentification of the problem in relation to the number of param-
eters to be estimated and degrees of freedom;

* Incompatibility of units used in the CGE model and the equa-
tions in the estimation process; and

e Although econometric estimation allows the incorporation of
flexible functional forms into the model, these functions may
not be globally well-behaved and may make the model more
complicated.

Considering that the basic purpose of CGE analysis is counterfac-
tual simulation, the calibration approach may not cause serious prob-
lems in regional modeling. The current Oklahoma model follows the
calibration procedure.

Every equation in the current regional CGE model, except the
equations for composite commodity and import demand (see appendix
equations), satisfies the condition that the number of unknown parame-
ter vectors does not exceed one. The joint solution of the two equations
in the CES functional form have three (equation A-52) and two (equation
A-53) unknown parameter vectors. Therefore, at least one of the
parameter vectors must be provided exogenously. The approach
followed is to assume specific values for the elasticity of substitution
parameters and then to calibrate the other parameters.

In selecting the elasticity of substitution parameter values, it is
assumed that the elasticities for tradables are greater than unity, while
the elasticities for nontradables are less than unity. For initial condi-
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tions, the values of 4.0 and 0.5 are selected as elasticities of substitu-
tion for tradables and nontradables, respectively, in this study, even
though simulations based on different elasticities are presented in Koh
(1991).

The elasticity of export demand is an important parameter that
determines the performance of an economic system and is not calcu-
lated from the SAM. The elasticity of demand for Oklahoma products for
each production sector is not available. The elasticity of import demand
for the U.S., however, provides important information about the
Oklahoma export demand parameters. Akhtar (1980) estimates price
elasticities of total import demand for the U.S. of 0.17 using 1960
through 1976 annual data, 0.13 using 1952 through 1976 annual data,
and 0.4 using 1970 through 1976 quarterly data.

Kreinin (1973) estimates price elasticities for U.S. imports by major
commodity groups using 1964 through 1970 data. The results show that
for most of the commodity groups the estimates are concentrated in the
0.5 to 1.0 range. Exceptions are processed fruits and vegetables
(1.13), sugar and confectionery (1.14), manufactured animal feeds
{3.41), cotton products (1.17), and paint and paint materials (1.56). The
elasticity estimates by Deyak et al. (1989) for five industry groups using
1958 through 1983 quarterly data are 0.76 for manufactured foods, 0.84
for semimanufactures, 1.00 for finished manufactures, 0.27 for crude
foods, and 0.53 for crude materials.

Elasticities estimated from international trade data are only indica-
tive of elasticities for regional trade. Regional trade is expected to be
more price responsive. It is believed, however, that responsiveness to
exogenous price changes in agriculture and energy are fairly consistent
for all regions. For other sectors, the existence of nonprice competition
(including brand names, distribution channels, etc.) will limit the
responsiveness of demand to price changes.

Based on these considerations, the elasticity values used in model
simulations were 0.7 for tradable goods and 0.3 for nontradable goods.
Model results based on other sets of elasticity values are compared in
Koh (1991).

The first multisector general equilibrium model by Johansen (1960)
is solved by log-linearization of all equations in the endogenous
variables. Many AGE models have been solved by use of optimization
techniques. Most CGE models, however, are solved directly for the
endogenous variables using a variety of solution algorithms. Dervis,
deMelo, and Robinson classify these algorithms into three categories:
fixed-point-theorem-based approach, tatonnement-process-based
approach, and Jacobean algorithms. They also discuss the advantages
and disadvantages of the algorithms (Dervis et al., 1982, pp. 491-496).
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This study uses the GAMS (general algebraic modeling system)
algorithm to solve the regional model. GAMS is a mathematical pro-
gramming software program designed to solve both linear and nonlinear
problems. For nonlinear problems, the GAMS/MINOS solution algorithm,
which belongs to the third category listed above, is used. Because of
the characteristic GAMS syntax of optimization, an objective function is
required. All equations in the model become constraints. None of the
equations in the model, however, has an inequality sign. Therefore, any
equation in the model is eligible to be the objective function as long as it
is a scalar equation.

Condon, Dahl, and Devarajan (1987) and Robinson, Kilkenny, and
Hanson (1990) use GAMS in solving their CGE models for the Cameroon
and for the U.S., respectively. Detailed programming procedures are
provided in Jefferson and Boisvert (1989) and Brooke, Kendrick, and
Meeraus (1988).

With base year exogenous variable values, the solution values for
the endogenous variables will be the same as those in the base year
SAM. The program for this study that reproduces the base Oklahoma
SAM is available from the authors. The objective function chosen is
minimization of the sum of a set of slack variables. Two slack vectors,
SLACK1 and SLACK2, are introduced in the production function equa-
tions and also are expressed in the objective function. This technique
(trick) is recommended by Brooke st al (1988) to address the
infeasibility problem that frequently occurs during the iteration process
for nonlinear programming models. Both of the slacks are declared to be
positive variables. If the sum of the slacks is zero (so both must be
equal to zero) at the equilibrium solution, the solution will be optimal in
that the objective function is minimized satisfying all of the equations in
the model, and the introduction of the slacks does not affect any
solution values in the model.

Comparisons of Model Results

Comparative static analyses of the Oklahoma CGE model are
reported in this section, assuming an exogenous shock of a 10 percent
increase in the quantity of agricultural exports. Comparisons are made
between the CGE results and the fixed price SAM multiplier results.
CGE results are shown based on labor supply elasticity parameterized
from 0 to 1000. Factor supplies for capital and land are fixed in the CGE
model. Elasticity of substitution between imported and regional goods is
assumed to be 2.0 for the tradable goods and 0.5 for the nontradable
goods. Elasticity of export demand is assumed to be -0.7 for the trad-
able goods and -0.3 for the nontradable goods. Results of all simula-
tions are compared to the base SAM. Hence, a value for an endogenous
variable of 1.1 is interpreted as a 110 percent of the base result for the
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same variable, whereas a value of 0.9 is interpreted as a 90 percent-of-
the-base resuit.

Resuits of selected variables are presented in Table 2 from the
model simulations. The first five columns present the CGE results when
the elasticity of labor supply ranges from completely inelastic (e = 0) to
almost infinitely elastic (e = 1000). The assumptions for capital and land
in the CGE results are those of fixed quantities (zero elasticity). The
fast column shows the results for the fixed price multiplier analysis
which assumes infinitely elastic labor supply as well as for capital and
land.

Although not shown in Table 2, regional and composite prices
increase in all sectors for the CGE models. Excluding agriculture, the
composite price generally increases more for the nontradables than the
tradables, which shows the result of less opportunity to substitute
imports for domestic production. All commodity price effects decrease
significantly as the elasticity of labor supply increases. All commodity
prices remained unchanged for the fixed price multiplier results.

Sector outputs decrease for all tradables except agriculture and
increase for all nontradables at the lower labor supply elasticities. Only
at the higher labor supply elasticities did any of the tradables show sec-
tor output increases, and processed manufacturing (Manufacturing-1)
shows decreased output throughout. Sector outputs all increase for the
fixed price multiplier result, as expected, because of the fixed coef-
ficient relationships in production between agriculture and all other sec-
tors.

The results of most interest are the effects on factor supplies,
wage rates, capital (and land) rents, factor incomes, and institutional
and household incomes. These results are presented in Table 2.

Factor supplies are not limited in fixed price multiplier analysis.
Land supply is presumed to increase 6.8 percent, and total capital (all
sectors) is expected to increase 0.5 percent. Labor category 4
(farming, forestry, and fishing occupations) increases 5.2 percent. For
the CGE models, capital and land are fixed by sector, but labor is
allowed to increase according to the elasticity of labor supply. Because
the sector production functions allow factor input substitutions, labor
can substitute for land and capital which are assumed fixed in the CGE
model. Thus, labor category 4 increases 7.8 percent when the elasticity
of labor supply is 0.5 and increases 19.2 percent when the elasticity
approaches infinity. All other labor categories increase less than the
fixed price multiplier resuits, although the rates tend to converge as the
elasticity of labor supply increases. Although the CGE model permits
substitution among labor skills, this model result is less significant
because the same elasticity of labor supply is assumed for each labor
skill.
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Wage rates all increase at low elasticities of labor supply but con-
verge to 1.0 at the highest elasticity which is comparable to the infinite
elastic result for the fixed price multiplier. When the elasticity of labor
supply is zero (fixed labor supply), the wage rate increases over 30 per-
cent for labor category 4. This increase in wage rate reduces to 11.1
percent with a elasticity of labor supply equal to 1.0.

Rental price of capital shows the same result as the wage rate (with
one exception). Rental price is highest at fixed supplies for all
resources and decreases as the elasticity of labor supply increases.
The rental price on capital for all elasticities remains greater than the
rental price under the fixed price muitiplier result, however, except for
Manufacturing-1. Agriculture and Manufacturing-1 evidently are in com-
petition for certain labor skill categories which results in lower sector
output for Manufacturing-1 (not shown here) and a reduced rental price
for the fixed capital in that sector.

Rental prices of capital and land increase significantly (40.1 per-
cent) when all resources are fixed in supply, and the quantity of agricul-
tural exports increases 10 percent. The rental prices of capital and land
decrease as the responsiveness of labor supply increases, but they
remain at a 25.5 percent higher level when the wage rate adjusts to the
level of the fixed price multiplier result.

Factor income results are the product of multiplying factor supply
changes by the corresponding factor price changes. Thus, labor income
for category 4 and land and capital income are higher for the CGE
results compared to the fixed price multiplier resuits. Factor incomes for
the remaining labor categories in the CGE results for the highest elastic-
ity of labor supply are less than or equal to the fixed price muitiplier,
even though the wage rates are equal. This results from the smaller
increase in labor supply for the CGE model compared to the fixed price
multiplier result.

Institutional income is equal to or higher for all CGE results com-
pared to the fixed price multiplier results. The increase in rural farm
income is 3.5 to 5.6 times greater for the CGE than the fixed price mul-
tiplier income increase, depending on the elasticity of labor supply. The
increase in rental price of capital and land (because of constrained
supply and because of a quantity increase in agricultural exports)
increases agricultural income significantly more than the fixed price
multiplier analysis (where factor supplies are permitted to increase but
prices are constant).

Household incomes, except for the low income households,
increase more under the CGE results compared to the fixed price mul-
tiplier results. Because small farms show negative returns in the base
SAM, this result means a smaller increase for low income households in
the aggregate when compared to the fixed price muttiplier result.
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Conclusions

Fixed price multiplier analysis is a quick way to estimate the
impacts of exogenous changes (shocks) on rural regions. Availability of
employment and income multipliers at great sector detail and for spe-
cific geographic divisions has given professionals a sense of precision
of expected impacts that is not warranted. The time frame of the analy-
sis or the structure of the regional economy may not be conducive to
the rigid assumptions of fixed price multiplier analysis.

In Koh’s study of the boom and bust cycles of the Oklahoma econ-
omy from 1977 to 1986, a fixed price multiplier analysis proved inade-
quate. Policy makers can be misled by fixed price multiplier analysis
into thinking that certain actions of a structural nature can bring rapid
results. Policies advising investments in value-added activities, promo-
tion of international trade development, or creation of infrastructure
necessary for development of alternative crop and livestock enter-
prises are structural in nature and should be evaluated for long-term
development results. Expectations of a certain level of direct employ-
ment created through these strategies and a further significant multi-
plier effect in the short run are not realistic. Creating capacities in a
regional economy requires time, and more complete evaluations are
necessary to determine if policies used in the process have positive
benefits.
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Figure 1—Commodity Market Equilibrium for Fixed Price
Multiplier Model and Regional GE Model
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Figure 2—Factor Market Equilibrium for Fixed Multiplier
Model and Regional GE Model
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Figure 3—Factor Market Equilibrium for Fixed Price
Multiplier Model and Regional GE Model.
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Figure 5—Causal Relationships Between Selected

Variables of a Regional Economy
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APPENDIX—MODEL SPECIFICATION AND
ASSUMPTIONS

Production

Consider a multisectoral economic system. Each of n production
sectors produces only one homogeneous commodity using intermediate
and primary inputs. Technology allows neither substitution between
intermediate and primary factors nor between intermediate inputs. Input
substitution is possible, however, between the primary factors of labor,
capital, and land.

One type of capital and one type of land exist, but s types of labor
skill categories exist, where substitution among different labor skills is
aliowed.

The production function is described in a three stage process.
First, the relationship between intermediate and primary inputs is
described by a Leontief production function:

INT; VAD;
(A-1) X = mm(—‘, )frl,j—1

where:
X; = Industry output of sector i;
INT; = Amount of commodity j used in industry i;
ay = Direct requirement of commaodity j to produce one unit of out-

) put in industry i;
VAD; = Value added in industry i; and
v; = Value added per unit of output in industry i.

This specification implies that the sectoral output X; can be measured
either by the level of intermediate goods used or value added, because
the profit-maximizing behavior will provide the equality represented in
equation (A-2):

o INTy_ VAD;
(82) 5=~ =%
The coefficients of aj and v; determine the first level of production
technology. With fixed values for those parameters, the model is
characterized as static.

The second stage describes substitutability between primary fac-
tors of labor, capital, and land. The third stage describes substitution

among different labor skill categories. Let value added and labor aggre-
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gation for sector i be represented by equations (A-3) and {A-4),
respectively:

(A3) VAD; = g(AGGLAB, CAP, LND)
(A4) AGGLAB = hyLABy, LAB,, ..., LAB)

Value added has arguments of aggregated labor, capital, and land,
whereas labor aggregation is a function of different labor skills.
Combining equations (A-3) and (A-4) gives:

(A-5) VAD; = ghy(LABy, ... , LAB), CAP, LND)

With a specific functional form for equation (A-5), the value-added func-
tion is defined completely and, consequently, the production function is
complete with the support of equation (A-2).

The Oklahoma model uses Cobb-Douglas production functions.
Based on equations (A-2) and (A-5), output in sector i is:

s ™ X
s

The production function shift parameter q; reflects the combined effects
of equations (A-4) and (A-5). It is related inversely to the value-added
coefficient v; in equation (A-2) , implying smaller v leads to larger g;.

Determining Production Function Parameters

It is assumed that each production sector exhibits constant returns
to scale at the competitive equilibrium. Thus, the production function
specified in equation (A-6) is homogeneous of degree one in primary
factors. Parameter values of the production function are determined by
use of the homogeneity property. The number of parameters of equation
(A-6) is the same as the number of primary factors plus the number of
labor categories. One of the parameters is a shift parameter and the
others are partial elasticities of production.

Consider a constant returns to scale production function:

(A7) y =1(x1, X2, ... , Xp)

where:
y = Output; and
X; = Inputs.
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If y is homogeneous of degree one, and if the price of each x;, Pxj,
equals its value of marginal product, then the sum of the partial elastici-
ties for all inputs will sum to one by Euler’s theorem:

- oy Xi) _
(As); (ax.y =1

First order conditions for competitive production holds that the
marginal product of each input should be equal to the ratio of input to
output price at equilibrium:

P,
(A-g)%f:,—,l‘;for alli=1,...,n

Substitution of equation (A-9) into equation (A-8) yields:

PxXi

(A-10) 2 3;:1

Equations (A-8) and (A-10) imply that the partial elasticity of each input
in the Cobb-Douglas production function is equal to the share of the
output going to the corresponding input. Therefore, the parameter val-
ues for the exponents in equation (A-6) are derived from the value-
added matrix in the SAM. Given these parameter values, g; can be cal-
culated using the base year values for the variables in the equation.

Output Price 7

Most commodity prices are exogenous for small and completely
open regions. There are three possibilities, however, where it is more
appropriate to treat commodity prices endogenously: (1) existence of
nontradable commodities, (2) highly specialized regional production,
and (3) existence of product differentiation between regions. The first
means a change in output in the region influences the regional price only
and there exists a commodity price differential between the region and
the rest of the nation. The second case suggests that the national price
is affected by the regional output, thus implying the small region
assumption does not fit for the commodity. The last case causes cross
hauling (export and import occurs at the same time for the same
commodity group) in regional trade which will be discussed in relation to
import demand.

Net price or value-added price of commodity i is expressed as the
regional price minus intermediate input costs and indirect tax:
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(A-11)NPX; = RP;- ¥ aP;- idxRP,
j

where:
NPX; = Net price of commodity i;
RP; = Regional price of commodity i produced in the region;
P; = Composite good price of commodity j; and
idtx; = Indirect tax rate for sector i.

Under Walrasian general equilibrium, relative prices are assumed to be
the only force that determines the flow of commodities and factors.
Therefore, all prices are expressed in terms of relative value with
respect to a base year price of one, whether they are exogenized or
endogenized prices.

Intermediate Inputs
The Leontief input-output technology assumed in equation (A-2)
determines demand for intermediate input i (INTD;):

(A—12) INTDl = 2 a" X]
i

The coefficients aj; are derived from transposing the use matrix in
the SAM such that

Y, aj=1foralli.
j

Because the transposed use matrix has production sectors as rows and
commodities as columns, INTD; in equation (A-12) expresses the sum of
the demand for commodity i by all production sectors.

Factor Markets
Labor Market and Wage Rate

With given production technology and value-added prices, primary
input demand is determined by profit-maximizing behavior for each pro-
duction sector. The profit function for sector i is defined as:

(A-13) PRFT; = NPX; X;- 3 (WAGE, LAB;) - LNDRNT,LND;
s

- CAPRNT, CAP,
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where:

WAGE; = Wage rate for labor skill category s;
LNDRNT; Rental price of land used in sector i; and
CAPRNT; Rental price of capital stock used in sector i.

Notice that the wage rate in the above equation implies intersectoral
labor mobility. Thus, the wage for each labor skill category must be
equalized across the production sectors. Taking the first derivative of
the profit function with respect to each labor skill and setting its value
equal to zero for the local maximum gives demand for labor skill s by
industry i:

X
NPX; 5Tag = WAGE

or specifically

ais NPX; X

(A-14) LAB,, =
® T WAGE,

Aggregate demand for labor skill s is the sum of the demand by all indus-
tries:

(A-15) LABg= Y, LAB;g
]
Labor supply is a function of wage rate and an exogenously deter-
mined supply elasticity:
(A-16) LABS = Ls WAGE;®
In this study the labor supply elasticity, Is, is varied parametrically to
show the impacts of an externally induced shock.

The labor market equilibrium is determined by equating the endoge-
nously determined labor demand and supply:

(A-17) LABg - LABSg=0
A key assumption of the above approach is that full employment always

is attained by the adjustment of the wage rate with the labor supply for a
given time period.
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In contrast to the above neoclassical closure rule, the wage rate
can be treated exogenously following the Keynesian closure ruls. In this
case, the unemployment level is endogenized:

Qs NPX[ X|
(A-18) LAB, =
WAGE,

(A-19) UNEMP = LABS; - 5 LABj
i

where:
UNEMP; = The unemployment level for labor skill s.
The current model follows the neoclassical rule.

Land Market
Demand for land and capital can be derived in the same manner as

labor demand. Equation (A-20) represents a specific demand function
for land by industry i (LND;):

a; NP,
(A-20) LND, = —ﬁ

Assuming that land is mobile across production sectors, the rental
price of land will be the same in each sector. The current study assumes
that land is used only in agricultural production. Thus, the production
function parameter a; is zero for nonagricultural sectors. The market-
clearing equilibrium condition is given by:

{A-21) 3, LND;-LND =0
i
where:

LND = The region specific fixed supply of land.

Capital Market

Equalizing the marginal value product of capital with the rental price
of capital stock for each production sector maximizes profit. Let
CAPRNT,; be the rental price of capital stock in sector i. Demand for

capital in the model is specified by:
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ay NP
(A-22) CAP; - _C—XF—JWXJI}X—I =0

Market equilibrium conditions in the model may differ depending on
the assumption about sectoral mobility of capital stock. Two extreme
assumptions are perfect mobility and complete immobility represented
by equations (A-23) and (A-24), respectively, where CAP is total capital
stock for the economy and CAP; is capital stock in sector i, both
exogenously given:

(A-23) CAP - ¥, CAP;=0
i

(A-24) CAP, - CAP; =0

The assumption of capital mobility depends on the length of time
allowed for the system to attain a new equilibrium after an external
shock. Thus, region-specific but intersectoral capital mobility in equa-
tion (A-23) may be used for evaluating a policy impact when a relatively
longer time period is required for adjustment. The sector-specific capital
market represented in equation (A-24) may be relevant otherwise. The
current Oklahoma model follows the second approach.

Income Determination and Distribution
Functional Income Determination

Functional incomes for the resources in Oklahoma are derived from
two sources: regional production activities and out-of-region activities.
Some workers in the region may be employed by producers located
outside the region. Some resources from outside the region may be
used in regional production.

Capturing region-specific resources and activities is important in
relation to the feedback effect from consumption to production. This is
true especially when the region under concern is small and interregional
resource flow and consumption demand must be investigated in relation
to central place theory.*

Because of data availability and the large size of the region, the
current Oklahoma model ignores this type of interregional resource use.
Only labor income generated from outside the region is considered, and
it is regarded as fixed at the base year level. Therefore, the assumption
for this treatment is that only regional resources are used in regional
production, but there exists a fixed amount of labor income transferred

from outside the region.

4 For central place theory, see Flood and Schreiner and Marshall.
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As indicated by factor market equilibrium conditions, functional
income is determined by endogenous factor prices and exogenous
endowments. Let income for labor skill s be denoted by YLAB,, transfer
income by TRLABYj, and total labor income by TOTYLAB:

(A-29) YLAB, = WAGE, LAB, + TRLABY,
(A-30) TOTYLAB = Z YLABg
)

Similarly, land income, YLND, is determined by the rental price of
land multiplied by the quantity of land used by all industries:

(A-31) YLND = 3, LND; LNDRNT
i

Capital income, YCAP, is treated as the residual of total revenue
net of intermediate cost and indirect tax and minus payments for labor
and land:

(A-32) YCAP = 3 NPX;X;- 3, (YLABs- TRLABY,) - YLND
S

if competitive equilibrium exists, the economic profit must be zero.
Therefore, by Euler's theorem, the result of equation (A-32) must be
identical to that of equation (A-33) because the production function is
homogeneous of degree one and CAPRNT; represents marginal produc-
tivity of capital employed by sector i:

(A-33) YCAP = ¥ CAP; CAPRNT,
i

Institutional and Household Income Distribution

Functional income is determined by factor demand, based on pro-
duction technology and profit-maximizing behavior, and factor endow-
ment. Institutional and household income, however, are determined by
the ownership of those factors by each institution and household group.
Sector and geographic institutions are defined for this study and include
agriculture, rural nonagriculture, and urban.

It is impossible to know how much labor by skill, land, and capital
stock are owned by each institution. Nonetheless, it may be considered
that institutional income distribution presented in the benchmark SAM
represents the structure of factor ownership in the region. With the
assumption that ownership structure remains unchanged in the short
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run, factor income (row sum of factor account) can be translated into
institutional income. Institutional income then can be translated into
household income. For example, institutional income distribution coef-
ficients are derived from the base year SAM by dividing each element of
the institutional income distribution matrix by its column sum. These
coefficients represent the share of each factor income distributed
across the institution. Similarly, household income distribution coeffi-
cients are derived and used to allocate the institutional income (row sum
of institutional accounts) across the household income group.

Based on the above approach, institutional income is determined
by the sum of factor income plus government transfers to each institu-
tion. Incomes from each factor are reduced by any corresponding factor
tax. Depreciation and retained earnings are subtracted from capital
income.

Institutional income is defined as:

(A-34) YINST;= Y, byg YLAB; (1-sstxs) + w; YCAP (1 - kix - dprt)
s
+2, YLND (1-x) + TRINST,

where:

Institutional income; and
institutional income distribution coefficients for

labor, capital, and land income, respectively.

YINS
bys, Wy, and z;

These are partitioned matrices of the whole income distribution
coefficient matrix where sstxg, kix, and ltx denote the tax rate for Social
Security payments, capital income tax, and land income tax; dprt is the
rate of depreciation and retained earnings; and TRINST, denotes
exogenous transfers from government.

Household income is derived from three sources: distribution from
institutional income, transfers from government, and interhousehold
transfers. The former two are treated as taxable income and the latter is
added to calculate disposable income:

(A-35) TXHHY; = Y di YINST, + TRGHH;,
t

(A-36) HHY};,= TXHHY), (1 - hhtxy) + TRHHR,,

where:
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TXHHY}, Taxable income of household group h;
dnt = Household income distribution coefficients which map
institutional income onto household income;

TRGHH, = Exogenous government payments to household group
h;
HHY;, = Disposable income to household group h;
hhtx, = Income tax rate to household group h; and
TRHHR, = Interhousehold transfer income (row sum of interhouse-

hold income matrix of the SAM).

Government Revenue and Household Saving

Government revenue is the sum of the various taxes: indirect tax,
Social Security tax, capital income tax, land income tax, and household
income tax. Federal, state, and local governments are aggregated into
one single account. Government revenue, YGVT, is:

(A-37) YGVT =Y idtxRPX; + Y, sstx;YLAB + kixYCAP + ltx YLND
i s
+Y, hhtx, TXHHY},
h

For household saving, it is assumed that each household group
saves a fixed proportion of its disposable income for future consump-
tion. Therefore, the marginal savings rate equals the average savings

rate in the short run.
The savings rate is calibrated from the SAM as a proportion of

saving from total income rather than disposable income:
(A-38) HHSAV,, = mps;, (TXHHY}, + TRHHRy)

Given savings and the household expenditure for commodity consump-
tion, HHE;,,, is simply the residual of disposable income less savings and
interhousehold transfers:

(A-39) HHE;, = HHY), - HHSAV,, - TRHHC;,
where:

TRHHC;, = A column sum of the interhousehold transfer matrix.

Commodity Markets

Consumer Demand
Consumer demand functions are derived from utility theory. The

fundamental basis of utility theory is that if consumer preferences sat-
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isfy the axioms of complete ordering, transitivity, continuity, and strong
monotonicity then there exists a single valued continuous utility func-
tion that represents those preferences (Varian, 1984). Further, the
diminishing marginal rate of substitution is assumed such that the
second derivative of the utility function with respect to consumption is
negative.

Due to the ordinal character of describing preferences, any func-
tion that is monotonically increasing at a decreasing rate can be used
as the utility function. Hence, any strictly increasing transformation of a
utility function also is regarded as a utility function representing exactly
the same preferences.

In this study, the Stone-Geary utility function that leads to a linear
expenditure system is used. The demand system derived from the
Stone-Geary utility function satisfies the general properties required;
homogeneity of degree zero in all prices and income, symmetry of the
cross-substitution effects, adding-up condition, and negativity of direct
substitution effect. The commodity demand functions used in this model
are derived below.

Consider a Cobb-Douglas type utility function that describes the
utility level determined by the quantity of each good consumed above
some fixed minimum level:

b
(A-40) Up = li_[ Omn-gn "

where:
U, = Utility leve! of household group h;
D = Amount of commodity i consumed by household group
h; and
gnandby, = Parameters.

Notice the restrictions on the parameters: 0 < gi, < D, because g is a
minimum level of consumption and by, is nonnegative to satisfy the
properties of the utility function. The Stone-Geary utility function is
derived following log-transformation of the above equation:

(A-41) Up = ; binlog (Din - Gin)

Given a fixed amount of income that can be allocated to consump-
tion, HHE},, household group h faces the following constrained maxi-
mization problem:
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Maximize Up(Dy,)
Subject to HHE;, - zl', PDy =0
The first order conditions for the corresponding Lagrangian will yield:
(A-42) % =P,
{A-43) ; PDy - HHE, =0
Solving equation (A-42) for by,, summing by, across i=1, ... , n and solv-

ing for the Lagrangian muttipliers yields:

1

(A-44) b =
HHE}, - 2;, Pigin

Substitution of (A-44) into (A-42) yields:

(A-45) PDy, = Pign + by, (HHER - 2], Pigin)

The term P;Dy, represents the expenditure on commodity i by
household group h. by, is known to be the corresponding marginal
expenditure share. The first derivative of the expenditure function with
respect to total expenditure (HHE;) is bj,. Dividing through the above
equation by P; gives the linear expenditure system (LES) expressed as:

b
(A-46) Dip = gn + ' (HHEn - 5 Pigyn)
J

To compute the consumption demand using equation (A-46), values
are needed for g, and by, in addition to data on prices and total con-
sumption expenditure by each household group. gi, is not estimated
directly from empirical data. Marginal budget shares by, can not be cal-
culated from only one period data set for the base year. With a full set of
expenditure elasticities and a single own or cross price elasticity, equa-
tion (A-46) could be implemented using the Frisch parameter (Pyles,
1989).
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Under the situation where such information is not available, a sim-
plified version of the Stone-Geary LES can be applied (Robinson,
Kilkenny, and Hanson, 1990).

Rearranging equation (A-46) yields:

4 Din _HHEy ¢ PDp
(A-47) g P, % P; gh= P (HHEh - bih)

The term P;Dy, /HHE, is the share of expenditure on commeodity i by
household group h. If it is assumed that the average budget share
equals the marginal budget share by, the result is:

P
(A-48) P =

b
(A-49) gin - p—':‘§ Pigin=0

Because 0 < by, < 1, the value of g is zero for each commodity and

household.
From equation (A-46), the demand for good i by household group h

reduces to equation (A-50):

b, HHE
(A-50) Dyy= —n__h
i

Substituting equation (A-39) for HHE;,, we have commodity demand in
terms of prices and income defined by equation (A-51):

HHY,, - HHSAV}, - TRHHC;,
P

(A-51)D;= %‘, bin

The coefficients by, are readily available from the benchmark SAM.
Even though the above equation is used in the current study, the
assumption behind equation (A-50) is somewhat unrealistic because it
implies that income elasticities of expenditure for all commodities are
unity. Although the result is not appropriate for dynamic analysis, the
assumption does not pose a serious problem for a comparative static
analysis because different expenditure patterns for different household
groups are embodied in the model.
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Government Demand and Investment Demand

Demand for commodities by the government in this study is treated
as exogenous in contrast to the endogenous treatment of government
revenue. The model allows policy simulations with respect to alternative
government expenditure patterns.

Investment demand for commodities is also exogenous to the sys-
tem because the basic purpose of the current study is to evaluate the
short-run impact of disturbances in commodity market prices on factor
markets.

If the purpose is to evaluate the effect of changes in investment for
a sector (e.g., investment by sector of destination), investment needs
to be converted into commodity demands (by sector of origin). The gen-
eral approach for the conversion is to use a capital composition matrix.
(See Dervis, deMelo, and Robinson, 1982).

Import Demand and Composite Price

Conventional trade theory assumes homogeneity of commodities
across imported and domestically produced goods. Therefore, imported
goods are perfect substitutes for domestic goods. This approach leads
to highly specialized regional production. The equilibrium solution for
small open regions indicates that regions produce commodities in which
they have comparative advantage under the assumption of infinite
elasticity of substitution.

To allow regional production of commodities with comparative dis-
advantage, another extreme assumption is made that imported goods
are perfect complements of regionally produced goods. This zero sub-
stitution elasticity, however, implies either that the price ratio between
imported and regionally produced goods is constant for all commodities
or that the rate of change in quantity demanded is equal for both goods
whatever the relative price may be. Consequently, the region will import
a fixed percent of total quantity demanded for each commodity.

A more realistic approach is to assume that the elasticity of substi-
tution between imported and domestic products is greater than zero but
less than infinity, following Armington (1969). The basic concept of the
Armington model originally was developed to evaluate international
trade. A commodity traded between n different countries must be
treated as n different goods due to the heterogeneity in commodity
characteristics. It is impossible to define commodities representing all
attributes of each good traded. This assumption is more relevant than
the other two extreme cases because of the generally observed cross-
hauling, i.e., import and export of the same commodity at the same time,
both internationally and regionally. With highly aggregated commodity or
production activities, the Armington approach is particularly appropriate
and widely used in CGE models.
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Following the Armington approach, the concept of composite goods
is introduced. Commodities in the regional market are treated as a mix of
imported and regional products. The quantity of composite good
demanded in the regional market is described by the following CES trade
aggregation function:

A2 Q=y ["‘ MQi + (1-d) RQ ] "

where:
Q = Composite commodity demanded;
MQ, = Imported commodities demanded;
RQy = Regional products demanded;
yi = Constant shift parameter;
d = Share parameter; and
r = Parameter associated with elasticity of substitution.

The trade elasticity of substitution between imported and domestically
produced goods (s;) is represented by 1/(1+r).

Given equation (A-52), buyers in the regional market are faced with
the following optimization problem:
Maximize Q; (MQ;, RQY)

Subject to P(Q; - PM; MQ; - RP, Ry =0

where:
P; = Price of composite goods;
PM; = Exogenous price of imported goods, i.e., national price.

Setting up the Lagrangian for this constrained maximization problem
and solving for the first order conditions results in the following import
demand equation as a function of relative price and elasticity of substi-

tution:

RP,\ 11+, 1A,
(A53) MQ; = RQ (P—M'. (;d‘g,)

The regional market price of the composite good is a weighted average
of the imported and domestic goods prices:
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RP[ RQI + PM, MQ|

A-54) P, =
(A-54) Py a,

National prices (PM;) are exogenous to a small region so that these
prices are applied to all imported goods. In contrast, the regional prices
(RP;) are endogenous except for the sectors to which commodity market
shocks are given. in sectors with exogenous RP;, only quantities are
allowed to adjust to attain the market equilibrium.

For implementation of the import demand function, the share
parameter d; and the shift parameter y; are calculated from benchmark
SAM data with exogenous estimates for the elasticity of substitution.
The elasticity estimates are seldom available, however, especially at
the regional level. Therefore, sensitivity analyses are conducted to find
a set of reasonable values for s; (and thus r) by assigning alternative
values for the parameters and evaluating the model’s performance.

In this process, the parameter values are not completely arbitrary
because one can make use of the properties of the CES function
according to the characteristics of commodity groups. It is fairly rea-
sonable to assume that substitution is relatively easy for tradables, but
not perfect. For a given Q; the demand for imports and regional products
depend on the relative price, and an interior solution is most likely. If
import price were extremely high, however, then import demand would
be close to zero. Therefore, indifference curves are expected to be
convex to the origin but cut both axes. This implies that 1 <sjor-1 <<
0. Notice that if r; is close to negative one, then s; approaches infinity
and the indifference curves become straight lines which makes a corner
solution most likely.

On the other hand, for nontradables, substitution is assumed pos-
sible to only a limited degree. The relative price change does affect the
demand, but there exists minimum levels of consumption for
commodities from both sources for a given Q. Indifference curves are
convex to the origin and are asymptotic to these minimum quantities
determined by:

Q\ - | -1,
A

Ma="d
and
Q\ -n |,
Yi
RA=] ")
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To satisfy this property, it is required that 0 < s;< 1 or 0 < r; < < (see
Henderson and Quandt, 1980, pp. 112-113). Notice that the indifference
curves become right angled as the value for r;increases, implying that
substitution becomes more difficult.

Export Demand and Commodity Market Equilibrium

For a small region, the demand for regional products outside the
region may be assumed to be perfectly elastic under the condition that
no product differentiation exists. For the same reasons discussed in
import demand, however, a region can not export commodities as much
as it wants at a given price. This is true even for the tradable goods
because of the existence of nonprice competition between regions.

The current study assumes downward-sloping export demand
functions with constant price elasticity and different treatments for dif-
ferent commodity groups. For commodities with an exogenous price
shock, there is no own price effect on exports. Exports of these sectors
will be determined endogenously only by the change in supply.
Therefore, it is required to set RP; at PM; for these sectors to endoge-
nize exports:

(A-55) RP; = PM;

Notice that PM; is exogenous national price. Endogenous export
demand for the rest of the sectors is a function of regional price and

defined by:

(A-56) EXQ, = EXQB, RP

where:
EXQ; = Endogenous exports of commodity i;
EXQB; = Base year exports; and
e = Price elasticity of exports.

At the regional level, price elasticity data are not available. It is fairly
reasonable to assume, however, that the export demand will be rela-
tively elastic for tradable goods and relatively inelastic for nontrad-
ables. Under this situation, the model will be simulated based on
alternative elasticity assumptions. This sensitivity analysis seems to
be useful to generate information for industry diversification policy.
Regional output must be equal to the sum of regional use and

exports:
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(A-57) X; = RQ; + EXQy
The commodity market equilibrium condition is given by:

(A58) X;+ MQy = D; + GVTD; + INVD; + INTD; + EXQy

GVTD; and INVD; are government demand and investment demand
which are exogenously determined.

State Aggregates
Gross State Product

GSP is estimated by before tax factor income generated from the
production activities of the region plus indirect tax:

(A-59) GSP = ¥ (YLAB, - TRLABY,) + YCAP + YLND + Y, idtx;X;
s i

Financial Flows

For a national model, the balance of payments is related to the
exchange rate using one of two basic approaches. If the balance of
payments is exogenized, then the exchange rate will be endogenized. If
the exchange rate is exogenized, then foreign savings will determine
the balance of payments. No exchange rate, however, enters the
financial flows between a region and the rest of the nation. This study
treats net financial flows endogenously with endogenous saving and
exogenous investment.

Financial flows are measured by two accounts in the SAM: capital
and the rest of the world. For the capital account two channels of finan-
cial flows are observed: government and private. Any difference
between government revenue and government expenditure measures
the financial flows through the government channel. Because the gov-
ernment account comprises all government agencies (federal, state,
and local), any government surplus (deficit) can be considered as
money withdrawn from (injected into) the regional economic system;
thus, it is a net financial outflow (inflow). Similarly, if savings exceed
investment, it is a net outflow or vice versa.

Total net financial flow FINFL is determined by summing trade bal-
ance components, capital account components, and government

account components:
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(A-60) FINFL =Y, P,GVTD;+ 3, TRINST + Y, TRGHH
i t h
-YGVT + Z RP]EXQ] - 2 PMiMQi + Z P_'NVD(
i i i [

-dprt YCAP- Y, HHSAVh
h
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