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CONVERGENCE OR DIVERGENCE? A
STUDY OF REGIONAL BUSINESS CYCLE
PATTERNS AMONG U.S. CENSUS REGIONS

Dennis Palmini and Randy F. Cray’

The convergence hypothesis postulates that the economic regions
of the U.S. have become more similar over the course of this century
due to the extensive national integration of regional economies and
major population movements among regions. Although many scholars
have studied the trends in regional welfare measures, few have studied
the trends or differences in regional cycles. Yet these latter are of great
interest to economic science because the movements toward greater or
lesser homogeneity in regional cycle patterns reflect underlying trends
in regional economic structures and in the relations among regions.
Moreover, the question is important for national economic policy:
Increasing homogeneity of regional cycles implies that a uniform
macroeconomic policy may cope fairly with national cycles in all
regions. But increasing divergence of regional cycle experiences
implies, instead, that a uniform national policy may affect regions differ-
ently, in ways that are unexpected and perhaps undesired. Public policy
discussions likely will be complicated by increased sensitivity to the dif-
ferential regional impacts of stabilization and development policies. An
example is the current concern about the development of a bicoastal
economy (Redman, et al., 1992).

Several early studies of regional cycles report conflicting results.
Richard Victor and Georges Vernez (1981) note “a century-old trend
toward reduction in cyclical behavior disparities among areas of the
country” (p. 6). On the other hand, Richard Syron (1978) measures
regional employment changes relative to national cycle movements for
U.S. Census regions since World War Il and fails to find any support for
increasingly similar cycle movements. Syron remarks that “Iif anything,
regions seem to be becoming more dissimilar” (p. 32). Using different
procedures, Howard Friedenberg and Robert Bretzfelder (1980) also
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fails to find any narrowing of differences in business cycle behaviors
among nine regions in the 1948-1979 period.

This paper asks again whether U.S. Census regions are exhibiting
increasing or decreasing homogeneity of business cycle behaviors in
the post-World War Il period. We employ a more extensive series than
previous studies of monthly data, from 1947 through 1989, on nonagri-
cultural jobs in the economy. We examine Census regions rather than
smaller geographic areas to conform with the past work done by Syron
and by Friedenberg and Bretzfelder. But our analysis differs from the
earlier studies by focusing on the “co-movements” of regional cycles
(Carolyn Sherwood-Call’s term, 1988, p. 16) and by comparing resulits
for two different periods in the post-World War Il era. We use several
statistical measures different from those employed in earlier studies:
We present a correlation coefficient measure of the co-movement of
regional cycles, we look at the month by month standard deviations
across regions of their cyclical employments, and we develop elastici-
ties that compare the regional cycle extremes to the national extremes
for successive business cycles. The two measures of monthly co-
movements suggest increasingly diverse regional experiences in the
post-World War |l period. By contrast, the elasticity measure implies
increasingly uniform regional cycle behavior at peaks and troughs.

The purpose of this paper is to measure whether there is increasing
or decreasing homogeneity of regional economic cycles. This is a suffi-
cient task for one paper; providing convincing causal explanations for
observed convergence or divergence is reserved for future research.

Economic Integration and Homogeneity of Regional
Cycles

Technological advances over the past century have led to the
development of strong economic linkages among regions. The growth of
highway, air transport, and communication systems has increased
accessibility to all parts of the country from any given locale.
Information, persons, and goods now flow among regions and cities
more rapidly and at less cost compared to 50 or 100 years ago. Thus,
firms and industries have expanded their market and supply areas from
regional to national, and even to muitinational, levels. Production and
other facilities can be located in widespread regions without losing
effective management and control. Changes in demand in any part of
the country rapidly impact production and employment levels of supply-
ing firms in other, distant regions. Finance is no longer regional; firms
now can tap national or international markets for dollars.

Additionally, the federal government consciously has adopted fis-
cal and monetary policies that influence the whole economy, while
social and economic regulation is applied (more or less) uniformly
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across the regions of the country. To a great extent, the federal gov-
ernment has subordinated the formerly important roles of state and local
governments, especially with respect to welfare assistance and income
transfer programs, compared to 50 or 100 years ago.

Further, regional differences attributable to geographical asymme-
tries in the history of settlement and economic development have
diminished. The settlement of the United States moved from the East
Coast to the Mississippi, then jumped to the West Coast, with the center
of the countty filled last. The South was devastated during the Civil War,
a time when the North was rushing headlong into economic and techno-
logical development. It might be expected, therefore, that the Midwest
and South would become increasingly similar to the North and Pacific
regions as they have caught up economically over the past century.

These developments imply that the U.S. economy has become
more integrated and more like the unitary economy implicitly assumed in
macroeconomics textbooks. Neoclassical theory implies that regional
differences in per capita earnings and returns on capital should induce
compensatory labor flows that eventually will reduce these differences.
Thus the convergence hypothesis: that measures of economic welfare
and activity for the different regions should have converged during the
past 100-plus years toward similar values. Benjamin Chinitz (1986), for
example, celebrates the convergence in measurements of population,
employment, and per capita incomes in the West, South, and North
superregions. Both Lynn Browne (1980) and Orley Amos (1983) note a
substantial and continuing decline in regional per capita income differ-
ences from 1929 to 1979. Since the late 1970s, however, increasing
income differentials among states and regions have appeared and have
been subjected to examination (Coughlin and Mandelbaum, 1988;
Garnick, 1990; Husted, 1991; Carlino, 1992; Redman, et al., 1992).

It seems intuitively plausible to conclude that the regions of a
strongly integrated economy also may exhibit similar cyclical employ-
ment patterns. This conclusion also appears to be supported by the
well-known employment shift from cyclically-prone heavy industries,
which are geographically concentrated, to the widespread and histori-
cally more stable service sector. On the other hand, the principle of
comparative advantage suggests that as the country’s regions are able
to obtain needed consumer goods and production inputs from each
other more reliably, they may tend to develop more specialized
economies based on their economic advantages of resource endow-
ments, location, spurts of technological innovation, and historical
accident and thus exhibit increasingly dissimilar cycle patterns. An
alternative form of this thesis is suggested by Goldstein (1986) who
argues that an increasing international division of labor may be exacer-
bating regional economic differences. A similar conclusion may be
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implied by the growth pole theory discussed by Orley Amos (1990).
Several earlier empirical studies yield conflicting results. It remains an
open theoretical question whether regions are exhibiting increasing or
decreasing homogeneity of cycle behaviors.

The Concept and Measurement of Homogeneity

In what ways can we think of regional business cycles becoming
more alike? The cyclic movements of two regional economies can be
said to converge to the extent they assume the same pattern, numeri-
cally measured, for a given economic variable (such as income or
employment). Convergence does not mean that the cyclic movements
are becoming attenuated or dampened or that economic growth will tend
increasingly to follow a smooth trend line. Convergence could occur
even as cyclic movements become more exaggerated as long as differ-
ent regions move toward an identical pattern of cycles.

Regional business cycles can be said to show a more uniform pat-
tern to the extent that they turn up or down in step, that they exhibit
turning points in the same month for a monthly series. As a conse-
quence, regions will show the same time periods for their recessions
and recoveries. It also is required that all regional cycies show the same
amplitudes, measured as proportional peaks above trend and nadirs
below trend, for any national cycle. We specifically define business
cycles as percent movements around the least-squares long-term trend
line for each region (or the nation). This definition is adopted because
we are interested in comparing short-run cyclical movements across
regions apartfrom iong-term growth trends while avoiding the complica-
tions of differences in absolute scale of regional economies.

It is conceivable, however, that region A may improve linearly
through a national recovery to a peak 12 percent above trend, while
region B may improve exponentially to a peak also 12 percent above
trend. Following Victor Zarnowitz (1985), therefore, we distinguish busi-
ness cycle analysis (of turning points, amplitudes, and lengths of
regional cycles) from growth cycle analysis (of smaller movements
within business cycles, essentially of rates of change). A growth cycie
dimension of convergence is that regions show the same rates of
recovery and downturn. That is, they must show the same patterns of
intracycle behavior or, using Carolyn Sherwood-Call’'s terminology
(1988), a high degree of co-movement. Given these conditions, it fol-
lows that there would be a uniform national business cycle; there would
be no distinguishable regional cycles. Conversely, divergence in
regional cycles (around long-term trends) may appear as increasingly
scattered turning points (around the national turning point), as increas-
ingly different peaks or troughs (in percentages above or below their
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trends), and as increasingly different lengths of time from trough to
peak or peak to trough.

Data Transformation Procedures

The data series used in this study is the nonagricultural employ-
ment (establishment) series published by the Bureau of Labor
Statistics, U.S. Department of Labor, in its Bulletin 1370-13 and
updated in its Monthly Employment and Earnings. The data are monthly
employment numbers for each of the 50 states, except Hawaii and
Alaska, from January 1947 to July 1989. Because the original informa-
tion is obtained from reports by establishments of the number of
employed persons (rather than from the household information of the
Current Population Survey), there is double-reporting of employed per-
sons to the extent that some individuals hold more than one job. The
employment counts do not include agricultural employment, self-
employed persons, and some other groups.

More correctly, the data series provide counts of the numbers of
filled nonagricultural jobs in each state rather than numbers of employed
persons. As a measure of economic activity rather than economic wel-
fare, the series is appropriate to the purposes of this paper.

Data on Puerto Rico and the Virgin Islands were excluded as well as
data on Hawaii and Alaska; we focused on the contiguous 48 states and
the District of Columbia. Data for Minnesota did not begin until January
1950, while Michigan data did not begin until January 1956. An alloca-
tion procedure was used to fill the missing data for the two states. For
the ten years following December 1955, for example, we computed the
ratio of Michigan employment to total employment in the East North
Central region and then determined a reasonable ratio to extrapolate
Michigan employment backward to January 1947 based on the employ-
ment levels in the other four states. An analogous procedure was used
for Minnesota. The computed ratios change little and slowly for both
states in the ten year period following the beginning of the data series
for each state, so the extrapolated employment counts should be rea-
sonable. The state employment series were aggregated into the nine
Census region series. These were summed to form a national employ-
ment series.! The composition of the nine Census regions is shown in
an appendix.

We then constructed an adjusted cycle series for each Census
region to measure cyclic movements of employment around the long-

1Because our study focused on the contiguous 48 states and the
District of Columbia, we formed a national employment series by adding
the nine Census employment series. We did not use the separately
estimated national employment series {(which never equals the sum of
the independently estimated state series).
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term employment trend line. First, we chose an 11-month-moving-aver-
age transformation to eliminate seasonal patterns and reduce random
variations in the employment series while avoiding an excessive loss of
end data points. Least-squares trend lines were fitted to the trans-
formed moving average series. (A cubic equation proved to fit every
region best.) Finally, we calculated the percent movements around the
trend values for each month in the series. In every region, therefore, the
adjusted cycle employment is represented in unit free terms as the per-
cent that a region’s moving average employment was above or below
that month’s predicted trend value.2 By this procedure we have cor-
rected for differences in absolute scale across both regions and time
periods and are able to compare regional cycle patterns direc'(ly.3

Statistical Analysis Procedures

Growth cycle co-movements are defined as the tendency of
regions to move in step with each other month by month, both in direc-
tion and magnitude of movements. The co-movements were measured
by calculating Pearson correlation coefficients for pairs of Census

2Notice that we define a cycle series for each region as the
percentage movement of the moving-average employment around the
region’s long-run trend line rather than as short-run movements of
employment from peak to trough to peak. This implicitly assumes that
the factors causing cyclical employment movements are different from
those giving rise to the long-run growth trend line. If there is variability in
regional employment movements around the growth trend line, then the
causes presumably are due to regional differences in their economic
structures. (See, for example, Howland, 1984; Connaugton and
Madsen, 1984.) This procedure also allows us to examine growth cycle
movements across time and across regions.

30ne reviewer suggested that by subtracting the trend estimate
from the moving average series we were departing from the
muttiplicative model implicit in the moving average transformation. But
we have not. Let E, denote the moving average series and E, the trend
series. We form the cycle series E. by writing

Ec=Ep-E,.

The adjusted cycle series E, is formed by dividing by the trend series:

E _ (Em-E) _ Em

This procedure leaves us with a multiplicative model, but it has the
advantage of correcting for the problem of different scales of economic
activity across time and across regions. Multiplying E, by 100 yields a
percentage series that shows, independent of scale, the percent by
which a region’s moving average empioyment series is above or below
trend. Thus, we are able to compare directly the adjusted employment
cycle series across time and regions.
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regions, using the adjusted cycle series. Thirty-six correlations were
calculated (for 36 region pairs) for 1947—-1967 and again for 1967-1989;
for each period, the mean of the 36 correlation coefficients was com-
puted. This procedure allows two interesting comparisons. We can
observe the change from the first period to the second in the number of
region pairs exhibiting statistically significant co-movement. The two
means also can be compared to measure the overall increase or
decrease in co-movements from the first period to the second.

Next, a standard deviation series of 507 monthly observations was
derived by calculating standard deviations of adjusted cycle employ-
ment values across the nine regional series for each month. This series
was regressed on time to determine if there was a statistically signifi-
cant trend toward increasing or decreasing deviation values. A
statistically significant negative coefficient on time would imply
decreasing dispersion of amplitudes and thus increasing convergence,
while a positive coefficient would imply a contrary conclusion. Two
regressions on time were performed: one for the first 20 year period
March 1947 to March 1967 and one for the second 22 year period April
1947 to May 1989. This allowed examination of differences in the
movement of standard deviations in the two subperiods.

Finally, we compared regional cycle extremes to extremes in the
national cycles. At each NBER peak or trough, the percent by which a
region’s peak or trough emponment4 exceeds or falls short of predicted
regional trend values was divided by the corresponding percent excess
or shortfall for the national employment. This gives an elasticity that
may be interpreted as measuring the correspondence of regional cycle
movements to national movements. If the sequence of the averages of
these regional elasticities for successive peaks (and troughs) appears
to be converging to the value +1, it would suggest the mean regional
deviation from trend at its peak or trough is approximating the national
experience. The corresponding sequence of standard deviations of
regional elasticities gives information about whether all the regions
increasingly are exhibiting the same peak or trough experience or
whether the sequence of mean elasticities is masking increasingly
divergent behavior among the regions.

4A region’s peak (trough) may lead or lag by several months the
NBER-designated national peak (trough). For example, while the NBER
established November 1973 as a national expansion peak, the
Northeast region peaked three months earlier. The West North Central
region peaked in July 1974, eight months after the national peak. This is
not surprising both because regions show different cycle behaviors and
because we look at a specific (transformed) variable establishment
employment, while the NBER uses a variety of criteria to determine the
peaks and troughs of national cycles.
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As part of the statistical analysis, we wondered whether the
regions’ cyclical behavior differed in the two periods March 1947 to
March 1967 and April 1967 to May 1989. The first period was marked by
conversion from a war economy to a civilian economy, followed by the
Korean War. The 1950s and early 1960s were relatively mild years with-
out sharp economic fluctuations and, from today’s perspective, very
low inflation rates. Following the 1960-1961 recession the country
entered the long expansion of 1961-1969. But 1967—1989 was a differ-
ent era of turbulence and major change in the country. By 1967 the
Vietnam War was in full force and the United States was experiencing
accelerating inflation as well as social conflict. A wage and price freeze
was imposed in 1971. The 1970s proved to be a stormy decade marked
by a severe recession and equally severe price inflation with high inter-
est rates. The 1980s began with another severe recession, with a
prolonged, if not always vigorous, expansion beginning at the end of
1982. This second 22 year period was also an era of marked changes in
the labor market with the influx of the baby boom generation and steady
increases in women'’s labor force participation rates. Finally, it was also
a period of increasing international competition and growing linkages
between regions and metropolitan areas in the U.S. with regions over-
seas. Intuitively, it would be interesting to see if regional cycle
behaviors consistently converged or diverged in the two periods or
showed different patterns in the two periods.

Discussion of Results
Correlation Analysis

Table 1 shows the correlation values for pairs of Census regions of
the adjusted cycle series (percent movement of cycle employment
around trend). As indicated, the analysis was conducted for the two
periods March 1947 to February 1967 and March 1967 to May 1989. For
the first period all 36 regional combinations were statistically significant
at the .01 level of confidence, and the correlations were all positive. For
the second period 30 of the 36 regional combinations were statistically
significant at the .01 level or higher, with four showing significant nega-
tive relationships. Thirty-five of the 36 correlations declined from the
first period to the second, in many cases quite dramaticaily. This is
reflected in the fall in the mean of the correlation coefficients from .73 to
.41, a 44 percent reduction. This decline is significant at the .005 signif-
icance leve! using a test of differences for paired, dependent samples.
These results suggest that regional growth cycles were much less syn-
chronized in the second period of the postwar era.

A closer inspection of Table 1 also reveals some interesting obser-
vations. First, all the coefficients were significant at the .01 level or not
at all. Second, a few regional pairs exhibited only a relatively modest
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decline in correlated growth cycle movements, while most pairs exhib-
ited a substantial decline. Finally, 13 of the 36 region pairs showed a
first period correlation of .85 or greater, indicating a substantial degree
of association in their month by month movements. Table 2 highlights
what happened to these correlation pairs from the first period to the
second.

Table 2 shows that four of the pairs continued their strong growth
cycle association into the second period. Three other region pairs
showed a moderately reduced but nevertheless strong correlation
through the second period. The correlations for the remaining six pairs
declined considerably. Finally, for one pair of the 36, the growth cycle
association increased substantially.

This table raises some interesting questions about these pair corre-
lations: Are the high correlations observed in Table 2 due to the strong
influence of a more-or-less uniform national cycle? Why did one-quarter
of the pairs in Table 1 see only a slight to modest decline in their corre-
lations? Does this indicate some strong linkages between the regions?
If so, what is the nature of these linkages? Do linkages exist in produc-
tion? In labor movements? And why did the one pair, WNC...PAC,
increase dramatically in the face of the broad decline in all other region
pairs? Is this an artifactual result? Or did something substantial happen
between the two regions? There appear to be some grounds for interest-
ing further research.

Standard Deviation Analysis

A further step in analyzing the data was to calculate standard devi-
ations month by month taken across the nine regional adjusted cycle
series. We regressed this monthly series of standard deviations on time
(the series of monthly date values). If the coefficient on the time vari-
able is negative (and statistically significant), this would indicate that
the dispersion of cycle values among the regions is becoming smaller,
suggesting convergence. If the coefficient is positive, we could infer
that the dispersion of growth cycle movements is becoming larger. This
procedure was performed for the two periods March 1947 to March 1967
and April 1967 to May 1989.

Serial correlation was an obvious problem. A time series plot of
residuals from the OLS regression showed them to be trending slowly
above, then below zero, indicating serial correlation. This was corrected
using the SPSSX maximum-likelihood autoregression procedure. A fur-
ther examination of the residuals showed them to be normally
distributed. Heteroscedasticity was not evident in the residual pattern.

Table 3 gives the results of this analysis. The time coefficient for
the first 20 year period shows a negative sign and is statistically signifi-
cant at almost the .001 level for the ML approach. This implies a
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declining standard deviation value with time, which suggests that con-
vergence of cycle behavior among regions was occurring during this
period. As the focus of the study moves from 1947—1967 to the 1967—
1989 time period, the numeric value of the time coefficient changes in
dramatic fashion, from —0.0146 to 0.0027. The new coefficient is signifi-
cant only at the .34 level, however. This weakly suggests that regional
employment cycles exhibited an increasingly different, and divergent,
behavior in the second period.

A Chow test was performed on the standard deviation series
{following Dutta, 1975) for the two periods March 1947 to March 1967
and April 1967 to May 1989.5 This procedure is intended to test whether
the regression coefficients estimated for separate regressions on the
two separate periods are significantly different—whether there is a
structural break in the underlying conditions governing the economic
behavior being estimated (Intriligator, 1978). The F value was 10.90
which is significant at the .01 level. This supports our expectation that
there may have been a significant change in the economy about the
mid-1960s.

Elasticity Analysis

Regional peaks are compared to national peaks in Tables 4 and 5.
Table 4 gives the peak-adjusted cycle employment values for the U.S.
and for each region for each of the eight post-World War |l economic
cycles. Looking at the national cycle which peaked in November 1948,
we see that the adjusted cycle employment in the Middie Atlantic (MA)
region peaked at 1.612 percent above the trend value. The U.S. peak
occurred at 0.602 percent below its predicted trend value in November
19486 Remembering that these numbers represent percent deviations

Sin response to a reviewer’s query, we did not run a series of tests
to find the optimizing date for a structural break; we frankly doubt that a
few months one way or the other would affect the result. We could have
assumed a break in 1965, the beginning of the country’s large scale
involvement in Vietnam, but the eftects of the build-up and the social
turbulence were not being felt until a year or two later. We could have
assumed 1969, the end of the long 1960s expansion, as one reader
suggested, but by then the momentum of economic and social change
had been well established. The year 1967 seems a reasonable
compromise. It was also the approximate mid-point of the 40 year data
series with which we initially worked. More importantly, it was not the
point of this research to identify and explain the existence of a
structural break. We believe there are reasonable grounds for
suspecting a significant change in the economy about 1967, and this
simple application of the test supports our intuition.

6The elasticit analysis compared regional peaks (troughs) for
each business cycle, in whatever month they occurred, to the national
peak (trough). Thus, we took the ratio of the Middle Atlantic peak value
in July 1948 against the national peak value which occurred in
November 1948; we did not take the Middle Atlantic employment value in
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from the least-squares trend line, dividing 1.612 by —0.602 then yields
an elasticity equal to —2.679 which is shown on the second line (labeled
Elas) for the Middle Atlantic region.7 This signed number telis us that at
its peak, the Middle Atlantic region showed a variation from trend 2.679
times as great as the national series and in the opposite direction. Thus,
the calculated elasticities may be regarded as comparing the propor-
tional regional cycle peaks to the national peaks; each elasticity
measures the percent of a region’s divergence from trend at its own
peak for each percent of national divergence from the national trend
value.

One observation to make from Table 4 is that some cycles peak
weakly while others peak strongly. Looking at the peak in November
1948, we see that the national cycle peaked below its long-term trend
value, as did six of the nine regions. Only the Northeast, Middie
Atlantic, and Pacific regions peaked above the long-term trend. The
only other similar situation occurred in April 1960. In that cycle five of
the regions peaked even further below trend than did national employ-
ment. On the other hand, July 1953, August 1957, and January 1980
were all strong peaks, with some individual regions peaking as much as
7 percent to almost 10 percent above trend.

A further observation is the difference in regional performances in
any cycle. For the first four peaks, the West South Central region
showed extreme performances, being further above or below trend than
any other region and having large elasticity values in each instance. Its
performance was much more tame the next three cycles, but it returned
to form in the January 1981 peak. A similar pattern is observed on the
part of the Mountain region. On the other hand, the East South Central
region showed tepid performances in 1948, 1960, and 1969, but tended
to peak at values that greatly exceeded trend in 1953, 1957, 1973, and
1980. In 1981 the region did not peak, but continued on an upward trend
even during the recession.

Table 5 summarizes the information in Table 4. A mean elasticity (of
the regional elasticities in the column for each cycle peak) near +1
implies that on average the regions mimicked the national cycle; that is,
the regional peaks were about the same percent above or below trend
as the national cycle. Notice the mean elasticities for the first and fourth

November 1948 against the national value. Generally, the months in
which regional peaks (troughs) occur are distributed around the month
in which the national series attains its peak (trough).

7The calculated elasticity has the mathematical form of an
elasticity but compares percent differences from trend (for the regional
peak/trough against the national peak/trough), not percent changes. It
should not be taken to represent a causal relation (as is assumed, for
example, with ordinary demand elasticities).
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cycles (November 1948 and Aprit 1960) differ greatly from +1, but are
close to +1 for the second and third cycles. For the second group of four
cycles, the elasticity means are all positive but increase steadily. The
first two peaks in the second group are less intense on average than the
national peaks, but the average regional peak is more intense than the
national peak in the last two cycles. The average of the first four mean
elasticities is slightly less than the average of the means for the second
four peaks, though both are close to +1. The first four cycle mean is
close to +1 because of the offsetting negative mean elasticity for April
1960, which is due to the especially contrary behavior of employment in
the West South Central and Mountain regions and, to a much lesser
extent, in the Pacific region.

A more informative indicator of regional behaviors vis-a-vis the
national cycle would be a standard deviation measure of the dispersion
of regional elasticities for each cycle peak.8 The standard deviations
appear to be highly variable. The deviations of elasticities are large for
the first and fourth peaks, but small for the second and third peaks. In
the second four cycles we again see some variation, but not nearly as
much as in the first group. The mean of the second four standard devia-
tions is 56 percent less than the mean standard deviation of the first
four peaks. This implies there was less variability among the regions in
their peak behaviors with respect to national peaks over the second half
of the post-World War Il era. On the other hand, the variability in the
second period is understated by the standard deviation values because
there was, in each of the two last cycles, one region that showed no
peak but continued to exhibit steadily increasing adjusted cycle
employment values.

The data on troughs (in Tables 6 and 7) tend to support a similar
conclusion. The interpretation of the mean trough elasticities is analo-
gous to the interpretation of the mean peak elasticities. Five of the
trough mean elasticities lie close to +1; the remaining three differ
noticeably from +1 and by about as much as the difference for peak
elasticities. The four cycle mean of mean elasticities declined 11 per-
cent from the first four cycles to the second four.

8The procedure used to calculate these standard deviation was
modified from the usual definition. It is of interest to measure the
dispersion of regional elasticities around the value +1 because this
value would indicate that the regional peak {trough) exactly matched the
national peak (trough): that the region’s deviation from trend above or
below would exactly match that of the national series. Thus, the
standard deviation is calculated as the square root of the mean squared
deviation from 1, not from the mean of the regional elasticities. This
procedure is acceptable because we are not trying to estimate an
unbiased population parameter, but to trace the progress over time of
the dispersion of regional employment cycle experiences.
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The standard deviation of trough elasticities for each cycle may be
a more informative measure. The standard deviations vary considerably
from trough to trough, with no apparent time pattern. There was a sharp
45 percent decline in the four trough mean of standard deviations from
the first to the second half of the post-World War i period, indicating
that the dispersion of trough elasticities showed less variation from
cycle to cycle in the second period.

The data on both peaks and troughs tell similar stories. During the
first 20 years after World War |l regional employment tended to show
more extreme values at peaks and troughs than the national employ-
ment series and a greater dispersion around the national peak and
trough values. This tendency was especially pronounced around the
1948 and 1960 peaks and the 1954 trough. The last four cycles showed
regional employment extremes behaving more consistently with national
employment peaks and troughs, with less variability in regional
extremes. Thus, with regard to the dimension of elasticity, regional
cycle behavior seems to be exhibiting a tendency toward convergence.

Summary of Results and Recommendations for Further
Research

The results of this paper are somewhat ambiguous. The measure-
ment of regional co-movements, using means of pairwise Pearson
correlation coefficients, strongly suggests increasingly dissimilar
growth cycle movements from 1967 to 1989 compared to the 1947 to
1967 period. The time series regression of monthly standard deviations
of relative amplitudes showed a statistically significant negative coeffi-
cient on time for the first 20 years which then changed to a weak,
positive, and nonsignificant coefficient for the last 22 years. This trend
weakly implies support for increasingly divergent regional growth cycle
behaviors in the second period. On the other hand, measurement of the
elasticities of regional cycle peaks and troughs relative to their corre-
sponding nationai peaks and troughs shows that the four cycle mean
standard deviation of elasticities for both peaks and troughs declined
substantially from the first period to the second period. This implies
convergence in the behavior of regions at their business cycle
extremes.

The studies cited above (and ours) have looked mostly at Census
regions; it would be interesting to ook carefully at regions below the
Census level (for example, BEA regions, states within Census regions,
and SMAs). Could our results be artifactual, a function of choosing to
work with large Census regions? The more interesting question is why
regional business cycle activity is showing increasing diversity, by at
least some measurements. Further research is needed to relate diver-
sity in regional cycles to appropriate causal factors. Previous students
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of the question have looked at diversity in the industrial composition of
regions (Borts, 1960; Browne, 1978; and Connaugton and Madsen,
1984) and at the vintage of industrial investment across regions
(Howland, 1984). Amos (1989) suggests four theoretical models that
could explain the historic pracess of convergence in regional economic
performance; careful empirical work might separate these different
sources of regional behavior. But these are only beginnings; the
sources of diversity in regional cycles need to be pursued more vigor-
ously and more carefully in both theory and empirical work. Further,
there is the question of implied interregional linkages that we noted
above in our discussion of the correlational measure of growth cycle co-
movements. There is a large field of further work to be done in the study
of regional business cycle movements.
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Table 1—Growth Cycle Correlations of Census Pairs

Region Pairs 1947-1967 1967-1987
NE...MA 0.9468 *** 0.8662 ***
NE...SA 0.8449 *** 0.6655 ***
NE...ENC 0.8785 *** 0.7092 ***
NE..WNC 0.6842 *** 0.4811 ***
NE...ESC 0.7773 *** 0.4422 ***
NE..WSC 0.3892 *** 0.0845
NE..MTN 0.1887 *** -0.1003
NE...PAC 0.8217 *** 0.7174 **~
MA...SA 0.8741 *** 0.7452 ***
MA...ENC 0.9053 *** 0.7047 ***
MA..WNC 0.6695 *** 0.2642 ***
MA..ESC 0.7884 *** 0.3617 **
MA...WSC 0.3892 *** -0.5029 ***
MA..MTN 0.1320 *** —0.4541 **
MA...PAC 0.8212 *** 0.3982 ***
SA...ENC 0.9516 *** 0.8023 ***
SA.WNC 0.9208 *** 0.5680 ***
SA..ESC 0.9680 *** 0.7572 ***
SA..WSC 0.7314 *** —0.3557 ***
SA..MTN 0.5082 *** 0.0516
SA..PAC 0.8094 *** 0.4277 ***
ENC..WNC 0.8769 *** 0.8259 ***
ENC...ESC 0.9484 *** 0.8855 ***
ENC..WSC 0.6762 *** —-0.2883 ***
ENC..MTN 0.4022 *** 0.0275
ENC...PAC 0.7964 *** 0.7066 ***
WNC...ESC 0.9703 *** 0.9206 ***
WNC..WSC 0.8919 *** 0.2196 ***
WNC..MTN 0.7140 *** 0.5269 ***
WNC...PAC 0.6677 *** 0.8497 ***
ESC...WSC 0.8445 *** -0.0644
ESC...MTN 0.6287 *** 0.4078
ESC...PAC 0.7744 *** 0.6625 ***
WSC...MTN 0.9134 *** 0.7722 ***
WSC...PAC 0.5883 *** 0.4030 ***
MTN...PAC 0.4786 *** 0.4360 ***
Mean 0.7270 0.4099
Decrease in mean coefficient value 43.6% ****

* Significant at .10

**  Significant at .05

***  Significant at .01
****  Significant at .005
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Table 2—Changes in Correlations of Highly Paired
Regions

Region Pairs Showing Little To Moderate Change

Region Pair 1947-1967 1967-1989 % Change
WNC...ESC 0.9703 0.9206 -5.12
ENC..WNC 0.8769 0.8259 -5.82
NE..MA 0.9468 0.8862 —-6.40
ENC...ESC 0.9484 0.8855 —6.63
MA...SA 0.8741 0.7452 -14.75
WSC..MTN 0.9134 0.7722 ~15.46
SA..ENC 0.9516 0.8023 —-15.69

Region Pairs Showing Considerable Change

Region Pair 1947-1967 1967-1989 % Change
NE...ENC 0.8785 0.7092 -19.27
NE...SA 0.8449 0.6655 -21.23
SA...ESC 0.9680 0.7572 —-21.78
MA..ENC 0.9053 0.7047 —22.16
SA..WNC 0.9208 0.5680 -38.31
WNC..WSC 0.8919 0.2196 ~75.38
WNC...PAC 0.6677 0.8497 +27.26

Table 3—Regression on Time of Adjusted Cycle Standard
Deviations

March 1947 to March 1967

Coefficient T Value Prob Value
Time —-.0146 -3.29 .001
Constant 5.6858 4.70 .000

April 1967 to May 1989

Coefficient T Value Prob Value
Time .0027 .96 .339
Constant 1.7802 1.52 131
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Appendix—The Nine Census Regions

Title
Northeast

Middle
Atlantic

East North
Central

West North
Central

South
Atlantic

East South

Central

West South
Central

Mountain

Pacific

Abbreviation

NE

MA

ENC

SA

ESC

WSC

MTN

PAC

States

Connecticut, Maine, Massachusetts,
New Hampshire, Rhode Island,
Vermont

New Jersey, New York, Pennsylvania

lllinois, Indiana, Michigan, Ohio
Wisconsin

lowa, Kansas, Minnesota, Missouri,
Nebraska, North Dakota, South
Dakota

Delaware, District of Columbia,
Florida, Georgia, Maryland, North
Carolina, South Carolina,
Virginia, West Virginia

Alabama, Kentucky, Mississippi,
Tennessee

Arkansas, Louisiana, Oklahoma,
Texas

Arizona, Colorado, Idaho, Montana,
Nevada, New Mexico, Utah, Wyoming

Alaska,* California, Hawaii,*
Oregon, Washington

*Not included in study
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