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AN ANALYSIS OF IMPACT OF THE 1974
AND 1979 ENERGY PRICE SHOCKS ON THE
COMPETITIVE SHIFT OF INDUSTRIAL
EMPLOYMENT FOR INDIANA AND TEXAS

Stanley R. Keil

Introduction

Indiana is both a Rustbelt and a Snowbelt state. During the 1970s
and early 1980s, these two descriptive tities provided a rough and ready
mental model for explaining past and predicting future industrial decline.
In contrast, Texas is a Sunbelt state that, until the recent slump in oil
prices, epitomized dynamic regional growth. There is a general belief,
reflected in political and journalistic circles and given some credence in
professional writings (Tabb [16], Lakshmanan [9], and Sandoval [15]),
that industry migrated from the Snowbelt to the South and Southwest
from 1972 to 1982 at least in part because of geographic differentials in
energy costs.

The Sandoval model, developed for the U.S. Department of Energy,
indicated that the manufacturing sector was the most sensitive to
higher energy prices. Therefore, the Midwest region, containing the
manufacturing states of Ohio, Michigan, Indiana, and lllinois, should
demonstrate the greatest sensitivity to different energy price levels.
The DOE model forecast a decline in the total earnings share of the
Midwest and, given its definite price advantage in energy, continued
high rates of growth in the earnings share for the Southwest. Pfister [13,
p.15] criticizes the Sandoval approach both on the narrow technical
ground that changes in earnings shares are not the same as changes in
regional location patterns (although they may be correlated) and the
more general ground that the rise in energy prices would not have much
impact upcn regional location patterns because of previous
adjustments to regional differences in energy costs and potential
declines in differences among regions in these costs. There is at least
one more ex ante reason to believe that the increase in energy costs
may not have a pronounced effect on locational patterns. In most
manufacturing activities fabor costs are a larger share of total costs
than are energy costs; changes in locational patterns based on labor
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cost differences may dominate changes in response to energy costs
especially in data aggregated to three digit SIC codes.

This paper readdresses the issue of the impact of changing energy
prices on industry location through a shift-share analysis of changes in
employment in the manufacturing sectors of Indiana and Texas between
1972 and 1982. This research also attempts to determine if energy cost-
related variables can be used to forecast the differential shifts of
industry in these two states. The three censuses used (1972, 1977 and
1982) bracket both the first and second oil shocks (1974 and 1979). The
current research differs from prior research, as most prior research has
examined highly aggregated sectors. Pfister began with 45
manufacturing industries identified by Miernyk [11] as most energy-
intensive and calculated national employment growth rates for them, but
had to aggregate to five two digit manufacturing sectors to compare
state data. Only raw state growth rates were examined; thus, the impact
of relative energy price changes and interstate energy price differences
were mixed with all other factors that could cause state growth rates to
differ. In contrast, this paper analyzes the employment growth patterns
of 57 manufacturing industries for Indiana and 47 manufacturing
industries for Texas from 1972 to 1982. A shift-share accounting of
employment changes is possible for 110 mostly four digit SIC
categories in Indiana and for 81 categories in Texas. Disclosure
problems in some of the explanatory variables used in the econometric
analysis required aggregating the employment data into a smaller
number of categories. This left the level of aggregation at the three digit
SIC level for most industries. The sample of aggregated industries
shows substantial variance in the ratio of energy costs to value added,
so this variable can be examined for explanatory power in predicting the
location shifts of industry. A test of the hypothesis that changes in
energy costs have been important in causing changes in manufacturing
location is provided using the differential (competitive) shift component
of the shift-share framework. The explanatory variables used in the
study are constructed to reflect expected savings to changing
geographic location based on cost differentials per BTU used for power
and heat and differentials in labor costs.

Measuring the Migration of Industry

When industrial employment is dropping absolutely in one location
and increasing in another, it may seem obvious that industry is
migrating. The obvious, however, may be misleading. Local employment
losses may be associated with an industry that is declining nationally,
and gains may come from an advantageous mix of industries that are
growing nationwide. The mix of industries inherited from the past may
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influence regional employment growth patterns more than migration
does. Shift-share accounting makes clear that if local employment in an
industry is growing at less than its national growth rate, an adverse shift
is occurring from the local point of view. This accounting framework is
one means of measuring employment change that separates the impact
of the inherited mix of local industries from changes based on
divergences from this mix. This method was chosen for this study
because the dependent variable of interest is the divergence of
employment from historic trends. There are several versions of the
shift-share accounting framework in the literature. The one selected for
this study is that developed by Perloff, et al. [1 2].1 For each industry,
the components of this framework are defined as:

Nj =Ej {Eg*o/Eoo -1 } (national effect);
lij =Ej {ELQIE;O - Eoo/Eoo} (industry effect); and
Cij =E;jj{Ejj/Ejj - Ejo/Eio} (differential effect).

where:

end year and base year national manufacturing
employment, respectively;

national employment levels in the ith industry; and
employment levels in the ith industry in thé jth
region.

Eo*o and Eoo

Eiz,*and Eio
Eij and Eij

For the region under study, summing the national effect over all
industries (Noj = 2 Njj) yields the amount that local employment would
have grown had the locality maintained its share of national employment
(began and remained totally homothetic to the national economy).
Summing the industry effect (loj = Zj ljj) gives the additional change,
positive or negative, that the local region would have had if it had
maintained a constant share of its base year industries. Finally,
summing the differential effect (Coj = ZiCij) yields the amount that
employment has changed due to changes in the region's shares of
national manufacturing activities. A major advantage of the shifi-share

1The foregone alternatives are those that define an allocative
effect that accounts for prior specialization based on comparative
advantage, as in Esteban-Marquillas [10], Klaasen and Paelinck 7;,
and Arcelus [1]. According to Houston [6], the purged differential shift
also is alleged to be more stable under disaggregation. The
Esteban-Marquillas formulation has been criticized by Beaudry and
Martin [2], however, because it implies a nonzero competitive effect at
the national level. As neither prior specialization nor disaggregation
instability was thought to be a problem in this study, the Perloff
formulation was used.
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framework is that the term Coj is freed from the influence of national
growth and particular industry growth patterns that also influence local
employment changes. Thus, this term should reflect changes in
comparative advantage over time. Prior research has shown that
behavioral meaning can be given to this term despite its derivation from
an accounting identity. (See Chalmers and Beckhelm [4], Hellman [5],
and Keil [8].)

Tables 1 and 2 present shift-share accounts for Indiana and Texas
employment for the two Census of Manufacturing-defined periods
(1972-1977 and 1977-1982) used in this study. The industrial categories
shown were determined by the differing industrial structures of the
states which results in different industry categories being suppressed
by disclosure rules. Although detail is lost, the data are sufficiently
detailed to provide the necessary degrees of freedoms for the
statistical procedures used. For Indiana the census-measured change
in the whole manufacturing sector was a gain of approximately 2,000
jobs between 1972 and 1977 and a loss of 120,000 jobs between 1977
and 1982. Cumulative rounding errors and missing data result in
constructed employment changes during the two periods of losses of
2,800 and 116,600 jobs for 1972-1977 and 1977-1982, respectively.
The Indiana table highlights an important difference between the two
periods. Most important is that the 1982 census occurred during the
trough of a business cycle which overemphasizes the decline of
manufacturing in the national effect. It is nonstheless instructive to
examine the pattern by which the decline in manufacturing in Indiana
occurred. As shown in Table 1, Indiana employment should have added
19,976 jobs from 1972 to 1977 simply to maintain its 1972 share of
national manufacturing employment. In addition, Indiana's 1972
industrial mix grew faster than the national average mix during the
period up to 1977. Thus, had Indiana maintained its shares of each
industry, it would have gained another 4,637 jobs. The rather
counterintuitive implication (especially given the strongly heid media
perception) is that Indiana began the 1972-1977 period with a favorable
industry mix and that, if Indiana had held onto its 1972 shares of that
industry mix, employment would have increased 24,613 workers. That
measured employment in Indiana fell 2,800 jobs in the period indicates
that approximately 27,414 manufacturing jobs shifted from Indiana to
other regions of the country. Two industries in particular highlight the
problems that the Indiana economy had during the mid-1970s: the
electrical motor and generator industry and the other-electronic-
components industry (SIC code 367 except 3677). Both of these would
have experienced substantial employment growth had Indiana
maintained its shares, but both lost employment due to overwhelmingly
adverse differential shifts. The loss of 116,600 manufacturing jobs
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between 1977 and 1982 was brought in large part by a loss of 60,996
through the national decline in manufacturing employment. Indiana still
had an industrial mix that was declining slower than the national average
(the industry mix effect was positive), however, and would have lost
only 45,446 jobs (60,996 - 15,550) despite the national slump if it had
not suffered a substantial adverse_differential shift of 71,154 jobs.
Indeed, Indiana increased its share of the basic steel industry, despite
losing 10,300 jobs in steel.

The shift-share accounts for manufacturing employment growth
in Texas from 1972 to 1982 tell a different story. A total increase of
128,300 manufacturing jobs between 1972 and 1977 was accounted
for by a share effect of 22,179 jobs and a favorable differential shift of
106,421 jobs. The 1977-1982 period saw Texas benefit from an even
larger differential shift of 163,874 jobs. The gains posted by Texas
were often counter to national trends, i.e., in industries that were
losing jobs nationally. The gains in Texas also were distributed
broadly across industrial categories.

Table 3 presents a summary of the shift-share analysis in two
parts. Part A shows the total share effects and competitive effects for
the two states for each period. The share effect is the employment
growth each state would have had if it had maintained its share of
each industry during each period. Part B summarizes the pattern of
the differential shifts for both periods. Table 3 shows that for the 110
industries in Indiana, only 15 had positive competitive shifts for both
periods. Thirty-seven industries had negative competitive shifts in
both periods. For Indiana, gainers and losers match from 1972 to
1977, but losers clearly dominated from 1977 to 1982. In sum, indiana
began the study period with an advantageous industrial mix in terms
of growth potential and cyclic sensitivity compared to most states
(surprisingly, given its image as an automobile state) and suffered a
differential shift or outmigration of approximately 98,500 jobs. Texas,
although not saddled with an adverse industrial mix, did not begin with
as strong an industrial mix as did Indiana. Thus, a large percent of
Texas's economic growth of approximately 287,500 jobs came from
competitive shifts that totalled 270,295. As one would expect, a
Kolomogorov-Smirnov test of the null hypothesis that the pattern of
gains and losses in Table 3 for the two states is the same leads to its
rejection (KS = 0.2758, significance = 0.001).

In addition to employment data, establishment data were
examined. To a limited extent, established data help reduce the
impact of the 1982 recession, as some establishments would lay off
part of their workforce but remain in existence. Business failures
accelerate in a recession, however, so the problem is not completely
overcome. The results of a shifi-share analysis of establishment data
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reveal patterns similar to those of the employment data. In particular,
the data showed again that Indiana had a favorable mix of industries
in 1972. Thus, Indiana's actual loss of establishments hides a much
larger competitive loss (111 versus 170 between 1977 and 1982).

In contrast, Texas saw a net increase of 2,181 manufacturing
establishments between 1977 and 1982. A shift- share analysis of
Texas manufacturing indicated that Texas needed to gain 247
establishments to maintain its share. Thus, Texas benefited from a
differential shift of 1865 establishments.

A detailed summary of the establishment shift-share analysis is
available from the author. Both the employment data and
establishment data imply that the experience of Indiana and Texas
were radically different from 1972 to 1982,

An Energy-Based Model of the Competitive Shift

There are two strains of theoretical and empirical work pertinent
to the differential shift of industry from the Midwest to the Southwest.
One deals with the effect of changes in energy costs on location
choice. The second line of research concerns with the relationship of
energy and capital. In the latter literature, the issue is whether energy
has a substitute or complement relationship with capital. (See, for
example, the collection of articles in Berndt and Fields [2].) If energy
and capital are complements in production, an increase in energy
prices would increase the importance of relative wage differentials in
making location decisions.

To see the implications of the first strain of theoretical work,
consider a two firm, two product model in which one firm uses an
imported raw material to produce an intermediate input and the other
uses the intermediate input to produce a finished good sold in a
market some distance from the port of entry for the raw material. Both
firms use ubiquitous labor supplied at a geographically invariant wage.
Both firms could locate in the port, at the market site, or at
intermediate sites. Sakashita [14] demonstrated that if the price
function of the finished product is strictly concave, an increase in the
price of the imported raw material increases the likelihood that both
firms would locate at the port of entry of the raw material. If the raw
material is used in the transportation process (e.g., fossil fuels),
however, the attractiveness of the port location depends on the
relative impact of the increased price on the relative transportation
rates of the raw material, the intermediate good, and the finished
good. Sakashita argues that under a wide variety of changes in
relative transportation rates, both firms will locate either at the market
or at the port. That is, the likelihood of separate locations
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{(intermediate good production at or nearer the port and finished
product production at or nearer the market) is diminished both by the
direct impact of the increase in the price of the raw material and by the
indirect impact of the increase in its price on transportation costs.
These results imply that the shift of manufacturing from the Midwest
toward the South and Southwest would have been reinforced by both
a shift toward ports of entry for energy producing raw materials and
shifts toward growing markets. In either case, cumulative causation
seems to be suggested.

The implications of a change in energy prices for location
decisions may be explored further with a generalized model of the
profit function of the firm when location is a variable. For a firm that
produces a single product with homogeneous capital and labor, one
non-energy raw material, and energy, profits can be expressed as:2

(1) TI() =[P - Do(t) - De(®]Q - {P (L + P K + [Ag(s) + Ag(s)IN + Pg(V)E}

where:
II(u) = profit at location u;
P = output price;

Dg and Dg distribution costs independent of and dependent
on energy use, respectively (so that P-Dg-Dg is
the net price of output);

Q output quantity;
P.. Py, and Pg prices for labor, capital, and a price index for
energy, respectively;

Ag and Ag costs of acquiring and assembling the raw
material, N, at the firm's location independent and
dependent on energy use, respectively;

L,K,N,and E levels of input use where energy use, E, is

measured in millions of British thermal units
(BTUs) and is assumed to be the amount
generated by the most economic mix of fuels
possible in each industry in each location.

It follows from the definition of E that Py, is the lowest possible value
that the energy price index can take at a given location. The variables
t, r, v, and s are indices of location variation in the costs of
distribution, labor, energy, and input assembly, respectively. Each

2The equation easily is generalized by considering each of the
variables to be a vector. For example, P|_ would be either a wage vector
or a wage index for all types of labor, and N would be a vector of raw
materials and semiprocessed inputs.
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t, r, v, and s are indices of location variation in the costs of
distribution, labor, energy, and input assembly, respectively. Each
location, u, is associated with a unique vector oft, r, v, and s. Given
the geographic distribution of prices, the firm chooses the vector of
tryv, and s that maximizes profit. What is of interest is the inverse
function of equation (1) or

(2) u=m(tryv,s).

A change in energy prices is likely to change each of these indices in
different ways. Thus, the change in optimal location, u, with a change
in the energy price index is given by the total derivative of equation (2)
with respect to P, or

on' dt on' ds on dr on' dv
3)-& o= Gt OF ds o
() aPe = M3t aPg " 35 dPg " 3y dPy " v dP,

In the Sakashita model,

an dt o' ds
ot dPg 3955 dP,

dominate the other changes. In terms of the shift-share framework, Cj;
is analogous to du/dPg: thus, GCjj is substituted on the left side of
equation (3) in the empirical model developed in the next section.

The Empirical Model

Translating the above model into an empirical statement of the
hypothesis that energy price differentials are significantly responsible
for the outmigration of industrial employment from Indiana required
several assumptions conditioned on data availability. It is likely that a
firm moving to a new location by means of building a new plant would
incorporate the latest technology which would alter the ratios of capital
to labor to raw materials as optimal substitutions are made, etc. It is
also likely that a relocation will make substantial changes in a firm's
networks and modes for gathering inputs and distributing outputs. It is
the expected ex post level of profits given all of these simultaneous
changes that determines whether a firm will relocate some or all of its
activities in response to a change in any one variable such as energy
prices. Detailed data for most of these potentially important variables
are difficult to obtain for three and four digit levels of disaggregation. It
was assumed that this difficulty could be partially overcome with
measures of the importance of energy costs in the production process.
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Energy costs as a percentage of value added provides an ex ante
measure of this importance. The amount of total energy used in
production multiplied by the difference in energy costs between two
sites provides an ex ante measure of savings resulting from a move,
assuming that energy use remains the same after the move. Neither of
these assumptions may be valid ex post. Larger differences in the
importance of energy costs and larger geographic price differentials,
however, should be associated with greater profit differentials and,
therefore, larger competitive shifts of industry.

A similar argument holds for labor cost differentials. The labor
market variable used here is the ratio of payroll per employee in Indiana
to payroll per employee in Texas. This ratio is significantly greater than
one on average {t=5.136, df=55). An arguably better measure of relative
labor cost would take into account simultaneously wage differences and
differences in productivity. Data were not available to calculate such a
measure in 1972. For data available in 1977 and 1982, a measure
calculable from the available data, value added per dollar of payroll,
would be a good proxy. An interesting relationship arises when this
variable is examined. In 1977 the mean of this variable was $2.49 for
Texas and $2.46 for Indiana. (The difference is not statistically
significant (t=0.194, df = 198).) This was likely the case for 1972 as well.
Value added per employee was larger in Indiana than in Texas in both
1972 ($20.78 versus $18.93) and 1977 ($32.98 versus $30.76). By
1982 the situation had reversed. Both value added per employee and
value added per dollar of payroll were significantly higher in Texas than
in Indiana in 1982. The value added per dollar of payroll was $2.48 for
Texas and $2.20 in Indiana. (The difference is statistically significant
(t=2.249, df=192).) Because 1982 was a recession year and layoffs
seldom match declines in output, the statistical significance of the
difference in 1982 is suspect. Given that the simple ratio of payroll per
employee clearly favored Texas, showed greater overall variance
across industries, and was available for 1972 as well as 1977, this
variable was used to proxy the difference in labor costs.

If a firm's markets are not changing significantly in size or
geographic distribution, a move from a current location is likely to
increase transportation costs above the initial increase in energy costs.
Ceteris paribus, potentially significant increases in transportation costs
would act to inhibit the movement of economic activity—there must be
some threshold energy cost differential before a move will occur. In
terms of the regression equations used this gives rise to a priori
expectations about the constant term.

Perhaps the most important missing variables for measuring the
relative growth of manufacturing in Texas and its relative decline in
Indiana are those corresponding to the relative market shares for
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finished and semi-finished manufactures and those relating to backward
linkages. Growth of a market sparks a process of import substitution
that works through backward linkages to bring a host of related
manufacturing nearer to the market. This process is accelerated by an
increase in the cost of distributing semi-finished and finished goods due
to an increase in energy prices. There is no simple way to correct this
problem for 1972. For this reason the coefficients of the 1972
regressions suffer from a missing variable bias. The residuals from the
regressions from 1972 to 1977 include the influence of the missing
market shares. The residuals were added to the regressions for 1977 to
1982 to remove the missing variable bias.
The basic empirical model used is of the form:

dPg EP, EdP, dP|
WCi=FG V" "au rauMS

where:
dPg ) i .
au = geographic variance in energy costs;
EPg . .
vV = total energy expenditure as a fraction of value added ;
EdPg . . : :
du = potential energy cost saving from a change in location;
dP o
o = geographic variance in labor costs; and

MS = market share variable used for 1977 to 1982 only.

The data used are a mixture of three and four digit SIC code
industries and, as such, aggregate over firms of a wide variety of sizes.
The resulting industries are also of widely differing sizes. Therefore,
absolute levels of employment and energy are used. For this reason,
three dependent variables were used: the actual differential shift (Cij);
the shift relative to the size of the industry in the state in the base year
(Cii/E;;); and the log of the odds of the probability of a negative
differential shift for Indiana or the probability of a positive differential
shift for Texas. The use of the log of the odds (log(P/(1-P))) provides a
variable that runs continuously from negative infinity to positive infinity
as P moves from zero to one. This makes it possible to use the
maximum likelihood technique logit to obtain regression coefficients for
the variables likely to affect that probability. Use of the log-odds
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dependent variables also sets the weakest condition for finding
significant explanatory power. The latter two models provide a means of
compensating for differences in the absolute sizes of shifts caused by
differences in industry size.

The 1972-1977 and 1977-1982 periods were treated separately for
part of the empirical work because beginning and end period categories
for data on relative labor and energy costs by industry differed for the
two periods. In addition, Texas and Indiana have radically different
manutfacturing sectors—data available for an industry in one state
would be suppressed or bracketed for disclosure reasons in the other.
For example, the ratio of costs per BTU in power and heat used for
explaining the 1977 to 1982 differential shifts were derived from the
1977 Census of Manufacturing. These ratios could be defined for 57
industry categories for Indiana, but for only 48 categories for Texas and
Indiana simultaneously. The number of observations for each of the
tested equations is determined by the variables used and is noted
separately for each equation.

The following models were tested for the period 1977 to 1982:

(5) Cij=Bo + B1Xqj+ B2X2j + B3X3j + B4Xs; + BsXgi
(6) Cjj=PBg + P7Xoi + BgXgj + BoX4j + B10Xs; + B11Xs;
(7) Gi/Ejj = B12+ B13X1j + B14Xoj + B15X3; + B16X5i + B17Xs;
(8) CifEjj=B1g + B19Xpj + BooXaj + Bo1X4j + BooXsi + Bo3Xg;
©) 'n(%) = B24 + BosXqj+ BogXpj + Bo7X3i + BogXs; + BogXs;
(10) 'n(%) = B30 + B31Xoi + B32Xg; + BazX4j + BasXs; + BagXei
where:

P;= probability that C;j <0;

X4j= Indiana cost per BTU divided by the U.S. average cost per BTU
for the ith industry (Pyn/Pius)

Xoj= Fuel costs as a fraction of value added in Indiana
((PiIN ™ BiIN)/VAiIN);

Xgj= the ratio of Indiana payroll costs per employee to Texas payroll
costs (LyN /LiTEX):
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X4i= Indiana cost per BTU divided by the Texas cost per BTU
(PiN /PiTEX);

Xsi=  ((PiIN " BjIN) * (PCgne/PCwne - 1)), an index of potential
energy cost saving to the ith industry of moving from Indiana to
Texas. PCgpc and PCy, ¢ are the East North Central and West
South Central prices for a kilowatt of commercial power in
January 1971; and

Xgi= the residuals from the corresponding regression from 1972 to
1977 used as a proxy variable for relative market shares in the
regressions from 1977 to 1982.

The expected signs of the constant terms, B, Bg, and B12, which
represent inertia are positive. The expected signs of the regression
coefficients are positive for B13, Bos, Bog. B27. B2g. B31. B3o, B3z and
B34; ambiguous for the coefficients of Xgj; and negative for the
remaining coefficients. A weak argument can be made that the
coefficients for Xg; are positive for equations (5), (6), (7), and (8) and
negative for equations (9) and (10). These residuals, if positive, may be
capturing the effect of locational factors favorable to Indiana. If those
conditions remain favorable, positive values of the residual should
correlate positively with the competitive shift.

With some modifications, the same models were used to study the
differential shift of industry into Texas. The variables used for Texas
were X7 = ratio of cost per BTU in Texas to the U.S. average cost
(coefficients expected to be negative), Xg = the average U.S. ratio of
energy expenditures to value added (coefficients expected to be
positive), Xg = the U.S. average cost per BTU (coefficients expected to
be positive), and X1 ¢ = the ratio of Texas payroll cost per employse to
the U.S. average payroll cost per employee (coefficients expected to be
negative). Xg is the residual from 1972 to 1977 used as an independent
variable from 1977 to 1982 to remove missing variable bias. Energy
prices and expenditures and labor costs for Texas were measured
against U.S. averages, as firms could move to Texas from any location.
Because most of the competitive shifts for Texas were positive, the
logit models used Prob(C;; > 0) as the dependent variable.

The models that yielded significant results are shown in Table 4.
Models that included both X5 and X5 were characterized by extreme
multicollinearity (condition indices greater than 1000). When X is
excluded from the model ,multicollinearity is lessened but still in the
moderate range (condition indices between 100 and 250).
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Results

In the models tested, energy cost and labor cost differentials do
not appear to explain much of the shift of manufacturing from Indiana.
If one accepts the argument that the residuals for the 1972 to 1977
regressions capture location pulls not represented in the other
variables, then these residuals (represented in each equation as Xg)
consistently enter with the correct sign and significance at the 0.10
level or better. Thus, the presence of this variable should significantly
reduce any bias due to missing variables. With few exceptions, all of
the other significant coefficients for the Indiana equations in Table 4
have the wrong sign. One of the exceptions is of interest, however. In
the variant of equation (6) with X4 omitted, the potential savings
variable (X5) has both the correct sign and is significant at the 0.01
level.

The logit models (equations (9) and (10)) constitute the least
stringent test of the hypotheses that industry shifts were occurring in
response to relative energy prices and were concentrated among
energy-intensive firms. These models require only that the log odds of
an adverse differential shift be positively correlated with higher relative
energy prices or energy intensities, i.e., that Bog and Bog (in equation
(9)) or B3¢ and Bag (in equation (10)) be positive. In these equations,
the signs of the coefficients for Xg are expected to be negative; this is
confirmed in both logit models. The only other variable that has the
expected sign is the ratio of energy costs in Indiana to costs in Texas
(X4), and its coefficient is not statistically significant. These results
indicate that neither energy costs nor energy's relative share of value
added played a large role in the adverse differential shifts of industry
from Indiana in the period studied.

An examination of Tables 2 and 5 gives some insight into these
results. First, Indiana's energy costs are not particularly high relative
to either the United States average or to Texas. Few industries with
negative shifts in Indiana had higher costs per BTU used than did the
corresponding industry in Texas. Second, from 1972 to 1977, the
average manufacturing industry suffered a negative differential shift
of 480 jobs. Those industries with higher than average labor and
energy costs, however, suffered relatively small losses and, in the
case of basic steel and several other energy-intensive activities, saw
significant positive shifts.

The results for Texas are intriguing. The amount of variance
explained was consistently higher than the variance explained for the
equivalent model for Indiana, but the signs were also frequently
wrong. In the OLS regressions, relative energy costs per BTU (X7),
relative labor costs (X4g), and energy costs as a fraction of value
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added (Xg) always enter with the wrong sign, regardless of whether
the prior residuals are included in the regressions. Although not
significant, relative labor costs enter with the correct sign in logit
equations. The national average cost per BTU enters correctly and
significantly in OLS models, however, suggesting that higher energy
cost manufacturing activities found Texas attractive relative to the
nation as a whole.

Rerunning all of the models with either total employment changes
or the probability of a negative (for Indiana) or positive change (for
Texas) in total employment rather than a positive differential shift as
the dependent variable did not change the results (for either state).

The results in this paper are, as indicated earlier, subject to the
limitations imposed by the nature of the data available through public
sources. Suppression of data under disclosure rules meant the loss
of much detail in creating a consistent set of industries for Indiana
and Texas. Some of the unique features of their economies were lost.
Nonetheless, it seems clear from these data that there is little
evidence that energy price differentials accounted for much of the
adverse differential shift in manufacturing employment experienced
by Indiana between 1972 and 1977. The data in Table 5 suggest that
Indiana was not an unambiguously high energy cost state compared
with either the U.S. or with Texas. Nor does it appear that Texas was
attracting manufacturing plants that were seeking only to lower
energy costs. The fact that the relative labor costs consistently
entered with the wrong sign is mysterious. Texas was clearly a lower
labor cost state compared to Indiana and to the U.S. average. It may
be that these lower labor costs were attracting manufacturing, but
that the relative degrees of labor cheapness were not important. This
would be the case if manufacturing industries with reiatively higher
labor costs were also the most mobile.

Perhaps the most important missing variables for measuring the
relative growth of manufacturing in Texas are those corresponding to
the growth of Texas as a market for finished and semi-finished
manufactures and those relating to backward linkages. Inclusion of the
residual variables for 1977 through 1982 can only partially compensate
for these variables by reducing missing variable bias. That the
coefficients of these residuals were often significant with the expected
sign indicates that a historical process with some momentum before the
oil shocks accounts for a significant proportion of both the adverse
shifts suffered by Indiana and gains of Texas. This study makes clear
that energy cost and labor cost differentials by themselves did not have
the explanatory power for employment shifts presupposed by the public
or by the impressionistic studies of the Snowbelt-to-Sunbelt shift of
economic activity that dominated earlier discussion of regional
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manufacturing policy. These resuits reinforce the findings of Pfister [13]
and suggest that most movement of industry based on regional
differentials in energy costs had occurred prior to the increase in the
level of energy prices in 1973.
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Table 3
A. Summaries of Shift-Share Resuits

197210 1977 1977 to 1982
Indiana
Share Growth 24,613 -45,446
Competitive Shift -27.414 -71,154
Texas
Share Growth 22,179 -4,674
Competitive Shift 106,421 163,874

Share Growth = National Effect + Industrial Mix Effect

B. Competitive Shift Patterns for Manufacturing Empioyment*

Indiana
1972 t0 1977
Positive Negative Zero Total
1977  Positive 15 17 1 33
to Negative 40 37 0 77
1982  Zero 0 0 0 0
Total 55 54 1 110
Texas
197210 1977
Positive Negative Zero Total
1977  Positive 52 14 0 68
to Negative 11 4 0 15
1982  Zero 0 0 0] 0
Total 63 18 0 81

*Entries are counts of industries with each sign combination for the
competitive shift
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Table 4
Results of Regression Analyses

Indiana

C72=-5.108 + 3.762X2 + 3.276X3 + 0.794X4
(1.651)  {(2.075)™ (0.795)

R2=0.0833 F(3,44) =2.424* (N=48)

C77 =-5.360 + 8.621X2 + 2.941X3 + 0.065X4 + 0.755Xg
(2.141) (1.054)  (0.036) (2.832)*

R2 = .1703 F(4,43) = 3.413* (N=48)

C77=-4.07 + 5.487X2 + 1.79X3 - 0.015X5 + 0.535X¢g
(1.42) (0.699) (-3.284)** (2.036)

R2=0269 F(4,43)=5.33" (N=48)

LO(C77 < 0) = 3.726 - 6.347X2 - 1.580X3 + 0.258X4 - 0.752Xg
(1.783) (0.507) (0.142) (1.887)"

M-RZ = 0.1574 (N=48)
Likelihood Ratio Test = 8.222* 4 degrees of freedom

C72 = -2.663 - 0.510X1 + 4.086X2 + 2.169X3
(0.424)  (1.877)* (1.550)

R2=0.0484 F(3,53)=1.950 (N=57)

C77 = -4.263 - 0.671X1 + 8.182X2 + 2.786X3 + 0.736Xg
(0.326) (2.195)* (1.166) (3.128)"

R2=0.1742 F(4,52) = 3.953* (N=57)

LO(C77 <0) =3.833 - 0.514X4 - 4.791X2 - 1.639X3 - 0.550Xg
(-0.251) (-1.504)* (-0.682) (-1.861)

M-R2=0.112 (N=57)
Likelihood Ratio Test = 6.738* 4 degrees of freedom
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Table 4 (continued)
Results of Regression Analyses

Texas

C72 = -19.542 + 11.208X7 - 7.615Xg + 11.777X10
(3.006)* (1.211)  (1.899)*

R%=.1471 F(3,43)=3.644" (N=47)

C77 =-19.542 + 10.147X7 - 14.178Xg + 14.287X1p
(2.562y™ (2.078)" (2.122)**

R2 =0.1348 F(3,43) = 3.388** (N=47)

C77 =-19.542 + 10.147X7 - 14.178Xg + 14.287X10 + 0.819Xg
(3.861)™ (3.133) (3.198)™*  (7.461)"

R2-0.6191 F(3,43)=19.69" (N=47)

C77 =-7.508 +1.862Xg + 0.8139Xg + 7.342X410 + 0.9031Xg
(0.490) (2.857) (3.137y* (11.971)*

R2=0.6676 F(4,76)=41.18" (N=81)

LO(C77 > 0) = 6.606 + 0.209X7 - 3.762Xg - 5.044X{0 + 0.208Xg
(0.083) (0911) (1.070)  (1.218)

M-R2-0113 (N=47)
Likelihood Ratio Test = 5.626 4 degrees of freedom

* denotes t-statistics significant at the 10 percent level

** denotes t-statistics significant at the 5 percent level

C72 and C77 are the differential shifts for 1972 through 1977 and 1977
to 1982, respectively, measured in thousands, LO(C77 < 0) is the log of
the odds tBat the 1977 to 1982 differential shift is ne?v?tiv? etc.,
reported R<s are adjusted for degrees of freedom and M-RZ is the
Maddala measure of prediction success for the LOGIT models
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