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Abstract

The agricultural sectors of Kazakhstan and Gernzaiayat different development levels. One
possible explanation for this might be the différamvestment behavior of farmers. We
experimentally analyze whether the investment bieinasf farmers is consistent with the
normative benchmarks of the net present value rimiteor the real options approach.
Furthermore, we experimentally compare the investneehavior of farmers in the two
countries in an agricultural and a non-agricultur@atment. In addition, farmers were
confronted with the two treatments in a differerdey. Our results show that both theories
cannot exactly predict the investment behavioraofmiers. Farmers invest later than the net
present value criterion suggests and earlier thamdal options approach suggests. However,
German farmers invest later than Kazakhstani fasmetich mean that the investment
behavior of German farmers is closer to the supegal options approach. Therefore, the
different investment behavior might partly be aplaration for different development levels
of the agricultural sectors of the two countrieorbbver, results are independent from the
framing of an agricultural and a non-agriculturabtment. However, farmers learn from their
former investment decisions and consider the vafweaiting over time.

Keywords: Experimental Economics, Investment Timing, Real i@, Kazakhstan,
Germany

JEL classification: C91, D03, D81, D92



1. Introduction

Kazakhstan and Germany are two representative drarfgr a transforming country
and a Western industrialized country, respectivehe agricultural sectors of Kazakhstan and
Germany are at different development levels. Thit tan be substantiated by comparing
some indicators: The added value per labor of tleaKhstani agricultural sector equals
$2,033, while the added value per labor of the Geragricultural sector is $31,659 (World
Bank, 2011a). The average yield of cereals is 1Ry#ectare in Kazakhstan and 7,201
kg/hectare in Germany (World Bank, 2011b). An agerannual milk productivity of cows
amounts to 2,241 kg/cow in Kazakhstan and to 6,Bg&ow in Germany (Food and
Agriculture Organization of the U.N., 2011).

There are several explanation concepts for theeafentioned differences. First,
Kazakhstan and Germany are situated in two geographdifferent locations with diverse
weather conditions. Kazakhstan has an extremermnttll type of climate with an average
annual rainfall of 400 mm, while Germany has a nnatge continental climate with an
average annual rainfall of 770 mm. That meansttietand fertility in Germany is positively
affected by high soil moisture as well as mild vieatconditions. Second, the two countries
have a different political and economic situatidestern Germany is considered to be a
country with the predictable and stable economyiclwvihas not experienced shocks since
World War 1l. In contrast, Kazakhstan declaredntiependence only 20 years ago, as a result
of the dissolution of the Soviet Union. Althougletbountry has launched significant reforms
during a short period of time, it still has a ralaty young market economy in which some
mechanisms still are not effectively adjusted.

A further explanation for the observed discrepabetyween the development levels of
the agricultural sectors of the two countries mightthe different investment behavior of
farmers. Investment decisions play an importardg noleconomic development and growth of
an agricultural sector. The production volume, empient rate, structural changes, and the
dynamics of business cycles in agriculture arerdeted to a great extent by the investment
decisions of farmers. Kazakhstani and German fanoeuld be intuitively guided by
different approaches when valuing investment decssi The net present value (NPV) is a
very common and simple approach for valuing investitdecisions (Mathews and Short,
2001; Vanhoucke et al.,, 2001). According to thiprapch, the value of the investment
corresponds to its NPV, which is the differencewssin the present value of the expected
incremental cash flows and the investment costs. dpjproach recommends conducting an

investment if its NPV is positive. Another comparaly new framework is the real options



approach (ROA) (Hyde et al., 2003; Seo et al., 26@8lerson and Zou, 2009; Richards et al.,
2009). From a normative point of view, the ROA isrm advantageous for the valuation of
investment decisions than the NPV. The ROA asskeatsan investor might increase returns
by postponing an irreversible investment decisiwtdad of realizing the investment instantly
even if it has a positive NPV. The ROA states thate might be an advantage in waiting to
invest until the uncertainty on the future retutmss cleared up since new information
regarding the investment returns might occur. Aglas the investment has not been realized,
the investor has the flexibility to reject the isttment in the case of “bad news” (Dixit and
Pindyck, 1994, p. 6). Carrying out the investmekitls” the investment option. The lost
option value has to be included in the investmest and has to be covered by the expected
cash flows from the investment. That means, contpéwethe NPV, the ROA requires a
higher performance of the investment in order tweptan investment decision. In the context
of our study, we suppose that German farmers are tikely to take into account the value
of waiting than Kazakhstani farmers when makingestment decisions. Therefore, German
farmers are more likely to make optimal investmdatisions resulting in more effective
investments. This might partly contribute to thghwar level of the development of the
agricultural sector than it can be observed in Khgtan.

Although the benefits of real options have beersgméed by theoretical studies, it is
not certain if investors make investment decisiomsaccordance with the ROA or the
traditional NPV approach. There are econometriaietu regarding the analysis of the
investment behavior (O’'Brien et al., 2003; Hinrigtsal., 2008). The observation of farmers’
investment decisions might be of little use in tbantext since investment decisions for a
capital intensive object (such as a cow barn orogds plant) are relatively rare in the
agricultural business (Gardebroeck and Oude Lan20@8). Moreover, basic conditions like
financial resources differ among farms (Wale et2005; Joshi and Pandey, 2006). Hence, it
iIs hardly possible to draw meaningful conclusionsmf econometric analyses regarding
investment behavior. An experimental analysis @f ithvestment behavior of entrepreneurs
could be used to avoid these problems.

An advantage of laboratory experiments is that tieg the researcher the possibility
to collect the data under controlled conditions.ekperiment can be designed in a way that it
allows the researcher to change desired varialidshald the other variables permanent. A
review of the existing literature shows that, intesmpf its relevance, experimental studies on
the investment behavior are still scarce. Rauclis\&iilinger (1996) were among the first

who experimentally investigated the effects of tROA. They tried to identify how



irreversibility of choices influences the investrhdrehavior of subjects under uncertainty.
Howell and Jagle (1997) asked skilful managers aluer a set of real options parameters
encountered in their workplaces. The options weakiad irregularly and optimistically.
Yavas and Sirmans (2005) used an experimental melibgy to test the optimal timing of an
investment and found that participants invest eatlhan predicted by the ROA. However,
when participants competed with each other foritjiet to invest, their willingness to pay for
an investment opportunity reflected an option val@prea et al. (2009) examined in
experimental settings whether the optimal exeroide wait options can be closely
approximated if a subject has the opportunity tarrdefrom personal experience. Denison
(2009) analyzed whether the application of the R®Acapital budgeting reduces the
tendency of decision makers to continue a projéetr ancurring losses. In a recent study,
Sandri et al. (2010) carried out an experiment witdents and high-tech entrepreneurs to
test the applicability of the ROA for decisionséxit a business. All these aforementioned
studies mainly focus on the investment behaviostaflents and entrepreneurs in Western
industrialized countries and they do not compareitivestment behavior of individuals in
Western industrialized and transforming countriestill remains widely open to what extent
the results of the experiments investigating theestment behavior of entrepreneurs in
Western industrialized countries are applicablertwepreneurs in transforming countries.
Hence, the objectiveof our study is to experimentally examine the inrent
behavior of Kazakhstani and German farmers. To eaehithis objective, we run an
experiment on repeatedly ongoing investment oppdrés in an agricultural and in a non-
agricultural treatment. Within each repetitionnars should decide to postpone or realize an
investment. As the investment behavior could béuarfced by the decision makers’ risk
attitudes (Knight et al., 2003), an additional expent based on a Holt and Laury lottery
(HLL) is carried out (Holt and Laury, 2002). We &z whether the investment behavior of
farmers is consistent with the NPV or the ROA. Attier objective of our study is to test
whether the investment behavior of German farmsrgloser to the optimal investment
behavior predicted by the ROA than those of Kazkhidarmers. We also test the presence
of a learning effect in the investment behaviofasfers. In particular, we analyze if farmers
learn from their experience during the experimemt smvest more in accordance to the ROA
over the repetitions. In addition, we define farmapecific variables and factors causing
cognitive bias related to the design of the expentnwhich might influence the investment
behavior of Kazakhstani and German farmers. Infidm@ework of factors causing cognitive

bias, we test whether the framing of an investn&atment (agricultural vs. non-agricultural



investment context) and the order how farmers ardronted with the treatments have an
influence on their investment behavior. We suppibed this comparative study could be

interesting for readers considering the fact thazakhstan grew up in a centrally planned
administrative economy and West Germany in a maskehted environment. Furthermore,

as stated by Gardebroek and Oude Lansink (2004 ,nécessary to understand investment
decisions at the farm level to be able to analyzectural developments in farming.

The study closest to ours is Sandri et al. (2010p vexperimentally analyzed a
disinvestment problem. However, our study signiftba differs from their study. First, we
focus on investment decisions instead of disinvestnalecisions. Second, our experimental
subjects are farmers. Third, to derive our norngatbenchmark, we do not assume risk
neutrality of decision makers. Rather individuagkripropensity is explicitly taken into
account when determining the normative benchmarknfeestment decisions. Finally, to our
knowledge, this is the first study which experinadiyt compares investment behavior
between decision makers in transforming and Westelustrialized countries.

Section 2 presents the derivation of hypothesestid®e3 describes the experimental
settings, while Section 4 shows how normative beratks were calculated. In section 5,
descriptive statistics and the approach to datdysisaare presented. The results of the
experiments are discussed in Section 6. Finaleyptper ends with conclusions (Section 7).

2. Derivation of hypotheses and theoretical background

The classical investment theory has been frequersthd for valuing the investment
behavior of entrepreneurs (Singh et al., 2010; Wal.e 2010). It suggests that investment
should be realized immediately as soon as its N&X¥ g positive value; otherwise it must be
cancelled. In contrast to the NPV approach, the Rstses that the investor may increase
profits by deferring an investment decision inste&dealizing the investment immediately,
even if the NPV is positive. The value of deferriag investment decision is especially
pronounced if investment is at least partially sonkrreversible and the expected returns of
the investment are uncertain (Pindyck, 1991). WAeninvestor carries out the investment
she or he loses the option to wait for new inforomgt which might have changed the
investment decision. This lost option value habadncluded in the investment cost and has
to be covered by the expected investment returrss.aAresult, this requires a higher
investment trigger than that suggested by the N&¢ m order to make an investment
decision (Dixit and Pindyck, 1994, p. 6-7).



In the following, we describe an investment sitoiatio derive the NPV and the ROA
related hypotheses. Imagine the rational farmeg plans to invest in land. The investment
can be realized only once - either immediatelyt ean be deferred up to one period. The cost
of the investment is fixed at 100,000 and must be paid immediatetgrafealizing the
investment. The costs of the investment are comlglsunken once it has been implemented.
The future development of the present value ofitivestment returns paid out one period
after implementation is uncertain and modeled bynamial approximation of the arithmetic
Brownian process in discrete time. We assume tmatpresent value of an investment in
period 0 isv,=120,000, whereas the present value in period [lciwdnge. With probability
p =50%, the present value in period 1 will rise lby¥20,000, and with probabilit§ - p, it

will fall by h. In period 2, the present value can take the \iofig values:v, + 2[h with
probability p*; V, —2[h with probability (1- p)*; andV, with probability 2(p [fL- p). The
question arises under which conditions this hypothkeinvestment should be realized.
To answer this question the value of the investnogpiortunity has to be calculated.

The value of an investmerit according to the NPV rule can be calculated deva:

F =maXE(NPV)0). (1)
where

E(NPV) =((pL(v, +h)+ A= p) [V, =h))(q) -
E([)] indicates the expectation operator agd =1/1+r*) is a discount factor and *

denotes the risk-adjusted discount rate. In themgka we assume a risk neutral decision
maker with a risk-adjusted discount rate equalhi® tisk-free interest rate of 10%. That

means for our example:

E(NPV,) = (( 050020000+ 20000) + (1- 05)({120000- 20000))[1.1™*)-100000
= 9091

But how high must the present value be to inducendas to invest? To answer this

question it is necessary to calculate the investrirggger, which is the critical present value

of the investment returns that initiates the inwvesit. The investment trigge\?0 can be

derived by equating the expected present valubefrtvestment returns defined in equation

(1) and the investment cost
V, =h-20ph+I [ 2)

That means for our example:



\70 = 20000-2[052@00+10000011=11000C
The optimal investment behavior changes if it ketainto account that the decision to
invest can be postponed up to one period. The postpent of the investment decision is
valuable since new information about the expectedgnt value may become available in the
subsequent period. A rational decision maker wanlly invest immediately if the current
expected NPV is higher than the discounted expddfd of investing one period later. The

value of an investmerf according to the ROA is defined as follows:

F =maX{E(NPV);E(NPY) ), 3)
where

E(NPV) = (pL((p((y, +2[h) + - p) (v, +h=h) [q" =1 )+ @~ p)L0)iq™
The first term on the right-hand side of equati8h ié the expected NPV in period 0. The
second term is the discounted expected NPV of tmg®ne period later. For our example
this means the following:

E(NPV,) = (05[(( 05l 120000+ 21 20000) + (L- 05)[ 120000+ 20000— 20000))

[1.17* - 100000)+ (1- 0.5)[0)(1.17" = 12397

If we wait one period before deciding whether taeist in farmland or not, the discounted
expected value of the NPV in period 1 is 12,397erehs, the expected value of the NPV in

period 0 is 9,091. Therefore, in our example, itlesarly better to wait one period instead of

investing immediately. We receive the investmeig’gEr\—/; by equating (1) and (3):

\Z):qm—ZEpmm+lm2+2Ep2[ﬂ1—pEllm @)
a-p

That means for our example:

V. = 1.1020000- 2 [0,51.1[120000+1000001.1* + 2 [05° [120000—- 051000001.1
e
1.1-05

=126667

The investment trigger following the NPV differofn the investment trigger following the
ROA. The difference between the two triggers ametmt

~ plh _ 05020000
V, -V, = = = 16667
° % g-p 11-05 % (5)

It can be seen that, is smaller tharV,, as long asp > 0. Against this background, we can

formulate the following hypotheses:
Hypothesis H1 “NPV conformity"The investment behavior of farmers is consisaéttit the
NPV.



Hypothesis H2 “ROA conformity"The investment behavior of farmers is consistetit the

ROA.

As already mentioned in the introduction, differetd¢velopment levels of the
agricultural sectors of Kazakhstan and Germany trighexplained by different investment
behavior of farmers in the two countries. It is gibke that German farmers are more likely to
take into account the content of the ROA than Khz&dni farmers when making investment
decisions. Therefore, we want to test the followlygothesis:

Hypothesis H3 “country differences”: The investmbehavior of German farmers is closer

to the optimal investment behavior predicted byRIA than those of Kazakhstani farmers.

In reality, entrepreneurs tend to perform variopsrations repeatedly. During these
repetitions they are learning from their previougerience, which helps them to make
optimal decisions. This phenomenon was studieddasdribed by Brennan (1998), Oprea et
al. (2009) and Gilbert and Harris (1981) with refere to investment decisions. In our
experiment, farmers deal with repeating investnogmortunities and we test the presence of
a learning effect in the investment behavior ofrfars. In particular, we test the following
hypothesis:

Hypothesis H4 “learning effect” With increasing number of repetitions the investm

behavior of farmers will approximate to the optimavestment behavior predicted by the

ROA.

Farmer-specific variables also could have a consiide impact on the investment
behavior of farmers. Thereforeyrfifth hypothesis is:

Hypothesis H5 “farmer-specific variables”: Farmepscific variables have a significant

influence on the investment behavior of farmers.

We focus on nine farmer-specific variables, whick selected from the literature
related to investment behaviofhey are reputed to have an influence on the tnvast
behavior of farmers:

. The variable “farm size” measures the size of aabhd of a farm. Savastano and
Scandizzo (2009) found out that the larger the &rmpresent use of land is, the
higher is the threshold value of the revenue pestane to justify further land
development. That means the larger the size oinadigand is, the later is the time at
which the farmer exercises the option to invesh@&w land. The positive relation
between land size and the threshold value was iegoldy the fact that larger size of

farmland is associated with decreasing return &besand increasing uncertainty. We



expect that the variable “farm size” will lead toetprolongation of the investment
period of farmers.

The variable “farm type” is accounted for a ser@dsbinary variables for farm
specialty. The farm type variable has a value @ricrop producing farms and 0O for
farms specializing in animal husbandry, fodder piaichn, processing of agricultural
products and other types of agricultural activilyBrien et al. (2003) stated that entry
into some target industries requires more irreb&sinvestments compared to other
industries. Subsequently, they argue that as thed & irreversibility of investments
required to enter an industry increases, unceytavilt have a stronger negative effect
on entry. We consider that crop producing farms &8s assets with irreversible costs
than other types of farms. Therefore, we expedtdha producing farms will invest
earlier than non-crop producing farms.

A study by Gardebroek and Oude Lansink (2004) fotingt age reduces the
willingness of farmers to invest. The older farmerwilling to invest only if the
marginal benefits of the investment are high. i phesent study, we therefore expect
that older farmers will invest later than youngarniers because they are more
reluctant to make investments.

The dummy variable “gender” is used as an indepandariable because prior
research on gender showed that women make morergatige investment decisions
(Bajtelsmit and VanDerhei, 1997; Jianakoplos andhBgek, 1998; Coleman, 2003).
Based on that, we expect that female farmers ame metuctant to make investment
decisions and, therefore, will invest later tharenfarmers.

Considering the level of the education of farmess distinguish between the
variables “higher education” and “economic educdtiolhe first variable indicates
whether or not the farmer has higher education)entie second variable indicates
whether or not the farmer holds a degree in an @uogrrelated subject. Managers
with higher education and with a degree in a bssfrelated subject estimate the
value of a real option, and, therefore, the valligvaiting higher than those who do
not have higher education (Howell and Jagle, 19®figrefore, we expect that farmers
with higher education and with economic educatiofi wvest later than other
farmers.

The variable “family size” indicates the number family members of the farmer.

Lewellen et al. (1977) found that investors withnypaependents stick to conservative

10



investment behavior. Based on their study we exgiettthe larger the family of the
farmer is the later she or he will invest.

. The variable “farmer’s income type” is a dummy &hle that measures whether or
not farming is a principal income for the farmedesina et al. (2000) suggested that
an additional non-agricultural income may allowniars to meet capital costs for
technology implementation, which increase the iil@d to adopt new technology.
Therefore, we expect that farmers with a principglome from farming are more
reluctant to invest due to financial restrictiomgiich will lead to later investment
timing.

. The variable “HLL value” is a person-specific me&sof the risk preferences and
equals to the number of safe choices made by farahering the HLL experiment.
Higher values of HLL correspond to a more risk-geedecision maker. Kroll and
Viskusi (2011) argue that risk-averse responderdg&emess investment decisions.
This could also be considered as the manifestadfomvestment reluctance. We
expect that the higher level of individual risk-esien will lead to later investment
decisions
The investment behavior of farmers during the expent might be biased by the

design of the experiment. In order to control thieseses, we derive two hypotheses. Firstly,

we pay attention to a framing effect based on thalirfigs in other studies. They
experimentally demonstrated that participants amenfattached” to a project, which is
described in terms that are more familiar to théetfman and Sujan, 1987; Cronk and

Wasielewski, 2008). In our study, we suppose thatremtment describing farmland

investment will be closer to the perception of farmithan a treatment describing investment

in a coin tossing game. Subsequently, we expettfainamers will show different investment
behavior depending on the framing of a treatmentisT our sixth hypothesis is:

Hypothesis H6 “framing effect’Farmers demonstrate different investment behawithey

are confronted with an agricultural or a non-agrlawral investment treatment.

Secondly, responses given in a series of questindgreatments often depend on the

order in which these questions and treatments r@&septed to a respondent (Perreault, 1975-

6; Macfie et al., 1989; Legrenzi et al., 1993). Miiespect to our study that means that the

order in which farmers are confronted with botratneents might influence their investment

decision behavior. Therefore, we formulate our tagtothesis as follows:

11



Hypothesis H7 “order effect’Farmers demonstrate different investment behasgepending
on the order how they are confronted with an adtimal and a non-agricultural investment

treatment.

3. Experimental setting

The experiment consisted of three parts. The fiatt described two investment
treatments stylizing an agricultural and a non@gtural option to invest. In the second part,
a HLL experiment was conducted in order to elicé tisk attitudes of farmers. The final part
was a questionnaire gathering data about the slmimegraphic characteristics of
participants. There was no time constrain for pgoéints in the experiment. Participants spent
on average about 45 minutes for completing the rexeat.

The first part was carried out in two treatmentffedng in the framing. In an
agricultural investment treatment, participants tiael hypothetical possibility to invest in
farmland. We chose farmland as an exemplary invastiobject because it is a major input in
world agriculture (Schmitz and Just, 2003, p. 58) sgherefore we expected that farmers
might be more “attached” to it. In a non-agricudtutreatment, participants were given the
hypothetical possibility to purchase the right &otipate in a coin tossing game. The order
in which participants were confronted with the tme@nts was randomly determined. Each
participant was confronted with ten (individualhdmmly determined paths of the binomial
tree for each treatment. The entire binomial trems wewly determined by a random
mechanism. Hence, over the course of the entirerempnt, each respondent was confronted
with 20 potentially different, randomly determinpdths of the binomial tree. Apart from the
different wording of the investment treatments, tierameters in the experiment (initial
outlay, interest rate, standard deviation of refuetic.) were the same. Participants were
informed about all parameters before the experingtatted. To ensure that participants
understood the instructions, they had to answerescomtrol questions before the incentive
compatible part of the real options experimenttsthr Furthermore, a trial round gave

participants the opportunity to become acquaintid thie experiment.
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The design of the real options experiment empldiednodel outlined in the previous
section. Within each repetition, respondents calddide to take part an ongoing investment
opportunity in one of ten periods. In every repeitif participants started the experiment with
a deposit of 100,000 points. The initial investmeutiay was also 100,000 points. According
to a binomial approximation of an arithmetic Broamiprocess in discrete time, the returns
evolved stochastically over ten periods with ndtdrut with a standard deviation of 20,000
points. The probability that the returns increasel@crease for 20,000 points equaled 50%.
The return in period 0 was always 100,000 pointse Tisk-free interest rate was fixed at
10%. The binomial tree of potential returns in figd with their associated probabilities of
occurrence was displayed on a screen and accoydidgisted.

Participants had three possibilities: First, pgytats could pay the initial outlay of
100,000 points in period 0 and receive the returpeayiod 1. Second, participants could
decide to postpone the investment decision untibge. Third, participants could invest in
none of 10 periods and save the initial outlay@d,000 points.

If participants realized the investment in periodtidey paid the initial outlay of
100,000 points and acquired 120,000 points or &nts with probability 50% in period
1, and the first repetition ended. In an agricatureatment, the return could be seen as the
present value of an investment which participaogict earn in the respective periods. The

return corresponded to the present value of thesgmargin, which could be achieved during

Period 0 Period 1 Period 2 Period 3 H Period 4 Period 5 H Periofl \ Period 7 Period 8 \ Period 9 H Period 10
300
280 vy
260 = 260
240 (0.39%) 240 (0.98%)
220 (L) 220 Lors) 220
200 (1.56%) 200 (3.13%) 200 (4.39%)
180 (3.13%) 180 (5.47%) 180 (7.03%) 180
160 (6.25%) 160 (9.38%) 160 (10.94%) 160 (11.72%)
140 (12.5%) 140 (15.63%) 140 (16.41%) 140 (16.41%) 140
55 (25%) 120 (25%) 10 (23.44%) 120 (21.88%) 120 (20.51%)
(50%) 100 (37.5%) 100 (31.25%) 100 (27.34%) 100 (24.61%) 100
80 (50%) 80 (37.5%) 80 (31.25%) 80 (27.34%) 80 (24.61%)
50% 37.5% 31.25% 27.34% 24.61%
60 60 60 60 60
25% 25% 23.44% 21.88% 20.51%
40 40 40 40
(12.5%) 20 (15.63%) 20 (16.41%) 20 (16.41%) 20
(6.25%) 0 (9.38%) 0 (10.94%) 0 (11.72%)
(3.13%) 20 (5.47%) 20 (7.03%) 20
(1.56%) 40 (3.13%) 40 (4.39%)
(0.78%) -60 (1.76%) -60
(0.39%) -80 (0.98%)
(0.2%) 100
(0.1%)

Figure 1. Binomial tree of potential investment returns
Notes: 1. The associated probabilities of occurrencdratieated in parentheses.
2. The investment returns are given in thousandtpoi
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an infinite useful lifetime of the investment oljeMoreover, it was assumed that the gross
margin observed at the period after the investnrealisation was guaranteed by an
appropriate insurance during the entire usefutifife. That means that the risk-free interest
rate is the appropriate discount rate for detemmginthe present value of the investment
returns. This assumption of an infinite usefultlifee was described by Dixit and Pindyck
(1994) (see the two-period example in Section Deré&fore, a gross margin of e.g.
12,000 points per period resulted in a presentevaful 20,000 points, while a gross margin of
e.g. 8,000 points per period resulted in a pregaioie of 80,000 points. If the investment was
made in period 0, the cells of the tree in theolwlhg periods were deactivated. In case
participants did not invest in period O, they facaghin with the investment decision in
period 1. It was randomly determined if the returmperiod 2 increased or decreased starting
from the value of period 1. Potential return depebents, which were not relevant anymore,
were suppressed and probabilities for future pregalues were updated. This process was
repeated until expiration of the investment opiioperiod 9. The deposit and the returns less
the initial outlay realized before period 10 in@ed by an interest rate of 10% for every
period left in the tree.

The design of the HLL carried out in the second pathe experiment, is illustrated in
Table 1. In this lottery, participants could choobetween two alternatives: The first
alternative provided the opportunity to win 4,0@Bdée or 3,200 tenge with probabilities of
10% and 90%, respectively. The second alternatregigied the opportunity to win 7,700
tenge or 200 tenge with the same probabilitiesnathe first alternative. The probabilities
varied systematically creating 10 possible comlmmat In the first combination, participants
could win 4,000 tenge or 7,700 tenge with probgbili0% and 3200 tenge and 200 tenge
with probability 90%. In the second combinatione throbabilities raised to 20% and 80%.
Until the fourth combination, the expected valuetlod less risky alternative 1 was higher.
When achieving the fifth combination, the expectatiie of the second alternative exceeded

the expected value of the first alternative.

' €1 = 200 tenge
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Table 1.
Structure of the HLL

Expected value Critical
A A constant
Alternative 1 (A) Alternative 2 (A,) relative risk
aversion
coefficient
1 with 10% gain o#,000 tenge  with 10% gain of7,700 tenge 3,280 960 1.71
with 90% gain o0f3,200 tenge with 90% gain oR00 tenge tenge tenge
5 with 20% gain o#,000 tenge  with 20% gain of7,700 tenge 3,360 1,700 .0.95
with 80% gain 0f3,200 tenge with 80% gain oR00 tenge tenge tenge '
9 with 90% gain o#,000 tenge  with 90% gain of7,700 tenge 3,920 6,960 137
with 10% gain 0f3,200 tenge with 10% gain o200 tenge tenge tenge '
10 with 100% gain 04,000 tenge  with 100% gain of7,700 tenge 4,000 7,700 )
with 0% gain 0f3,200 tenge with 0% gain 0200 tenge tenge tenge

Notes: 1. The last three columns were not displayed énetkperiment.
2. A power risk utility function is assumed.

Participants were asked to choose between twonatigees in each of the ten
combinations. The observation of the choices dfiggpants regarding the question when they
opted for a riskier alternative allowed us to deli@e their individual risk attitude. A risk
neutral decision maker would always decide in fagbrthe alternative with the higher
expected value. Therefore, the decision maker wbalkk had to prefer alternative 1 four
times before switching to alternative 2. A HLL val(=number of safe choices) between 0
and 3 expressed risk-preference, a HLL value ainglied risk neutrality, whereas a HLL
value between 5 and 9 expressed risk aversiordetsion maker. The last combination was
used to test the comprehension of the HLL experintsn participants. If participants
understood the terms of the lottery, it was supgdbat even the most risk-averse decision
makers should switch to alternative 2 as it yi@dsecure winning of 7,700 tenge.

The experiments were conducted in Kazakhstan amth&ws between the end of
2010 until the beginning of 2011. Farmers were uiged through alumni networks of
Kazakhstani and German universities. The alumnvigeml us with addresses of active
farmers who were invited to participate in the comtep-based experiment. Farmers were also
asked to suggest other farmers who might be willgarticipate in the experiment. In both
countries, participants received a fixed amount gdarticipating in the experiment (2,000
tenge in Kazakhstan and €10 in Germany). The taxgstto recruit around 100 farmers in
each country with an acceptable deviation of 10%ath directions. We randomly spoke to
approximately 500 farmers, if they would like torgg@pate in our experiment. In total, 100
Kazakhstani and 106 German farmers participatethencomputer-based experiment. That
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means 4,120 ¢20 repetitions for each of 206 farmers) investnagtisions and 206 HLL
values were given by participants. The hypothetieaisions were related to real winnings of
participants to ensure incentive compatibility bé texperiment. After all experiments had
been carried out, two winners were randomly seteateeach experiment carried out for
Kazakhstani and German farmers. The chance to éeavihner in one of the experiments
amounted to approximately 1%. The winning of thenkr in the first part of the experiment
was based on her individual scores earned on analgcchosen repetition of the treatments.
The Kazakhstani winner received 2,000 tenge foihe2,000 points, i.e., the potential
winnings varied between 4,000 tenge and 36,000etengthe second part of the experiment,
the farmer received a payoff dependent on her sspckpreference for or aversion against
different alternatives. The potential winnings edrbetween 200 tenge and 7,700 tenge.

Financial incentives in experiments have been stlife controversial discussions.
Ideally, all participants should be paid for thearformance during an experiment in order to
provide a maximal consequentiality of participamscisions. Unfortunately, the introduction
of a sufficient financial incentive for each paip@&nt is too costly. Ding (2007) carried out an
experiment in which only a fraction of winners waeived the reward based on their
decisions. Despite this fact, he revealed thae#periment was able to elicit true preferences
of participants. In addition, Camerer and Hogait®90) revealed that higher incentives often
improve participants’ performance during an expenin Furthermore, they mentioned that it
might be more motivating to pay one out of N paoants if participants overweigh their
chances of being selected.

The winnings in the experiment intended for Gerrfeamers were ten times higher
than those in the experiment with Kazakhstani fasmehis adjustment was done on the basis
of the ratio of the average salaries in agricultarlBoth countries, which is ten times higher in
Germany than in Kazakhstan (Agency of Statisticgshef Republic of Kazakhstan, 2011a;
Federal Statistical Office, 2011).

4. Normative benchmark

We have to derive normative benchmarks, which ceflee NPV approach and the
ROA for valuing the investment behavior observedhia experiments and for testing our
hypotheses. For this purpose, equations (2) anda@)be used; in view of the experimental
design, however, an extension is necessary. Edlyed¢iee equations need to be adapted to

the number of potential investment times of terteiad of two. In addition, the risk-adjusted
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discount rater” must be calculated on the basis of the resultheMLL. The solutions of

these two tasks are expounded in this section.

Calculation of the risk-adjusted discount rate
The risk-adjusted discount rate is calculated using results of the HLL. In
accordance with Holt and Laury (2002), we assunygowaer risk utility function, which
implies declining absolute risk aversion and camistelative risk aversion:
uv)=v-r, (6)
whereU is utility and & denotes the relative risk aversion coefficients&hon equation (6),
we can matchg for each farmer based on their choices givenenHhL. On the basis of this

information the certainty equivale@E of a risky prospect is formulated as:

CE=V(E(U(V))=E( (v))ﬁ =E(V)-RP (7)
Here, E(V) is the expected value of the investment returrs R is a risk premium. The
present value of the certainty equival€ll, of an uncertain paymeit. at timeT can be
defined as follows:

CE, =CE, {t+r)" =(E(v;)-RR)t@+n)" (8)
wherer is the risk free interest rate. An equivalent4asiusted discount rate =r +v can

be derived from equation (8) using the followingiation:

(EMV)-RR)di+r)" =E(V, )L+ +v)7 9)

v=(s r)gﬁ[%] -1]

Obviously, the risk loading and thus the risk-adjusted discount ratéVv depend on the

risk premiumRF as well as on the length of the discounting peniod

Calculation of the exercise frontiers

The calculation of the exercise frontier accorditty the NPV is presented in
equation (2). As you can see in Figure 2 the egerfriontier according to the NPV amounts
to a value of 110,000 points and does not change e periods. That is explained by the
fact that the NPV approach does not consider tHaevaf entrepreneurial flexibility to
postpone an investment.

The exercise frontier according to the ROA is dateed by dynamic stochastic

programming (Trigeorgis, 1996, p. 312). However,isit problematic to apply dynamic
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programming to the binomial tree depicted in Figlirey using the risk-adjusted discount
rates following equation (9), because the problédmam-recombining binomial tree for the
expected net present value of the project may.afisat means the amount of potential states
increases exponentially as the number of time peritses (Longstaff and Schwartz, 2001).
In the following, we suggest a simplification, whiecnakes the calculation of the exercise
frontier tractable. First, we fix the level of theturns at its initial value when calculating the
risk-adjusted discount rate by equation (9). Secovefix T at one period in equation (9).
Finally, we derive nine discount rates representiifgrent risk attitudes. The risk-adjusted
discount rate varies in the range from 6.8% (HLLluea= 0-1) to 13.1% (HLL value = 9-10).
Figure 2 depicts the normative benchmarks obtaioethe NPV approach and the ROA for a
risk neutral decision maker.

The exercise frontiers of the ROA decrease expaaibnteflecting the diminishing

150 L.
—— - — ¢ —
140 T .

130 N —0&— ROA

120 | —=—NPV

110 = o o o o o o o o AV

Investment trigger
/

100 ! T T T T T T T

0 1 2 3 4 5 6 7 8 9
Period

Figure 2. Investment trigger for a risk neutral decision make
Note: The investment triggers are given in thousandtpoin

time value of the investment option. The triggetueastarts at 144,000 in period 0. The
curves coincide with the NPV approach at 110,00itpan period 9 because there is no
more time to wait with the investment decision eripd 9. The curve shape of the ROA and
the NPV would change slightly according to diffareisk attitudes of participants, whereas
the basic structure is maintained. The investnmeggér in period 8 corresponds to the trigger

derived in equation (4) of Section 2.

5. Descriptive statistics and approach to data analysi
Descriptive statistics

As it is shown in Table IlI, the average agricultutand size of Kazakhstani
participants is much larger than that of Germartigpants. This is not surprising because
according to statistical data from the Agency otiStics of the Republic of Kazakhstan
(2011b) and the Federal Ministry of Food, Agricudtiand Consumer Protection (2011), the
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average Kazakhstani farmer has a larger area afudtgral land than the average German
farmer. Furthermore, the proportion of Kazakhstermers engaged in crop production
reaches 52% and exceeds an analogous parameteerofats farmers (32%). This is
explained by the prevalence of the number of gmiducing farms in the Kazakhstani
agricultural sector. More than half of Kazakhsttrmers are female, while only 19.8% of
the German farmers are female. This differencelteefom the different structural features of
farms in the two countries. The Kazakhstani farmsstst of several divisions lead by
managers who were also involved in the experimagether with the head of the farm. Most
of these managers were female in our experimenGdrmmany, family farms with a simple
organizational structure, are prevailing in thei@adtural sector. Another considerable
discrepancy between Kazakhstani and German patitspis in the proportions of farmers
with higher education. The proportion of Kazakhstanmers with higher education exceeds
the proportion of the German farmers with highemaadion. A reason for this might be the
fact that it takes more time to get a universitgrée in Germany than in Kazakhstan. For
example, in Germany two more years in school ageired for university entrance than in
Kazakhstan. According to the characteristics ofnfans, the sample was unrepresentative for
Kazakhstani as well as for German farmers.

The period of investment of Kazakhstani farmeralieut 0.4 periods longer than the
period of investment of German farmers. Howevempared to Kazakhstani farmers,
German farmers have a higher percentage of norsimeant decisions. That means that
German farmers decided not to invest in any oflibgeriods provided by the design of the
experiment more often than Kazakhstani farmers. @kerage periods of investment
presented in Table Il do not take into account ¢thses of non-investment. Normative
benchmarks derived for the NPV and the ROA werdieghpo 2,000 (Kazakhstan) and 2,120
(Germany) random realizations of the discrete appration of an arithmetic Brownian
process generated during the experiment. As itbeaseen in Table Il, the average periods of
investment according to the ROA benchmark are denably later than suggested by the
NPV benchmark. In addition, the ROA benchmark hagher percentage of non-investment
decisions than the NPV benchmark. Kazakhstani aedn@n farmers invest later than

suggested by the NPV approach and earlier thareste by the ROA.
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Table II.
Descriptive statistics

Agricultural treatment
with 1,000 decisions

Kazakhstan

Non-agricultural treatment
with 1,000 decisions

Agricultural treatment
with 1,060 decisions

Germany
Non-agricultural treatment
with 1,060 decisions

Average farm size

Crop producers

Average age of farmers

Female farmers

Farmers with higher education

Farmers with economic education

Principal income farmers

Average risk attitude of farmers (HLL value)
Average period of investment of farmers without
non-investment periods

Percentage of non-investment of farmers
Average period of

investment according to NPV without non-
investment periods

Normative percentage of n-investment

following NPV

Average period of investment according to ROA
without non-investment periods

Percentage of non-investment according to ROA

3.5 (2.8)
8.5%

2.2 (2.1)

27.3%

6.0 (2.2)
46.6%

Note: Standard deviations are indicated in parentheses.

11,685 ha (12,956 ha)

52.0%
37.5 years (11.1 years)
53.0%
70.0%
55.0%
88.0%
5.3(2.6)
3.4 (2.8)
7.4%
2.3(2.0)
26.8%
6.3 (2.1)
47.1%

3.0 (3.0)
12.1%

2.3 (2.1)

27.8%

6.1 (2.2)
48.3%

32.0%

19.8%
37.7%
34.9%
81.7%

4.8 (2.4)

304 ha (570 ha)

30.1 years (10.3 years)

3.2 (3.0)
9.5%

2.4 (2.1)

27.8%

6.0 (2.1)
46.7%
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Approach to data analysis

In order to test the hypothesékl and H2, we have to define whether there is
dependence between the periods of investment afeia and the periods of investment
according to the forecast following the NPV apploac the ROA. For this purpose, it is
necessary to regress the periods of investmenaraiers against the periods of investment
according to the NPV approach or the ROA. The =giom is complicated by the fact that,
both the dependent variable (the periods of investnof farmers) and the independent
variable (the periods of investment according te thPV approach or the ROA) have
observations which are censored. Censoring take® flecause both the dependent variable
and the independent variable are interval-censaradl measures the time of investment
between 0 and 9. Therefore investment decisionsenafter these investment periods
provided by the experimental design are not ob$devasiven that the dependent variable
and the independent variable are subject to cergodan appropriate way to estimate the
dependence parameter between them is a modifiedi Sére estimator (Akritas et al., 1995).
A modified Theil-Sen estimator is a non-parametggression based on Kendall's tau
correlation coefficient. We now describe the aggilmn of a modified Theil-Sen estimator in
the context of our two hypotheses.

X! and Y', i=1..N, are the investment periods according to the ntivama

benchmarks and the investment periods of farmensespondingly. Both variables are not

censored. The variables® andY;® are censoring variables. The observed valkesnd,
are defined as the minimum of the non-censoredablas and the censoring variables
X, =min(X!,X°) and Y, =min(Y;',Y,°). Censoring indicators,d* =1(X, = X) and
o) = I(Y, =Y;') are observed. is an indicator function for an event. We need¢timate an
unknown dependence parameterin the following regression model:
Y= BX{ +u, (10)

where 8 measures the change¥j associated with a one-period changexih

In the uncensored case, the Theil-Sen estimattiregparameted (Theil, 1950; Sen,
1968) is obtained as the value bfthat makes Kendall's statistics between the residuals
y, —bx, and x, (approximately) equal to zero. But if both the elegent variable and the
independent variable are subject to censoring, résduals can be right censored, left
censored, or both. Akritas et al. (1995) proposetbdification of the Theil-Sen estimator for

doubly censored data, which is defined as the isolaf b of the equation:
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T.0) = Y5 (1{x < x;}-1{x; <x})

i<j
do1{r, () <r, ()} - 71{r, (o) <1, (W)}) (11)
wherer, (b) is the (possibly) censored analogrdb)' =Y;' —=bX'.

The modified Theil-Sen estimator of the slope (aelemce) parameter with doubly
censored data is:

A A

(b, +b,)
2

whereb, =sugdb: T, (b) >0} andb, =inf{b: T, (b) <0}

S = , (12)

Furthermore, a tobit model (Tobin, 1958) is usedider to tesH3 to H7, i.e. to
analyze the impact of different independent vagalin the investment behavior of farmers.
Independent variables are not censored, whereaslghendent variable, i.e., the time of
investment of farmers, is subject to censoringolild be observed only when it falls between
0 and 9. For values below 0, we observe 0; foremlabove 9, we observe 9. Denoting the

time of investment of farmers a5,

Y, = BX, +u,,withi=12,..N (13)
where N is the number of observation®, is the dependent variables, is a vector of
independent variables is a vector of unknown regression parameters tedbienated, and
u, is @ normal random variate with a mean of 0 andwgance ofg?. The model for the
dependent variablg, under interval censoring can be presented asafsllo

0 BX; +u, <0,

Y=< 9 BX, +u >09, (14
BX, +u, otherwise,

where 0 and 9 are the censoring interval endpoirts. equation (14) presents a tobit model
with double censoring (Maddala, 2006, p. 150-151).

6. Experimental results

In this section, we test the aforementioned hymehe
Hypotheses H1 “NPV conformity” and H2 “ROA confotyii
In order to testHl and H2, we compare the investment behavior of farmerd wite
benchmark prediction given by the NPV and the R@Aan agricultural and a non-
agricultural treatment. Results are shown in TalbléAround 45% of both Kazakhstani and

German farmers invest earlier than suggested byNR¥ approach in both treatments.
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Around 40% of Kazakhstani and German farmers inlegst than suggested by the NPV
approach in both treatments. Regarding the ROA leadk, around 75% of investment
decisions are made earlier than suggested by th Rk proportion of optimal investment
decisions exceeds the proportion of the investnumuisions which are made later than

predicted by the ROA benchmark. This applies toakastani and German farmers in both
treatments.
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Table Ill.
Hit ratio of the investment behavior of farmers ameéestment behavior according to the normativecherarks

Kazakhstan Germany

Agricultural treatment Non-agricultural treatment Agricultural treatment Non-agricultural treatment

with 1,000 decisions with 1,000 decisions with 1,060 decisions with 1,060 decisions
Earlier investment tha 44.2% 46.8% 49.3% 47.2%
predicted by the NP
Optimal investment a o o o 0
predicted by the NP 13.2% 12.3% 13.3% 16.0%
Later investment tha o o o o
predicted by the NP 42.6% 40.9% 37.4% 36.8%
Earlier investment tha o o o o
predicted by the RO 76.5% 77.5% 74.8% 76.7%
Optimal investment a o o o o
predicted by the RO 13.1% 11.6% 15.1% 13.5%
Laterinvestment than o o o 0
predicted by the RO 10.4% 10.9% 10.1% 9.8%
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Table IV illustrates the p-values of a dependeneearpeterﬁ between the
investment timing of farmers and the optimal inwestt timing according to the NPV
approach or the ROA for Kazakhstan and Germany.vahee of a dependence parame;ﬁsr
equals -6.7055e-08, which is identical for bothdienarks and both countries. The p-values
of the dependence parameter are not significandt fireans that there is no dependence
between the investment timing of farmers and theestment timing according to the
normative benchmarks for both countries. Consedyemneither the NPV approach nor the

ROA is able to predict the investment timing ofnfi@rs. Thus, the hypothesed “NPV
conformity” andH2 “ROA conformity”are rejected.

Table IV.
p-values of modified Theil-Sen estimators

Approach Kazakhstan Germany
NPV 0.700 0.294
ROA 0.680 0.792

For testing the hypothesét3 to H7, we run a tobit model in which we regress the
investment timing of farmers in an agriculturalvesll as in a non-agricultural treatment on
different independent variables. The results ofttigt regression are presented in Table V.
Hypothesis H3 “country differences”

The results of the tobit model show that the edwwehacoefficient of the variable
“country” is highly significant and has a positigggn (p-value < 0.001), i.e. on average,
German farmers invest 0.946 periods later than Kestani farmers. That means that in
contrast to Kazakhstani farmers, German farmers thir investment decisions closer to the
optimal investment periods predicted by the ROAnt¢e we fail to rejecH3 “country
differences’” At the same time this might imply that Germannfars are more likely to
consider the value of waiting than Kazakhstani fsmand, therefore, make more effective
investment decisions.

Hypothesis H4 “learning effect”

For testingH4 “learning effect”, we insert the variable “repetition” in the tolmbdel.
The variable “repetition” corresponds to the numifgpaths of the binomial tree discussed in
Section 3. The estimated coefficient of the vagaiépetition” is highly significant and has a
positive sign (p-value < 0.001), i.e., with eaclpeation of an investment treatment,
Kazakhstani and German farmers invested 0.067 getatder. Therefore, we fail to rejedtt
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Table V.

Tobit regression of the individual investment pdraf farmers (N=4,120)

Robust standard

Coefficient error p-value
Constant 0.131 0.450 0.771
Country -
(1: Germany, 0:Kazakhstan) 0.946 0.172 <0.001
Repetition -
(from 1 to 20 repetitions) 0.067 0.010 <0.001
Farm size 4.1281e-05 7.4307e-06 <0.001 ikl
Farm type *kk
(1: crop producer, 0: other) 0.324 0.125 0.010
Age 0.019 0.006 0.003 ok
Gender (1: male, 0: female) 0.830 0.133 <0.001 rrx
Higher education (1: with, 0: without) 0.650 0.126 <0.001 rrx
Economic education .
(1: economic, O: other) -0.225 0.133 0.091
Family size 0.054 0.035 0.116
Farmer's income type 1.238 0.182 <0.001  ***
(1: principal income, 0: sideline) ' ' '
HLL value
(from 0 to 10) -0.023 0.025 0.359
Framing -0.061 0.120 0.611

(1: non-agricultural, O: agricultural)
Order

(1: first agricultural; second non-agricultural, O: -0.575 0.122 <0.001 wrx
first non-agricultural; second agricultural)

Note: Chi2 = 249.25, Log-Likelihood =-9411.27. Asterigk double asterisk (**) and triple asterisk (**
denote variables significant at 10%, 5% and 1%peetvely.

“learning effect”. That means that with an increasing number of repe$ the investment
timing of farmers will approximate to the optimarpds predicted by the ROA.
Hypothesis H5 “farmer-specific variables”

As we can see from Table V, the estimated coeffisi®f the variables “farm size”,
“age”, “higher education” and “farmers’ income ty@e significant and have a positive sign.
This implies that farmers with a larger size ofnrféand, older farmers, farmers with higher
education and farmers earning a principal incorenffarm business invest later. All these
findings meet our expectations described in Seciolh can be seen from Table V that crop
producing farmers and male farmers invest latelickvicontradicts to our expectations. The
variable “economic education” has a negative signich implies that farmers with economic
education invest earlier. This finding also runsurder to our expectation. There is no
statistically significant effect of the variablefatily size” and “HLL value”. In general,
based on these results, we fail to rel@&t‘farmer-specific variables?
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Hypothesis H6 “framing effect”

As it can be seen in Table V, coefficient “framing’not significant. That means that
the framing of the investment experiment has noaichpn the investment behavior of
farmers in an agricultural context as well as innan-agricultural context. Farmers
demonstrate similar investment behavior in an agjuical as well as in a non-agricultural
investment treatment. Therefore, a framing effeatat revealed and6 “framing effect” is
rejected. However, we have to consider that theodppities to invest in farmland and to
participate in a coin tossing game were only hyptthl in our experiment. Framing might
be helpful in making a laboratory experiment maalistic and thereby increases its external
validity.

Hypothesis H7 “order effect”

As already mentioned, a framing effect has no erie on the investment behavior of
farmers. But it could be possible that farmers vahe first confronted with an agricultural
treatment and afterwards with non-agricultural tireent show different investment behavior
than farmers who were faced with the two treatments reverse order. We test this
assumption by means of the variable “order” inctlidtethe tobit model. The variable “order”
is a dummy variable, which takes the value of thé farmer was at first confronted with an
agricultural treatment and then with a non-agrimalk treatment and O if the farmer was
confronted with both treatments in a reverse or@lee coefficient of the parameter “order” is
significant. That means that the investment behavidarmers regarding the two variations
of the order is different. Farmers, who are fireshftonted with an agricultural treatment,
invest 0.575 periods earlier than farmers who @st tonfronted with a non-agricultural

treatment. Therefore, we fail to rejétf “order effect”.

7. Discussion and conclusions

The agricultural sectors of Kazakhstan and Gernfewe significantly different levels
of development. We hypothesized that the diffenevéstment behavior of farmers in the two
countries could be one of the explanations forfds. In order to test this, we experimentally
analyzed whether the investment behavior of Kazakihsor German farmers is more
consistent with the NPV approach or with the ROA.

We could not indicate that the NPV approach or R@A can exactly predict the
investment behavior of Kazakhstani as well as Garfaamers. Both groups invested later
than predicted by the NPV approach but earlier thesdicted by the ROA. That means
farmers failed to completely recognize the valuevaiting provided by the ROA. However,
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we found that the investment behavior of Germaméas is closer to the predictions of the
ROA than those of Kazakhstani farmers. This mightdme explanation for the fact that
German farmers make more effective investments Kerakhstani farmers and, therefore,
the level of development of the agricultural sedtoGermany is higher than in Kazakhstan.
As well, this result shows that it is not acceptatm apply the results of the experiments
investigating the investment behavior of entrepuenién Western industrialized countries to
entrepreneurs in transforming countries. Based lon findings of other experimental
economic researchers we tested if the investmenavwer of farmers improves with an
increasing number of repetitions of investment tiremts. We found out that with each
repetition farmers invest later. That means witbhegepetition farmers approximate to the
optimal investment periods predicted by the ROA. ¥Weso expected that farmers would
demonstrate different investment behavior in anicafjural treatment and in a non-
agricultural treatment because they might be mat@athed” to a project that is explained to
them by using familiar terminology. However, reswhow that the investment behavior of
farmers in an agricultural treatment does not diféggnificantly from that in a non-
agricultural treatment. An important aspect is tder in which the two treatments were
allocated to farmers. Farmers, who are first carteed with an agricultural treatment, invest
earlier than farmers who are first confronted vathon-agricultural treatment.

Further findings are that a number of farm- andnfrspecific variables have an
influence on the investment behavior of farmergarticular, an increase in the values of the
variables “farm size” and “age” leads to a laterestment. Farmers with higher education and
farmers, whose major source of income is farmihgp avest later. These findings meet our
expectations. Nevertheless, in our opinion, it agnghow surprising that crop producing
farmers and male farmers make later investmentsaed as this is a finding that is
contradictory to those of many other studies. Fasméo completed an economic education
invest earlier. This might be explained by the féct in both countries, these farmers are
more familiar with the NPV approach than with th©&R as the latter is a relatively new
theory and, thus, has not found its way yet ineogtudy program of most economic schools.

We have found that both Kazakhstani and Germaneiemnimvest later than predicted
by the NPV approach but earlier than predictednigyROA. The result implies that farmers
only partly consider the value of waiting inherentthe ROA when making investment
decisions. That means that there is still a roomirfgprovement for the farmers in order to
achieve the ROA benchmark. This could be achievadraining (human capacity building).

This implication is consonant with another resedrghHowell and Jagle (1997), who also
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suggested training for managers in order to redheenoise or bias of intuitive option
valuations. From a policy-maker’s viewpoint, ousukts are relevant insofar as they not only
draw attention to the generally known determinantan investment decision (e.g. the level
of the returns and their uncertainty or the levelthe conversion costs), but also to the
influence of temporal flexibility with regard to éhinvestment timing in the case of
uncertainty. An exclusive reliance on NPV modelsagates the risk that both the pace and
the type of behavioral adaptations to changingituiginal environments are misjudged.
Since it is not possible to provide an exact prsaticof farmers’ investment behavior by
using ROA benchmarks, experimental methods shoelthtiuded in the tool kit of policy
impact analysis. This allows to take into accotwetlhonded rationality of farmers and the fact
that real actors normally pursue multiple goaldudmg non-monetary motivations.

There are some directions of future research fpiagxing the deviation of observed
investment behavior from the normative predictigmngen by the superior ROA. It would
make sense to measure the impact of loss aversi@neonature investment. As it is stated in
the literature, gains tend to cause the risk-agarsivhereas losses tend to cause risk-seeking
behavior (Kihberger et al., 2002; Cullis et al.120 In addition, it was found that losses
influenced preferences of a decision-maker strorigan gains (Tversky and Kahneman,
1991, Epley and Gneezy, 2007). Further researtharvein of this study should investigate
why the variables “farm type” and “gender” resuliada later investment decision. It is also
interesting to observe how the investment decisairfarmers would change if another asset
was taken in the experiment instead of land investnfi.e. cow barn, pig-fattening barn,
irrigation technology etc.). Researchers also maynpare disinvestment decisions in
transforming and Western industrialized countrigmally, it is worth pursuing if farmers
from other transforming countries would show diéfierr investment behavior compared to a

Western industrialized country.
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