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REVIEW OF MARKETING AND AGRICULTURAL ECONOMICS
Vou 52, No 3 (December. 1954)

Model Validation:
An Overview with some Emphasis on Risk
Models

Bruce A. McCarl*

Model validation is a topic which has a long history in the literature. This
article attempts to focus much of the previous discussion upon agricultural
economics models. True model validation is not possible. Nevertheless, model
validation exercises improve the relevancy of models and strengthen the theoretical
basis for modelling. Procedures are given for couducting validation exercises and
for dealing with models which fail such exercises. In addition. comments appear on
considerations involved with the validation of risk models.

1.0 Introduction

Model validation according to Gass (1983. p. 611) refers to activities “'to
establish how closely the model mirrors the perceived reality ot the model
user/developer team’". However this definition is too broad to be useful. A
model cannot represent all of “‘perceived reality,” so attention should be
narrowed to that part of reality which the model is intended to represent.
Further, a model need not mirror the perceived reality perfectly; rather, 1t
needs to abstract reality “‘adequately” for the model's anticipated use. Thus,
model validation', for the purposes of this paper, refers to activities designed
to determine the usefulness of a model, i.e.. whether it is appropriate for its
intended use(s); whether the benefits of improving model usefulness exceed
the costs; whether the model contributes to making “‘better” decisions; and
possibly how well the particular model performs compared to alternative
models. Note that our primary concern is with the model’s “validity in use.”
Therefore, the validation process relates to the application of the model and
not to the model per se.

Models are heavily used in risk research. However, when one reviews the
published literature one discovers that formal risk model! validation has been
attempted infrequently. Nevertheless many studies contain strong conclu-
sions relative to potential policy or other usages without assurance regarding
model validity. Validation exercises can improve model credibility; provide a
“better” platform from which to make policy or operational decision
recommendations; contribute to evidence on the usefulness and applicability
of theory and modelling methods; provide insights into proper ways of

* Bruce A. McCarl is a professor of Agricultural and Resource Economics at Oregon State
University. An earlier draft of this paper was presented at the 1983 annual meeting of Regional
Research Project $-180. San Antonio. Texas, 28-30 March, 1983, with A. Gene Nelson as a
co-author. The author would like to thank L. M. Eisgruber, Scott Hamilton, Wes Musser, Nancy
Bockstael and especially A. Gene Nelson for comments on earlier drafts of this paper. Technical
paper No. 7427 of the Oregon Agricultural Experiment Station.

' The author is aware of the discussion involving verification versus validation appearing in the
literature. however. he chocses to use the term validation as all encompassing.
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modelling (for example, when preconceived notions fail validation testing this
stimulates development of alternative hypotheses): and increase the likeli-
hood of models and their results being used by decision makers.

Model validation has received considerable attention. particularly with
respect to simulation models (Sargent 1982; Oren 1981: Mirham 1972: Naylor
and Finger 1967, Balci and Sargent 1981). However, there has not been as
much attention devoted to validation of the full spectrum of models used in
agricultural economics (House 1974, and Gass 1980. 1983 are exceptions).
Further, risk model validation has been sparsely treated. Thus, the purpose of
this paper is to discuss the issues of model validation separately and in the
context of risk modelling, bringing both subjects into a higher position of
prominence. The material presented relates to economic model validation
(utilizing econometric, mathematical programming and simulation methods)
along with a number of comments on risk models. A review and synthesis of
the previous literature is used and procedures are drawn together for the
validation of agricultural economics models.

The paper is organized into four sections. Following the introduction
(section 1), general comments on validation as it applies to models in use are
presented in section 2. In section 3 attention is given to procedures for
validating models. This is followed by concluding comments in section 4,

2.0 Validation and Modelling Background
2.1 Models: Their Use and Validation

Models can be used for three purposes: (a) structural exploration. (b)
prediction, and/or (c) prescription.

Models are used in structural exploration to examine how phenomena
enter into the formation of “‘reality”. Such studies attempt to discover the
role of various phenomena in influencing economic behaviour. Examples of
such uses, involving risk models, are given in Just (1974), Lins er al. (1981),
Hazell er al. (1983) and Feder (1982). Validation is of particular importance in
this setting as invalid models lead to improper conclusions on the role of the
phenomena studied in influencing decisions and thereby reality’. However, in
models developed for structural exploration. validation may be possible only
by testing predictive ability. An exception would be conventional statistical
tests of model fit in an econometric study.

Models are used in prediction to forecast the consequences of decisions.
These predictions may involve specific levels of variables (i.e.. average
income and income risk under a policy) or changes in variables (i.e.. how
much will income and income risk change if a policy were implemented).
Again using risk models as an example, such predictions are intended as
analytical input to the policy formation process (as in Hazell and Pomereda

* This lack of attention to validation is not uncommon. Gass in an earlier draft of his 1983 paper
states " As best can be discerned the topic of model validation has not been of general interest to
the OR (modelling) community™ and “Papers that describe validation attempts of specific
applications are not in plentiful supply.”
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1981. or Musser and Stamoulis 1981): or as inputs into decisions regarding
how to posture oneself in the face of changes in the cconomic environment
(e.g.. Barry, Baker and Sanint 1981) and/or changes in the resource base
(1.e.. budgeting of machinerv changes as in Danok. McCarl and White 1980).
Validation is important in predictive settings as: (a) validation indicates the
degree to which predictions should be believed: (b) validation exercises help
avoid prediction errors resulting from invalid models: and (¢) validation
permits statements regarding the model's ability to predict. thereby giving
credibility to the model. the modelling approach and the underlying theory
(see for e\dmplg Robison (1982) w here empirical evidence s drawn together
regarding the vahdity of the Expected Utitity: Theory). This last use s
particularly important given the wide variety of models which have been
suggested. analvtically and/or emprirically used. and theorctically and or
empirically criticized.’

The prescriptive use of models involves the solution of specitic decision
maker problems. In a prescriptive application a decision maker would utilize
the model to determine the best strategy to be implemented. Validation 1s
1mp()rtdnt in this setting to (a) give the model credibility so decision makers
will use it. (b} evaluate the dblllt\ of the model to generate best™ solutions,
and (c) evaluate the ability of the model to ddtqlldlcl} represent the decision
problem.

The following discussion concentrates on the vahidation of models to be
used for structural and predmtn purposes. Few agricultural cconomices
models are used for prescription. Models are most often used in cither a
comparative statics sense to predict the income or arca consequences of
external changes or in a structural exploration sense to somehow discover
important factors. Even when models are used with decision makers. most
seem to be used in comparing alternatives and giving the direction of change
arising from those alternatives.

2.2 Forms of Validation

Validation exercises vary widelv, For example. models mav be “vali-
dated™ by assumption (i.e.. embodying statements such as the model was
built “following such and such a theory™ or “based upon cmpirical
knowledge).”” At the other end of the spectrum. models may be subjected o @
continuing series of formal testing procedures. or model results.

" Samuelson (1965) argues that in effect theories without empincal validity shouald be rejected
This certainly argues tor validatuon tests, In turn such tests often can be construed as tests of
theory.

" Taking risk models as an example. many have been proposed  For example. i using
mathematical programming of choice decisions under net income risk. an individingd could use
game theory tAgrawal -and Heady 1972). E-V models (Freund 1956). MOTAD ¢Hazelb 1971,
marginal risk constrained lincar programming (Chen and Baker l‘)7-1). single or multiple index
models {Sharpe 1970) lexicographic utibty (Lin., Dean and Moore 1974) or onc of many others,
Verv little information is available on what should be used. However. there s not a shortage of
viewpoints on and criticisms of such models. For example. see the three recent papers by Hazell
(1982). Pope (1982) and Robison (1982}
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The ultimate validation test would involve observing whether an
available modet is used for its intended purpose. Clearly this is not always
possible. Evidence of model validity is often required for a model to be
considered for use. Moreover it is time consuming and expensive to give
models such as “trial by fire.”” Consequently, validation most often involves a
mixture of a priori tests and continuing evaluation.

In practice model validation procedures can consist of efforts designed to
either technically and/or operationally validate a model. Technical validation,
as we will use the term, represents validation of a model for a particular
(single) use and embodies (a) testing of assumptions and data, (b) testing of
technical equation logic, and (c) testing of predictive-prescriptive ability.
Operational validation represents validation of a modcl as it is implemented
for its intended uses and as it is used, and involves (a) identifying constraints
on appropriate uses, (b) tests of mechanisms which adapt the model to a
particular use (i.e., data revision procedures), (¢) tests of model updating
procedures, and possibly (d) repeated technical validation exercises for a
number of potential usages. The extent to which these validation procedures
are utilized depends on the costs of the validation process versus the benefits
of the validity information derived.

2.3 A Generalized Modelling Process

A general view of modelling is uscful to facilitate the discussion of
validation procedures across the spectrum of agricultural economics models.
Models to be validated can involve. for example, such diverse settings as
econometric models used to study structure. mathematical programming
models used to study policy alternatives, Monte Carlo simulation models used
to study decision consequences, and deterministic simulation models used to
project system behaviour.

Modellers follow virtually the same process in any modelling exercise. A
modeller begins with a perception of problem then. using theory and
knowledge of the problem, derives a modelling approach. Subsequently data
are collected and the model relationships fitted. These model relationships
may be fitted formally in the case of econometrics or less formally with
averages or “‘reasonable” values in simulation and programming models.
Some studies, such as econometric structural exploration studies, may stop
once the relationships are fitted. However. when doing a more complete
modelling exercise, the next phase is model construction in which the
empirical relationships are integrated into a unified empirical model; then a
base case model is developed. Experiments are designed; model experi-
mentation carried out: and model results obtained. Validation occurs
throughout this process.

This generalized modelling process allows validation to be discussed
without a great deal of reference to the specific tool being validated. This
generality has both costs and benefits. Those wishing details on specific
techniques should examine the literature reviews relating to specific areas.
i.e., econometrics (Dhrymes ef al. 1972; Zellner 1979), simulation (Johnson
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and Rausser 1977; Anderson 1974: Shannon 1975: Mirham 1972: Oren [951;
Balci and Sargent 1982), and mathematical programming (Kutcher 1983;
McCarl 1982). Also Gass (1980, 1983) gives a comprehensive overview and
references. Finally note that directly estimated econometric models are not
extensively treated here. These are usuallv judged valid or invalid by well
known statistical criteria.

2.4 Issues Regarding Validation of Any Model

Those undertaking validation exercises should consider a number of
issues. The most fundamental issue relates to the outcome of the model
validation process. Models can never be validated, only invalidated. Testing of
a model in one or several of its uses does not guarantec that it will perform
satisfactorily in all uses. The outcome of a model validation process is cither a
model that has been proved invalid. or a model about which one has an
increased degree of confidence. The outcome is not a valid model.
Nevertheless we will use the term “*valid model™ to denote a model which has
not failed validation tests.

Another fundamental issue is the subjectivity of the validation process.
There is not, and never will be, a totally objective and accepted approach to
model validation. Model validation is subjective in many ways. Modellers
subjectively choose the uses to validate, what to validate. the tests to validate
with, the data to serve as a basis of comparison. and criteria to measure the
validity/invalidity of the model. Thus, the statement “the model was judged
valid” can mean almost anything. (See Anderson (1974) for more on
subjectivity).

There are a host of attendant considerations to those above. Summariz-
ing them briefly:

1. The types of models used in agricultural economics rescarch arc
generally not models which deal with phenomena where immutable natural
laws are present. Consequently, one cannot say that validity has been found
(House 1974).

2. Numerical validation exercises normally use historical data. Such
exercises obviously embody the assumption that the future will be like the
past (House 1974). However, the future is often not like the past, new factors
or variables can enter, changing data and invalidating assumptions, possibly
invalidating the model. For example policies may be implemented which
change the structure of the situation invalidating the model (Lucas 1976).
Consequently, validity cannot be shown using historical data.

3. Models may be judged valid improperly or judged invalid improperly,
allowing the possibility of both type I and type II crrors. An important
distinction in the validation process is that the models must be judged valid or
invalid for its specific uses. Thus, models should be tested only within the
bounds anticipated for the model’s intended uses. Similarly, models which are
judged valid for some, but not all, anticipated uses should be qualified as to
their validity (See Brink and McCarl (1979) for an example).
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4. A model does not have to be valid in order to be used. Undoubtedly
models have been used which would not pass validation tests. Preoccupation
with validation may discredit useful models. This observation leads to a
question: To what extent is validity required for a model to be useful? Models
which are invalid predictors of specific numerical values may be valid (i.e.
useful) if they predict the right direction and magnitude of change. Models
may also be useful if they properly identify outcomes that will change and
those which will not, even if they are poor predictors of the magnitude of
change. Further, a model may be valid if it provides insight. not quantitative
information (Geoftrion 1976).

5. Models may be judged valid for the wrong reasons due to specification
error. For example. a programming model may be forced to validate using
such devices as flexibility constraints. but the presence of these constraints
may limit the uscfulness of the mode! for its purpose. Similarly validating the
model over historical data which were used in model construction may lead to
excessive confidence (Howreyv and Kelejian 1971).

6. Models once validated are not vahid forever, rather they must be
continually validated in an operational sense.

2.5 Issues Regarding Validation Of Risk Models

The above general discussion does not cover problems specific to risk
models for use in agricultural cconomics. Such models have several
underlying features which complicate vahdation.

1. Risk models by nature deal with stochastic reahities. Ordinarily when
doing validation tests, reality 15 compared with model solutions. However,
when the distribution of reality is stochastic the possibility exists that the
observed reality is of low pmbablht\ i.e., suppose that o vear with
extraordinarily low vields and prices was chosen for model validation
Conceptually. one needs to test whether the probability distribution of the
model’s output corresponds 1o the probability distribution of reality. This
implies that models of stochastic phenomena need a more complete definition
of reality than do other models. In other words. more data are needed.
Ackoft (1962) and Mihram (1972) present discussions ol this topic,

2. Decision makers do not know all the parameters (1.¢.. weather) at the
time decisions are made when dealing with stochastic realities, Consequently,
decisions are made considering the probabitity distribution of the parameters.
Model validation may be difficult if the data used do not exhibit the decision
maker’s subjective probability distributions at the time the decision was
made. This requires even more data. Further. stochastic parameter outcomes
can alter the feasibility or desirability of plans causing adaptive decision
making. Thus. validation mayv require information which changes over time.

3. In validating risk models. particularly those used for structural
exploration. profit maximizing behaviour mav be confused with risk averse
behaviour thus incurring specification error (for example. sec the cases in
Pope 1981. Roumasset 1979; and Baker and McCarl 1982).
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4. Operational validation is a particular concern in risk models since
these models are often applied in diverse situations (r.e.. with several
different farmers each possessing different subjective probabilities and
different resource endowments).

3.0 Approaches to Validating Models

Models may be validated as a whole or in parts. Validation may also be
done by assumption and’or by results. Additionally. approaches to validation
differ depending on whether one is attempting technical or operational
validation. The discussion below largelv relates o techmical validation.
although some brief comments on operational validation will be offered later.

3.1 Validation by Assumption

Validation may be done by assumption. by results, or by both
assumptions and results. Virtually all models go through a vahdation by
assumption phase. which involves a combmation ot several  different
approaches. Models may be judged valid through expert opmion. antecedent.
theory. data or logical structure. Validity through expert opimion s manitest
in the statement. ~Based on the modelling team’s expert opinion the model 1s
proper.” Antecedent vahdity is called on when the modelling team says.
“This model was used because it was used before.” Antecedent validity may
also involve reliance on other previous validation etforts’. Theorctical vahidity
is called on when the modelling team states, “Based on theory the modet
relationships are proper. and theretore the model is valid.™ Data validity is
present when the modelling team savs. “'The procedures utihized to estimate
the model either adequately represent current data or are adequately
deduced from historv.” Logical model structure validity is embaodied in the
statement, “The model equations have been checked and tested and they are
properly specified. Thus. since the equations are good. the model is valid. ™
All of these validation tests are characterized by one statement. Validation is
assumed, not tested. Unfortunately far too many models. perhaps most risk
models. are judged valid by assumption.

3.2 Validation by Results

Validation by results involves four steps. First, a parameter-output set
must be assembled with which the model results are compared. Scecond.
specific validation tests must be conceptualized. Third. a procedure for
measuring degree of assoctation including a criterion for accepting or
rejecting the statement “the model is close enough™ should be chosen

© Antecedent validity may rule out the need for tests in many cases: however., the risk validation
literature 1s not vet strong enough tor researchers to state that their models have already been
validated.
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Fourth, procedures for dealing with models which fail validation tests often
are required.

Space limitations preclude detailed discussion of the science of validation
testing. Nevertheless, this section attempts to provide an overview of the
procedures involved, along with an attempt to reference relevant discussions
and examples.

3.2.1 Parameter-Outcome Sets

Reality, as measured numerically, consists of both parameters leading to
a situation and outcomes arising from that situation, and provides a basis for
comparison in validation testing. Several things need to be considered in
assembling these data.

1. A model should be validated using data which were not used in model
construction.

2. The data themselves must be subjected to validation tests (a point
made and expanded on by Gass (1983) ). Inconsistent data virtually
guarantee the failure of validation tests (for example, when the “observed™
output is inconsistent with the “observed™ levels of the decision variables,
and associated parameters).

3. The data needed for validation should be as comprehensive as possible
with observations present for all decision variables, output measures, usages
of resources and prices for both product and resources. Partial data sets can
be used when complete data sets are not available.

4. Validation of risk models imposes special data requirements on the
development of parameter-outcome sets. These sets should contain informa-
tion on the distributions of the parameters and outcomes.

5. Parameter-output sets do not have to be formally established. Often
formal parameter changes are utilized along with informal perceptions of the
relevant outcome set, i.e., a ten per cent increase in production would require
an increase in the cost of production. Formal data are preferred, but informal
data may be used in determining if the model results are plausible.

6. The parameter-outcome sets employed. to the extent possible, should
represent the model in use. While this statement is obvious, it has important
implications. Data sets may be selected which appear appropriate but which
are not. For example, models used for simulating long-run equilibrium should
not be compared with short-run disequilibrium data. In addition. data for
validation purposes should be chosen s¢ that model use is tested in as many
ways as possible.

7. The parameter-outcome sets will be of predominantly historical
origin. However. subjective and/or current data may also be employed.
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3.2.2 Test Design and Implementation

Technical validation of results can be done via a number of tests. These
tests are subdivided into seven categories and are presented in order of
increasing complexity. Each test may be done for one or many parameter-
outcome sets, with either historically generated or new data. In addition. the
tests may be done on the whole model or on just subcomponents.” A gencral
procedure for using these tests is given in Table 1 and examples of their use
are given in Table 2.

Table 1: A Procedure for Model Validation.

Step 4.

Step 5.

Step 6.

Enter the parameters. constraints. alternatives. cte.. which implement the particular
validation test.

Obtain a solution to the model.

Evaluate the results. There are two possibilities tor the results. Either the model has
solved with an answer or the model has failed.

(a) If the mode!l has “failed.” discover why. Programming modcls may be cither
unbounded or inteasible. Simulation models may ¢xhibit numerical ditficultics or
may incorporate equations which cannot feasibly represent the particular variable
values. Repair the model and go to Step 2: otherwise to go Step 6.

(b) If the model has a solution, then utilize association measures to discover the
degree of correspondence between the outcome set and the model solution.
These measures should be applied to all possible output variables, and imputed
prices. Aggregates, such as income and total land arca. should be examined. Go
to Step 41i the measures indicate a sufficient degree of association. Go to Step 3
otherwise.

Prepare to do a more complex validation test going to Step 1. or determine that the
model is not invalid for use and terminate the validation procedure.

Consider whether (a) the “reality” parameter-outcome sct data are consistent and
correctly calculated. (b) the data are properly entered into the model structure. and (¢)
the assumptions underlying the model structure are proper and correct. [f the
deficiencies in the model leading to the invalid solution are somehow corrected, go to
Step 2 and repeat the validation test, otherwise go to Step 6.

[f the model 1s judged invalid then consider whether the model needs to be revised,
discarded or qualified. If the model is revised then go back to cither Step 2 or one of
the earlier vahidation tests dependent upon the extent of model revision. If the model is
ualified then either continue this validation test — if there is anything remaining to be
one (go to Step 2), move on to higher validation tests (go to Step 1), or accept the
model for use (terminate the validation excrcise with qualifications).

It has been argued that complex models must be validated in smaller components first, then
perhaps later subjected to overall validation. Validation of the whole mode! should not be
overlooked (i.e.. a model is not necessarily valid even though cach individual equation fits well).
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Table 2: Technical Validation Examples.

Tvpe of Model
Validation Test Econometric Non Econometric Mathematical
Simulation Simuldtion Programme

Plausibility

Possibility

Supply Function

Dual Supplv Function}’

Prediction

Predictive Change

Predictive Tracking

Rich (1981)

Lins er al” (19&1)
Just™ (1974)
Helmberger and
Akinvosve (1984)

Just and Rausser
(1981)
Basiotis er al. {1983)

Just and Rausser
(1981)

lLec and Bui-lan
(1982)

Reynolds and
Gardiner {1980)

Anderson (1971)
Miller and Halter
(1973

Milier and Halwer
(1973)

Herath, Hardaker
andtAnderson (1982)

Jores and Brocking-
ton (1971)
Singh (19723

Delgado and Mcinure
(1982)

Kutcher (1983)

Kutcher (1983)
Rodriguez and Kunkel
{1980}

Kutcher (1983)
Rodriguez and Kunke!
(19K

Barnett. Blake and
McCarl (1982)
Kutcher {1983)

Brink and McCuarl
(1979)
Hazell and Pomerada
{1981

Hazell, er al. (1983)
Brink and McCarl

(1979
Amos and Timmons
(1983
Pieri. Meilke and

MacAulay (1977)

This table contains recent examples of both risk-free and risk-including models which have
been validated using the various tests.

validation tests are those statistics arising from a regression.

This study involves validation of one model against another.

Special case of Predictive Tracking.

There 1s doubt whether these should be included. They are simple regressions and the only

Appears possible. however. 1s most amenable 10 use with mathematical programming.

3.2.2.1 Plausibiliry: Test. This test examines whether the model creates
“plausible™ results. The test involves sensitivity analysis to determine
whether model results under situation conform to the modelling team’s
btases. The model is run with a particular parameter change, and the resultant
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outcome changes are examined for plausibility. Formal association tests are
not done. Models failing to give plausible results arc cither invalid or the
perceptions of “plausible™ results may be improper. The plausibility test is
the most commonly used validation-by-results test and. along with the
validation-by-assumption statements, represents the extent to which many.
perhaps most. models are validated.

3.2.2.2. Possibility: Test. This test examines whether it is possible for the
model to duplicate a “reality”™ situation. The test involves fixing the
parameters and decision variables at the parameter-outcome set levels and
examining the model results. The results may be consistent (statistically) with
reality or they may be inconsisten‘. Mathematical programming models may
be subjected to a ‘dual” possibility test in which the prices of various
resources are fixed within the dual of the model and dual feasibility explored.
Severe violations of these tests imply that the model could not possibly
replicate the real world solution.

3.2.2.3 Supply Function Test. This test examines the intersection of the
internal model supply function and an inelastic demand function. 1.c..
whether the model marginal cost of production is close to the observed price
(Kutcher 1983). This test is executed by first constraining production to equal
the output levels. In turn, one observes the (a) dual variables. or (b) changes
in total cost for small variations in quantity. Subsequently, one compares the
observed cost changes and market prices to see it the criterion of competitive
price equals marginal cost can and does hold. A model failing this test may
still be acceptable if the modelled entity (a) does not behave competitively. or
(b) expected prices are different from those received.’

3.2.2.4 Dual Supply Function Test. This test examines the intersection of the
model supply function and an infinitely elastic demand function, testing
whether production at the observed price 1s close to observed production.
Here, prices are fixed at the expected prices, and output compared with
actual output. Failures of this test would indicate a divergence between the
rule of produce until price equals marginal cost and reality.”

3.2.2.5 Predicrion Test. This test examines the ability of the model to predict
outcomes, when specified with parameters ““identical™ to those leading to that
outcome. This is the most common more extensive validation effort. When
the model does not predict well. compare the results from the prediction test
with those from the possibility test to see whether the reality solution is
virtually as good as the prediction test solution (i.e., an alternative optima).
Models failing the prediction test when they have passed the possibility test
are unsatisfactory predictors of actual levels. However, prediction of changes
may be of equal or overriding importance as measured by the next test.

" There are forms of both this test and the following test relating to demand functions which could
be executed by fixing factor use at an observed level and then comparing imputed price of the
factor with the observed factor price. Similarly a dual demand function test would involve fixing
factor prices.

> This test and the one above were originally proposed by Kutcher (1983) and are most easily
implemented within mathematical programming models.
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3.2.2.6 Predictive Change Test. Models may not need to predict exactly as
long as they predict the magnitude or possibly even direction of change
accurately. The predictive change test 1s implemented by developing two
separate parameter-outcome sets, running the mode! with the parameters of
each, then testing the degree of association between the first differences in
the model predictions versus those observed in the outcome sets. A model
failing such a test would be unsatisfactory for comparative statics usage.

3.2.2.7 Predictive Tracking Test. The ability to predict one time change may
not be adequate in terms of validation. Rather, the ability of a model to track
behaviour over time may be crucial. To test for tracking adequacy, a model is
subjected to a historical series of parameter values and the model’s degree of
association with the associated outcome series compared in terms of either
actual levels or changes (first differences). Models failing such tests may be
able to be qualified to specific cases where they do track satisfactorily.

3.2.3. Association Measures

Implicit in any validation-by-results exercise 1s the measurement of the
degree of association between model predictions and a numerically measured
reality. The acceptance or rejection of closeness is ultimately subjective (as
discussed by Anderson (1974) ). However, this judgment may be based on
subjective or objective measures. The subjective measure of association is
usually implicit in a statement such as: “*On balance the model output was not
significantly different from the numerical reality™ (for example, see Barnett.
Blake and McCarl 1982). Objective measurement of association involves
statistical tests between the model predictions and numerical reality.

Statistical association measures for validation have been extensively used
by simulators. The literature reviews by Anderson (1974), Gass (1983),
Johnson and Rausser (1977), Mirham (1972), and Shannon (1976) point to a
number of these and discuss acceptance criterion. For example, Table 3 is
reproduced from Johnson and Rausser (1977, pages following 187) and
indicates a wide variety of tests which could be utilized.

Risk models pose special problems in terms of validation tests. First, the
items to be compared often consist of distributions of variables rather than
point estimates. Thus, when validating risk models the point criteria may
need to be modified to compare either the entire probability distribution of
“reality’’ or at least its moments. Second, it is not always possible to obtain
the distribution of outputs from the model. This clearly depends upon the
modelling technique used. For example. distribution of outputs may be
obtained from repeatedly simulated models and from models such as
MOTAD (which produce a simulated income distribution). whereas models
such as chance constrained programmes do not produce such information.

3.2.4 Dealing with Invalid Models

When a model is judged invalid during validation testing. then the
modeller has one of four options. First. and most obviously, the model can be
discarded. Second, the validation test results could be judged improper and
the results ignored. This may be appropriate if the parameter-outcome set
data were found to be inadequate for validation testing. Third, model use can
be qualified. i.e.. a model which did not pass the prediction test but did pass
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Table 3. Evaluation Criteria for Investigating the Explanatory Predictive Power of Svstems Models

Point
Criteria

. —
(@ RV I SRR (O]
e e e et

(7N

(8)
®)

Tracking (1)
Criteria

3
)
(6)
(7

Error %1
Criteria (2

3
4)

Spectral (1)
Critenia
(2)

(3)

Explanatory

Coefficient of multiple determina-

tion

Durbin-Watson coefficient

Graphical analysis of residuals

t statistic

Chi-square or F statistic

Aitchison-Silvey. test of a priorn

restrictions

Ramsey specifications error tests

(a) omitted variable test

(b) functional form test

(c) simultaneous equation test

(d) heteroscedasticity test

(e) Chi-square *goodness-of-fit”
test for normality

Sample mean squared error

(changes and levels)

Information inaccuracy statistics

for sample data

Number of sample turning points
missed

Number of turning points falsely
explained

Number of sample under-or-over
estimations

Rank correlation

Test of randomness for directtonal
estimations

Test of randomness for explained
turning points

Information theory statistics for
sample data

Bias and variance of explained
error

Errors in start-up position versus
errors in explained change
Comparison with various “Naive”
explanations

Comparison with indicator qual-
itative errors

Comparison of power spectra for
estimated and sample data series
Spectral serial correlation test of
structural or reduced form sample
disturbances

Cross spectral statistics of rela-
tionships between estimated and
actual sample values

0~ n
e et et

(1
(2)
3

5
(6)
(7)

(1)
(2

(3)

Predictive

Mean forecast error

Mean absolute forecast error

Mean squared forecast error

Any of the above relative to

(a) the level or variability of the
predicted variable

(b) a measure of “acceptable™
forecast error for alternative
forecasting needs and hori-
zons

t statistic

Chi-square or F statistics

Theil's inequality coefficient

Information 1naccuracy statistics

for non-sample data

Number of non-sumple turning
points missed

Number of turning points falsely
predicted

Number of non-sample under-or-
over predictions

Rank correlation

Test of randomness for directional
predictions

Test of randomness for predicted
turning points

Information theory statistics for
non-sample data

Bias and variance of forecast error
Errors in start-up position versus
errors in predicted changes
Comparison with various “Naive”
forecasts

Comparison with “judgmental,”
‘‘consensus,’” or other non-
econometric forecasts

Comparison of power for pre-
dicted and non-sample data series
Spectral serial correlation test of
structural or reduced form non-
sample disturbances

Cross spectral statistics of rela-
tionships between predicted and
actual non-sample values

Source: Johnson and Rausser (1977, pages following 187).
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the change test could be qualified by saying that the model should not be used
to predict specific levels of the output variables. but can be used to reliably
predict changes (Brink and McCarl 1979). Models may aiso need to be
qualified in terms of ranges of data over which they are applicable. Fourth,
the model could be repaired. The purpose of this section 1s to discuss two
issues: How can a model be repaired?” and examples of cases when models
cannot be repaired.

Those confronted with “invalid” models should remember that models
are abstractions of reality and, even after a competent modelling job, can be
inadequate abstractions. During the modelling process many assumptions are
made. These assumptions can be categorized into (a) assumptions regarding
model specification, (i.c., variables, parameters, and data which are
included/excluded), and (b) assumptions regarding the solution algorithm
(for example. when using linear programming, one assumes additivity,
certainty, continuity and proportionality). When a model fails a validation
test, assumptions may need to be repaired.” Modellers should question
whether there are important causal factors that have been omitted which
should be included; whether a different model solution algorithm should be
used; or whether the validation test comparison is consistent with anticipated
model usage. For example, in a large sector model, one may accept invalid
subregional crop area allocations when valid national figures are obtained.

There may also be reasons why models will never validate. One may be
comparing a full equilibrium, full adjustment model with a disequilibrium,
partial adjustment set of data. For example, when modelling a fallow-wheat
system one could be looking at the long-run and ignoring the short-run
constraints imposed by the areas that were in fallow or in production last
year. In the face of such difficulties, one must consider model purpose and
question whether or not failure to validate on a particular parameter-outcome
set 1s, in fact, catastrophic. In terms of model use, one may also need to
recalculate the parameter-outcome sets being used to validate, attempting to
validate on long-run averages rather than short-run situations. Finally, one
may not be able to find appropriate outcome sets. For example, a model built
to study the long-run effects of new developments. such as the recent U.S.
Payment In Kind program, may not be able to be validated due to a lack of
relevant “‘reality’ data.

3.3. Towards .Operational Validation

The discussion above has concentrated on technical validation which is
the first step in model validation. Operational validation refers to the
validation of the model as it is implemented for use. The questions of
operational validation are more complex than those involved with technical
validation especially in a risk modelling framework. However. if models are
ever to be routinely used. they must be operationally valid.

" A difficult situation., which will not be discussed. involves the notion of repeated validation tests
using the same data and “repaired” models. Perhaps one should reserve two sets of data for
validation testing. One for initial testing and model repair and the second for testing once a
model is judged “valid.” One needs to be careful in terms of both validating a model on data
from which 1t 1s built and validating the model on data from which it has been extensively
“repaired.”

" An attendant possibility is that the algorithm 1s working improperly.
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In an operational context. validation exercises examine model pertorm-
ance across uses. In this sense operational validation involves a series of
technical validations and more interaction with model users. Operational
validation is important to give the model credibility. Operational validation
can proceed by some combination of assumptions and results. Validation-by-
results procedures involve the same considerations (parameter-outcome scts.
tests. criteria. and dealing with invalid models) discussed previously.
However. issues arise with respect to input data. decision maker validation
efforts and output.

Validation of input data is difficult tor models which are used in diverse
situations, as new data are potentially needed for every application.
Validation by assumption is often called on (for example. Fishburn and Balch
(1974) have invented Super Genie” which guarantees that clicited utility
functions will be proper). Input questionnaires may be necessary. and the
modellers need be concerned with questionnaire design so that meaningtul
data are obtained. Rigid models again impose their own special difficulties.
Data on subjective probabilities are of particular concern in operational
validation. Hogarth (1975) argues that because man is a ““sclective, sequential
information processing system with limited capacity. he is il equipped for
assessing probability distributions.™ It is difficult to test whether the clicited
probabilities are valid representations of true beliefs regarding the future.
Feedback and evaluation procedures can be designed to compare actual
occurrences with the decision makers’ probabilistic predictions. for example,
using scoring rules (Bessler and Moore 1979). Altman (1980) discusses a
number of other difficulties regarding data development.

The extent to which nontechnical model users should validate models for
themselves is an issue in operational validation. It the model is to be usctul, it
will produce some results that are different from what the modcl user would
have expected. The credibility of these results will depend on the credibility
of the models. This does not require review of the model’s logical structure as
is required for technical validation. but involves making the black box
somewhat transparent so that the decision maker can grasp why a particular
result occurred and may require modelling features which permit model users
to conduct their own validation exercises (see McCarl et al. (1977) for a
discussion of a model which permits model user validation).

The output presentation format should also be subjected to validation.
An important question here is whether appropriate mcasures of performance
and risk are being presented. This, of course, complicates the process of
model validation because consideration must be given not only to what to
predict and present, but also to how well it is predicted and to how it is
presented. Conrath (1973) reveals that the format in which results are
presented influences decision making. Payne (1973, p.440) argucs, bascd on
psychological studies. that “‘the way in which sources of information are
displayed affects their utilization.™

One must also be concerned with the questions: Does the model
adequately represent the decision problem and the major vanables to he
considered for each specific use? Is the structure of the model appropriate?
Will the model continue to perform satisfactorily over time and across
situations? Does the model easily adapt to the alternate anticipated usages?
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The above discussion has purposely not covered validation-by-results
tests as this was done in the technical section above. However, there is one
more relevant issue. Operational validation of models in use entails a
continuing model evaluation process. Records may be kept on model
predictions which can be compared with reality. This is a demanding
validation process, and has been implemented occasionally in agricultural
economics. For example, Just and Rausser (1981) examined several eco-
nometric models over time.

4.0 Concluding Comments

The material presented and reviewed above vyields several conclusions
with respect to model validation. First, models should be validated in terms of
use. Conversely, model use, in part, determines validation procedures.
Second, validation is difficult, especially for risk models. Third, model
validation should be a high priority research area. Fourth, and finally, more
attention should be placed on risk model validation.

Amplifying on these comments, first take validation in the context of
use. It appears obvious that models should be validated in terms of their uses.
Nevertheless, this has only been an implicit theme within the validation
literature. Further, most validation exercises have been technical, not
operational, and most statements about model validity have not been
qualified with respect to use. The validation in use concept has major
implications for model validation exercises. Validation in use (1) allows
models to be validated only in terms of selected outputs; (2) leads to models
being qualified in terms of their use: and (3) implies that more effort and
attention should be devoted to operational validation.

Turning attention to the difficulty of validation, note that true validation
cannot be achieved. This is inevitable since agricultural economics models
generally depict behaviour, not phenomena governed by invariant natural
laws. Additionally, the historical and/or subjective data used in validation
exercises can never be unequivocally judged representative of all model
usages. Thus, modellers must be satisfied with acceptance of the null
hypothesis that a model is not invalid. Furthermore, validation exercises
involve subjective choices of items validated, procedures and association
tests. The situation is further complicated in risk models and/or models of
stochastic phenomena since observed “reality” is really a random draw from a
probabilistic reality.

The difficulties above not withstanding. increased attention to validation
is important and needed. Validation exercises will improve the quality and
relevancy of modelling. Samuelson (1965) comments that the validity of the
theory rests in large part on its ability to be consistent with empirical fact.
Therefore, validation is extremely important in research. Carefully, com-
petently done validation exercises will not only improve model usefulness but
will also strengthen the theoretical foundations for model building. System-
atic attention to validity can be achieved following procedures such as those
suggested by Shannon (1975, p.294) who states ""the greatest possible validity
is achieved by:
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(1) Using common sense and logic throughout the study.

(2) Taking maximum advantage of the knowledge and insight of
those most familiar with the system under study.

(3) Empirically testing by the use of appropriate statistical techni-
ques all of the assumptions. hypotheses. etc. that possibly can be
tested.

(4) Paying close attention to details. checking and rechecking each
step of the model building process.

(5) Assuring that the mode! performs the way it was intended by
using test cases, etc. during the debugging phase.

(6) Comparing the input-output transformation of the model and the
real world system (whenever possible).

(7) Running field tests or peripheral research where fcasible.

(8) Performing sensitivity analysis on input variables. parameters.
etc.

(9) Checking carefully the predictions of the model and actual results
achieved with the real world system.”

The tests described in this review provide additional validation procedures.

Finally, regarding the conclusion on risk model validation. Validation of
risk models has received little attention. This poses many potential
difficulties. Agricultural economists are faced with many alternative risk
models which could be used, yet there is little empirical evidence about which
kinds of risk models should be used. In addition, a sizable body of theory
exists in risky decision making. However, much of this theory is not validated,
in part, because few attempts have been made to validate risk models.
Researchers should spend more time validating risk models.
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