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Abstract. We discuss the semi-nonparametric approach of Gallant and Nychka
(1987, Econometrica 55: 363–390), the semiparametric maximum likelihood ap-
proach of Klein and Spady (1993, Econometrica 61: 387–421), and a set of new
Stata commands for semiparametric estimation of three binary-choice models. The
first is a univariate model, while the second and the third are bivariate models
without and with sample selection, respectively. The proposed estimators are

√
n

consistent and asymptotically normal for the model parameters of interest under
weak assumptions on the distribution of the underlying error terms. Our Monte
Carlo simulations suggest that the efficiency losses of the semi-nonparametric and
the semiparametric maximum likelihood estimators relative to a maximum like-
lihood correctly specified estimator of a parametric probit are rather small. On
the other hand, a comparison of these estimators in non-Gaussian designs suggests
that semi-nonparametric and semiparametric maximum likelihood estimators sub-
stantially dominate the parametric probit maximum likelihood estimator.

Keywords: st0144, snp, snp2, snp2s, sml, sml2s, binary-choice models, semi-
nonparametric approach, SNP estimation, semiparametric maximum likelihood,
SML estimation, Monte Carlo simulation

1 Introduction

The parameters of discrete-choice models are typically estimated by maximum like-
lihood (ML) after imposing assumptions on the distribution of the underlying error
terms. If the distributional assumptions are correctly specified, then parametric ML

estimators are known to be consistent and asymptotically efficient. However, as dis-
cussed at length in the semiparametric literature, departures from the distributional
assumptions may lead to inconsistent estimation. This problem has motivated the de-
velopment of several semiparametric estimation procedures which consistently estimate
the model parameters under less restrictive distributional assumptions. Semiparamet-
ric estimation of binary-choice models has been considered by Manski (1975); Cosslett
(1983); Gallant and Nychka (1987); Powell, Stock, and Stoker (1989); Horowitz (1992);
Ichimura (1993); and Klein and Spady (1993), among others.

In this article, I discuss the semi-nonparametric (SNP) approach of Gallant and
Nychka (1987), the semiparametric maximum likelihood (SML) approach of Klein and
Spady (1993), and a set of new Stata commands for semiparametric estimation of uni-
variate and bivariate binary-choice models. The SNP approach of Gallant and Nychka
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(1987), originally proposed for estimation of density functions, was adapted to estima-
tion of univariate and bivariate binary-choice models by Gabler, Laisney, and Lechner
(1993) and De Luca and Peracchi (2007), respectively.1 A generalization of the SML

estimator of Klein and Spady (1993) for semiparametric estimation of bivariate binary-
choice models with sample selection was provided by Lee (1995). The SNP and SML

approaches differ from the parametric approach because they can handle a broader
class of error distributions. The SNP and SML approaches differ from each other in
how they approximate the unknown distributions. The SNP approach uses a flexible
functional form to approximate the unknown distribution while the SML approach uses
kernel functions.

The remainder of the article is organized as follows. In section 2, I briefly review
parametric specification and ML estimation of three binary-choice models of interest.
SNP and SML estimation procedures, the underlying identifiability restrictions, and the
asymptotic properties of the corresponding estimators are discussed in sections 3 and 4,
respectively. Section 5 describes the syntax and the options of the Stata commands,
while section 6 provides some examples. Monte Carlo evidence on the small-sample
performances of the SNP and SML estimators relative to the parametric probit estimator
is presented in section 7.

2 Parametric ML estimation

A univariate binary-choice model is a model for the conditional probability of a binary
indicator. This model is typically represented by the following threshold crossing model,

Y ∗ = α+ β⊤X + U (1)

Y = 1(Y ∗ ≥ 0) (2)

where Y ∗ is a latent continuous random variable,X is a k vector of exogenous variables,
θ = (α,β) is a (k+1) vector of unknown parameters, and U is a latent regression error.
The latent variable Y ∗ is related to its observable counterpart Y through the observation
rules (2), where 1{A} is the indicator function of the event A. If the latent regression
error U is assumed to follow a standardized Gaussian distribution, then model (1)–(2)
is known as a probit model.2 In this case, the log-likelihood function for a random
sample of n observations (Y1,X1), . . . , (Yn,Xn) is of the form

L(θ) =

n∑

i=1

Yi lnπi(θ) + (1 − Yi) ln {1 − πi(θ)} (3)

where πi(θ) = Pr(Yi = 1|X) = Φ(µi) is the conditional probability of observing a
positive outcome, Φ(·) is the standardized Gaussian distribution function, and µi =

1. Our Stata command for SNP estimation of univariate binary-choice models can be considered a
specific version of the command provided by Stewart (2004) for SNP estimation of ordered-choice
models. Nevertheless, the proposed routine is faster, more accurate, and allows more estimation
options.

2. The normalization of the variance is necessary because the vector of parameters θ can be identified
only up to a scale coefficient.
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α+β⊤Xi. An ML estimator of the parameter vector θ can be obtained by maximizing
the log-likelihood function (3) over the parameter space Θ = ℜk+1.

If we are interested in modeling the joint probability of two binary indicators Y1

and Y2, a simple generalization of model (1)–(2) is the following bivariate binary-choice
model

Y ∗
j = αj + β⊤

j Xj + Uj j = 1, 2 (4)

Yj = 1(Y ∗
j ≥ 0) j = 1, 2 (5)

where the Y ∗
j are latent variables for which only the binary indicators Yj can be observed,

the Xj are kj vectors of (not necessary distinct) exogenous variables, the θj = (αj ,βj)
are (kj + 1) vectors of unknown parameters, and the Uj are latent regression errors.
When U1 and U2 have a bivariate Gaussian distribution with zero means, unit vari-
ances, and correlation coefficient ρ, model (4)–(5) is known as a bivariate probit model.
Because Y1 and Y2 are fully observable, the vectors of parameters θ1 and θ2 can always
be estimated consistently by separate estimation of two univariate probit models, one
for Y1 and one for Y2. However, when the correlation coefficient ρ is different from zero,
it is more efficient to estimate the two equations jointly by maximizing the log-likelihood
function

L(θ) =
n∑

i=1

Yi1Yi2 lnπi11(θ) + Yi1(1 − Yi2) lnπi10(θ)+

(1 − Yi1)Yi2 lnπi01(θ) + (1 − Yi1)(1 − Yi2) lnπi00(θ)

(6)

where θ = (θ1,θ2, ρ), and the probabilities underlying the four possible realizations of
the two binary indicators Y1 and Y2 are given by3

π11(θ) = Pr(Y1 = 1, Y2 = 1) = Φ2(µ1, µ2; ρ)

π10(θ) = Pr(Y1 = 1, Y2 = 0) = Φ(µ1) − Φ2(µ1, µ2; ρ)

π01(θ) = Pr(Y1 = 0, Y2 = 1) = Φ(µ2) − Φ2(µ1, µ2; ρ)

π00(θ) = Pr(Y1 = 0, Y2 = 0) = 1 − Φ(µ1) − Φ(µ2) + Φ2(µ1, µ2; ρ)

where Φ2(·, ·; ρ) is the bivariate Gaussian distribution function with zero means, unit

variances, and correlation coefficient ρ, and µj = αj + β⊤
j Xj . An ML estimator θ̂

maximizes the log-likelihood function (6) over the parameter space Θ = ℜk1+k2+2 ×
(−1, 1).

Consider a bivariate binary-choice model with sample selection where the indicator
Y1 is always observed, while the indicator Y2 is assumed to be observed only for the
subsample of n1 observations (with n1 < n) for which Y1 = 1. The model can be written
as

3. In the following, the suffix i and the explicit conditioning on the vector of covariates X1 and X2

are suppressed to simplify notation.
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Y ∗
j = αj + β⊤

j Xj + Uj j = 1, 2 (7)

Y1 = 1(Y ∗
1 ≥ 0) (8)

Y2 = 1(Y ∗
2 ≥ 0) if Y1 = 1 (9)

When the latent regression errors U1 and U2 have a bivariate Gaussian distribution
with zero means, unit variances, and correlation coefficient ρ, model (7)–(9) is known
as a bivariate probit model with sample selection. Unlike the case of full observability,
the presence of sample selection has two important implications. First, ignoring the
potential correlation between the two latent regression errors may lead to inconsistent
estimates of θ2 = (α2,β2) and inefficient estimates of θ1 = (α1,β1). Second, identifi-
ability of the model parameters requires imposing at least one exclusion restriction on
the two sets of exogenous covariates X1 and X2 (Meng and Schmidt 1985). Construc-
tion of the log-likelihood function for joint estimation of the overall vector of model
parameters θ = (θ1,θ2, ρ) is straightforward after noticing that the data identify only
three possible events: (Y1 = 1, Y2 = 1), (Y1 = 1, Y2 = 0), and (Y1 = 0). Thus the
log-likelihood function for a random sample of n observations is

L(θ) =

n∑

i=1

Yi1Yi2 lnπi11(θ) + Yi1(1 − Yi2) lnπi10(θ) + (1 − Yi1) lnπi0(θ1) (10)

where π0 = π00 + π01. An ML estimator θ̂ maximizes the log-likelihood function (10)
over the parameter space Θ = ℜk1+k2+2 × (−1, 1).

3 SNP estimation

The basic idea of SNP estimation is to approximate the unknown densities of the latent
regression errors by Hermite polynomial expansions and use the approximations to
derive a pseudo-ML estimator for the model parameters. Once we relax the Gaussian
distributional assumption, a semiparametric specification of the likelihood function is
needed. For the three binary-choice models considered in this article, semiparametric
specifications of the log-likelihood functions have the same form as (3), (6), and (10),
respectively, with the probability functions replaced by4

π11(θ1,θ2) = 1 − F1(−µ1) − F2(−µ2) + F (−µ1,−µ2)

π10(θ1,θ2) = F2(−µ2) − F (−µ1,−µ2)

π01(θ1,θ2) = F2(−µ1) − F (−µ1,−µ2)

π00(θ1,θ2) = F (−µ1,−µ2)

where Fj is the unknown marginal distribution function of the latent regression error
Uj , j = 1, 2, and F is the unknown joint distribution function of (U1, U2).

5

4. The marginal probability function is defined by π1(θ1) = 1 − F1(−µ1).
5. The probability functions underlying the probit specifications can be easily obtained from these

general expressions by exploiting the symmetry of the Gaussian distribution.
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Following Gallant and Nychka (1987), we approximate the unknown joint density,
f , of the latent regression errors by a Hermite polynomial expansion of the form

f∗(u1, u2) =
1

ψR
τR(u1, u2)

2 φ(u1)φ(u2) (11)

where φ(·) is the standardized Gaussian density, τR(u1, u2) =
∑R1

h=0

∑R2

k=0 τhku
h
1u

k
2 is a

polynomial in u1 and u2 of order R = (R1, R2), and

ψR =

∫ ∞

−∞

∫ ∞

−∞
τR(u1, u2)

2φ(u1)φ(u2) du1 du2

is a normalization factor that ensures f∗ is a proper density. As shown by Gallant
and Nychka (1987), the class of densities that can be approximated by this polynomial
expansion includes densities with arbitrary skewness and kurtosis but excludes violently
oscillatory densities or densities with tails that are too fat or too thin.6 Our approxi-
mation to the joint density function of U1 and U2 differs from that originally proposed
by Gallant and Nychka (1987) only because the order of the polynomial τR(u1, u2) is
not restricted to be the same for U1 and U2. Although asymptotic properties of the SNP

estimator require that both R1 and R2 increase with the sample size, there is no reason
to impose that R1 = R2 in finite samples. For instance, different orders of R1 and R2

can help account for either departures from Gaussianity along one single component, or
different sample sizes on Y1 and Y2 arising in the case of sample selection.

Since the polynomial expansion in (11) is invariant to multiplication of the vector of
parameters τ = (τ00, τ01, . . . , τR1R2

) by a scalar, some normalization is needed. Setting
τ00 = 1, expanding the square of the polynomial in (11) and rearranging terms gives

f∗(u1, u2) =
1

ψR

(
2R1∑

h=0

2R2∑

k=0

τ∗hku
h
1u

k
2

)
φ(u1)φ(u2)

with τ∗hk =
∑bh

r=ah

∑bk

s=ak
τrsτh−r,k−s, where ah = max(0, h−R1), ak = max(0, k−R2),

bh = min(h,R1), and bk = min(k,R2). Integrating f∗(u1, u2) alternatively with respect
to u2 and u1 gives the following approximations to the marginal densities f1 and f2

f∗1 (u1) =

∫ ∞

−∞
f∗(u1, u2) du2

=
1

ψR

(
2R1∑

h=0

2R2∑

k=0

τ∗hk mk u
h
1

)
φ(u1) =

1

ψR

(
2R1∑

h=0

γ1h u
h
1

)
φ(u1)

(12)

f∗2 (u2) =

∫ ∞

−∞
f∗(u1, u2) du1

=
1

ψR

(
2R1∑

h=0

2R2∑

k=0

τ∗hk mh u
k
2

)
φ(u2) =

1

ψR

(
2R2∑

k=0

γ2k u
k
2

)
φ(u2)

(13)

6. Further details on the smoothness conditions defining this class of densities can be found in
Gallant and Nychka (1987, 369).
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wheremh andmk are the hth and the kth central moments of the standardized Gaussian
distribution, γ1h =

∑2R2

k=0 τ
∗
hk mk, γ2k =

∑2R1

h=0 τ
∗
hk mh, and ψR =

∑2R1

h=0 γ1hmh =∑2R2

k=0 γ2k mk. As for the bivariate density function, γ10 and γ20 are normalized to one
by imposing that τh0 = τ0k = 0 for all h = 1, . . . , R1 and k = 1, . . . , R2. Thus, if γ1h = 0
for all h ≥ 1, then ψR = 1 and so the approximation f∗1 coincides with the standard
normal density. Similarly, the approximation f∗2 coincides with the standard normal
density when γ2k = 0 for all k ≥ 1.

Adopting the SNP approximation to the density of the latent regression errors does
not guarantee that they have zero mean and unit variance. The zero-mean condition
implies that some location restriction needs to be imposed on either the distributions
of the error terms, or the systematic part of the model. For the univariate model,
Gabler, Laisney, and Lechner (1993) impose restrictions on the SNP parameters to guar-
antee that the error term has zero mean. For the bivariate model, this approach is quite
complex. Therefore, we follow the alternative approach of Melenberg and van Soest
(1996) and set the two intercept coefficients α1 and α2 to their parametric estimates.
The parametric probit and the SNP estimates are not directly comparable because the
SNP approximation does not have unit variance. However, as shown in section 6, one
can compare the ratio of the estimated coefficients.

After accounting for the above restrictions, the total number of estimated parameters
is (k1 + R1) in the univariate SNP model and (k1 + k2 + R1R2) in the bivariate SNP

model. Clearly, such models are not identified if the number of independent probabilities
is lower than the number of free parameters to be estimated.7

Subject to these identifiability restrictions, integrating the joint density (11) gives
the following approximation to the joint distribution function F

F ∗(u1, u2) = Φ(u1)Φ(u2) +
1

ψR
A∗

1(u1, u2)φ(u1)φ(u2)

− 1

ψR
A∗

2(u2)Φ(u1)φ(u2) −
1

ψR
A∗

3(u1)φ(u1)Φ(u2)

Similarly, integrating the marginal densities (12) and (13) gives the following approxi-
mations to the marginal distribution functions F1 and F2,

F ∗
1 (u1) = Φ(u1) −

1

ψR
A∗

3(u1)φ(u1)

F ∗
2 (u2) = Φ(u2) −

1

ψR
A∗

2(u2)φ(u2)

7. For instance, a univariate SNP model with a single categorical variable X is identified only if X
can take at least (1 + R1) different values. A bivariate SNP model with X is identified only if X
can take at least (2 + R1R2)/3 different values. A bivariate SNP model with sample selection, in
which X1 and X2 are two distinct categorical variables with p1 and p2 different values, is identified
only if (2 + R1R2) ≤ 2 p1 p2.
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where

A∗
1(u1, u2) =

2R1∑

h=0

2R2∑

k=0

τ∗hkAh(u1)Ak(u2)

A∗
2(u2) =

2R1∑

h=0

2R2∑

k=0

τ∗hkmhAk(u2)

A∗
3(u1) =

2R1∑

h=0

2R2∑

k=0

τ∗hkmkAh(u1)

with A0(uj) = 0, A1(uj) = 1, and Ar(uj) = (r − 1)Ar−2(uj) + ur−1
j , j = 1, 2. These

approximations imply that the univariate probit model is always nested in the univariate
SNP model, while the bivariate probit model is nested in the corresponding SNP model
only if the correlation coefficient ρ is equal to zero. This result is due to two points.
First, the leading terms in the SNP approximations to the marginal distribution functions
F1 and F2 are Gaussian distribution functions and the remaining terms are products
of Gaussian densities and polynomials of orders (2R1 − 1) and (2R2 − 1), respectively.
Second, the leading term in the approximation to the joint distribution function F is the
product of two Gaussian distribution functions and the remaining terms are complicated
functions of u1 and u2.

SNP estimators can be obtained by maximizing the pseudo–log-likelihood func-
tions (3), (6), and (10), respectively, in which the unknown distribution functions
F , F1, and F2 are replaced by their approximations F ∗, F ∗

1 , and F ∗
2 . As shown by

Gallant and Nychka (1987), the resulting pseudo-ML estimators are
√
n consistent pro-

vided that both R1 and R2 increase with the sample size. Although Gallant and Nychka
(1987) provide consistency results for the SNP estimators, they do not provide distri-
butional theory. However, when R1 and R2 are treated as known, inference can be
conducted as though the model was estimated parametrically. The underlying assump-
tion is that, for fixed values of R1 and R2, the true joint density function f belongs to
the class of densities that can be approximated by the Hermite polynomial expansion
in (11). Thus the SNP model can be considered as a flexible parametric specification for
fixed values of R1 and R2, with the choice of R1 and R2 as part of the model-selection
procedure. In practice, for a given sample size, the values of R1 and R2 may be selected
either through a sequence of likelihood-ratio tests or by model selection criteria such as
the Akaike information criterion or the Bayesian information criterion.

4 SML estimation

The basic idea of the SML estimation procedure is that of maximizing a pseudo–log-
likelihood function in which the unknown probability functions are locally approximated
by nonparametric kernel estimators.

Consider first SML estimation of a univariate binary-choice model. Before describing
the estimation procedure in detail, we discuss nonparametric identification of the vector
of parameters θ = (α,β). As for the SNP estimation procedure, the intercept coefficient
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α can be absorbed into the unknown distribution function of the error term and is not
separately identified. Furthermore, the slope coefficients β can only be identified up to
a scale parameter. In this case, however, the scale normalization must be based on a
continuous variable with a nonzero coefficient and it must be directly imposed on the
estimation process.8 Per Pagan and Ullah (1999), these location-scale normalizations
can be obtained by imposing the linear index restriction

π(θ) = Pr(Y = 1 |X;θ) = Pr{Y = 1 | υ(X; δ)} = π(δ)

where υ(X; δ) = X1 + δ⊤X2, X1 is a continuous variable with a nonzero coefficient,
X2 are the other covariates, and δ = (δ2, . . . , δk) is the vector of identifiable parameters
with δj = βj/β1. The index restriction is also useful to reduce the dimension of the
covariate space thereby avoiding the curse of dimensionality problem.

Under the index restriction, one can use Bayes Theorem to write

π(δ) =
P g{υ(X; δ) | Y = 1}

P g{υ(X; δ) | Y = 1} + (1 − P ) g{υ(X; δ) | Y = 0} (14)

where P = Pr{Y = 1} is the unconditional probability of observing a positive outcome
and g(·) is the conditional density of υ(X; δ) given Y . As in Klein and Spady (1993),
a nonparametric estimator of g1υ{υ(X; δ)} = P g{υ(X; δ) | Y = 1} in the numerator
of (14) is given by

ĝ1υ(υi;hn) = {(n− 1)hn}−1
n∑

j 6=i

yjK
(
υi − υj

hn

)

where υi = υ(Xi; δ), K(·) is a kernel function, and hn is a bandwidth parameter
which satisfies the restriction n−1/6 < hn < n−1/8. A nonparametric estimator of
g0υ{υ(X; δ)} = (1 − P ) g{υ(X; δ) | Y = 0} in the denominator of (14) can be defined
in a similar way by replacing yj with (1 − yj). To reduce the bias generated by kernel
density estimation, Klein and Spady (1993) suggest using either bias-reducing kernels,
or adaptive kernels with a variable and data-dependent bandwidth. For simplicity, we
use a Gaussian kernel with a fixed-bandwidth parameter.9

An SML estimator δ̂ maximizes the pseudo–log-likelihood functions (3) where the
unknown probability function π(δ) is replaced by a nonparametric estimate of the form10

π̂(δ) =
ĝ1υ(υ;hn)

ĝ1υ(υ;hn) + ĝ0υ(υ;hn)
(15)

Klein and Spady (1993) show that, under mild regularity conditions, the resulting SML

estimator is
√
n consistent, asymptotically normal, and achieves the semiparametric effi-

ciency bound of Chamberlain (1986) and Cosslett (1987). In establishing the asymptotic

8. See Klein and Spady (1993, assumption C.3b).
9. Results of preliminary Monte Carlo simulations suggest that using a Gaussian kernel with a fixed

bandwidth does not affect the small-sample performance of the SML estimator, by much.
10. If the densities g1υ{υ(X; δ)} and g0υ{υ(X; δ)} are estimated by kernel methods with the same

bandwidth parameter, then the estimator in (15) corresponds to a Nadaraya–Watson kernel esti-
mator for the expected value of Y conditional on the index υ(X; δ).
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properties of this estimator, a trimming function is used to downweight observations for
which the corresponding densities are small. Because the Klein and Spady (1993) simu-
lation results suggest that trimming is not important in practical applications, we ignore
trimming.

When generalizing the SML estimator to bivariate binary-choice models with sample
selection, the relevant issue is nonparametric estimation of the conditional probability
π1|1(θ1,θ2) = Pr(Y2 = 1 | Y1 = 1,X1,X2). As for the univariate model, we assume
that the model satisfies the double-index restriction

π1|1(θ1,θ2) = Pr{Y2 = 1 | Y1 = 1, υ(X1; δ1), υ(X2; δ2)} = π1|1(δ1, δ2)

where the υ(Xj ; δj) = Xj1+δ⊤j Xj2, j = 1, 2, are linear indexes, the Xj1 are continuous
variables with nonzero coefficients, the Xj2 are the remaining covariates, and the δj =
(δj2, . . . , δjkj

) are vectors of identifiable parameters with δjh = βjh/βj1. As argued by
Ichimura and Lee (1991), nonparametric identification of a double-index model requires
the existence a distinct continuous variable for each index. Thus, unlike the parametric
or the SNP specification of the model, exclusion restrictions should now include some
continuous variables.

Subject to these identifiability restrictions, Bayes Theorem implies that

π1|1(δ) =
P1|1 g(υ | Y1 = 1, Y2 = 1)

P1|1 g(υ | Y1 = 1, Y2 = 1) + (1 − P1|1) g(υ | Y1 = 1, Y2 = 0)
(16)

where δ = (δ1, δ2), P1|1 = Pr(Y2 = 1 | Y1 = 1), υ = {υ(X1; δ1), υ(X2; δ2)}, and g(·) is
the conditional density of υ given Y1 and Y2. A nonparametric estimator of the density
g1υ|1(υ) = P1|1 g(υ | Y1 = 1, Y2 = 1) in the numerator of (16) is given by

ĝ1υ|1(υi;hn1
) =

{
(n1 − 1)h2

n1

}−1
n1∑

j 6=i

y1j y2j K2

(
υi − υj

hn1

)

where n1 is the subsample of observations for which Y1 = 1, and K2(·) is the product
of two univariate Gaussian kernels with the same bandwidth hn1

. A nonparametric
estimator of the density g0υ|1(υ) = (1 − P1|1) g(υ | Y1 = 1, Y2 = 0) in the denominator
of (16) can be defined in a similar way by replacing y2j with (1− y2j). As before, these
nonparametric estimators differ from those adopted by Lee (1995) only because we use
Gaussian kernels, instead of bias-reducing kernels. Thus the conditional probability
π1|1(δ) is estimated by

π̂1|1(δ) =
ĝ1υ|1(υ;hn1

)

ĝ1υ|1(υ;hn1
) + ĝ0υ|1(υ;hn1

)
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and an SML estimator δ̂ is obtained by maximizing the log-likelihood function (10),
where the unknown probability functions are replaced by

π̂0(δ1) = 1 − π̂1(δ1)

π̂11(δ) = π̂1(δ1) π̂1|1(δ)

π̂10(δ) = π̂1(δ1) {1 − π̂1|1(δ)}

Lee (1995) shows that, under mild regularity conditions, the resulting SML estimator is√
n consistent and asymptotically normal. Furthermore, its asymptotic variance is very

close to the efficiency bound of semiparametric estimators for this type of model.

5 Stata commands

5.1 Syntax of SNP commands

The new Stata commands snp, snp2, and snp2s estimate the parameters of the SNP

binary-choice models considered in this article. In particular, snp fits a univariate
binary-choice model, snp2 fits a bivariate binary-choice model, while snp2s fits a bivari-
ate binary-choice model with sample selection. The general syntax of these commands
is as follows:

snp depvar varlist
[
if
] [

in
] [

weight
] [

, noconstant offset(varname)

order(#) robust from(matname) dplot(filename) level(#)

maximize options
]

snp2 equation1 equation2
[
if
] [

in
] [

weight
] [

, order1(#) order2(#) robust

from(matname) dplot(filename) level(#) maximize options
]

snp2s depvar varlist
[
if
] [

in
] [

weight
]
,

select(depvar s = varlist s
[
, offset(varname) noconstant

]
)

[
order1(#) order2(#) robust from(matname) dplot(filename) level(#)

maximize options
]

where each equation is specified as

(
[
eqname:

]
depvar

[
=
]

varlist
[
, noconstant offset(varname)

]
)

snp, snp2, and snp2s are implemented for Stata 9 by using ml model lf. These com-
mands share the same features of all Stata estimation commands, including access to
the estimation results and the options for the maximization process (see [R] maximize).
fweights, pweights, and iweights are allowed (see [U] 14.1.6 weight). Most of the
options are similar to those of other Stata estimation commands. A description of the
options that are specific to our SNP commands is provided below.
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Options of SNP commands

order(#) specifies the order R to be used in the univariate Hermite polynomial ex-
pansion. The default is order(3).

order1(#) specifies the order R1 to be used in the bivariate Hermite polynomial ex-
pansion. The default is order1(3).

order2(#) specifies the order R2 to be used in the bivariate Hermite polynomial ex-
pansion. The default is order2(3).

robust specifies that the Huber/White/sandwich estimator of the covariance matrix is
to be used in place of the traditional calculation (see [U] 23.11 Obtaining robust

variance estimates).11

from(matname) specifies the name of the matrix to be used as starting values. By
default, starting values are the estimates of the corresponding probit specification,
namely, the probit estimates for snp, the biprobit estimates for snp2, and the
heckprob estimates for snp2s.

dplot(filename) plots the estimated marginal densities of the error terms. A Gaussian
density with the same estimated mean and variance is added to each density plot.
For the snp command, filename specifies the name of the density plot to be created.
For snp2 and snp2s, three new graphs are created. The first is a plot of the esti-
mated marginal density of U1 and is stored as filename 1. The second is a plot of
the estimated marginal density of U2 and is stored as filename 2. The third is a
combination of the two density plots in a single graph and is stored as filename.

5.2 Syntax of SML estimators

The new Stata commands sml and sml2s estimate the parameters of the SML models
discussed in this article. sml fits a univariate binary-choice model, and sml2s fits
a bivariate binary-choice model with sample selection. The general syntax of these
commands is as follows:

sml depvar varlist
[
if
] [

in
] [

weight
] [

, noconstant offset(varname)

bwidth(#) from(matname) level(#) maximize options
]

sml2s depvar varlist
[
if
] [

in
] [

weight
]
,

select(depvar s = varlist s
[
, offset(varname) noconstant

]
)

[
bwidth1(#) bwidth2(#) from(matname) level(#) maximize options

]

sml and sml2s are implemented for Stata 9 by using ml model d2 and ml model d0,
respectively. In this case, ml model lf cannot be used because SML estimators violate

11. As pointed out by an anonymous referee, for a finite R, the SNP model can be misspecified and the
robust option accounts for this misspecification in estimating the covariance matrix of the SNP
estimator.
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the linear-form restriction.12 Unlike the SNP commands, pweight and robust are not
allowed with sml and sml2s commands. Although this may be a drawback of our SML

routines, it is important to mention that SML estimators impose weaker distributional
assumptions than the SNP estimators and they are also robust to the presence of het-
eroskedasticity of a general but known form and heteroskedasticity of an unknown form
if it depends on the underlying indexes (see Klein and Spady [1993]). A description of
the options that are specific to our SML commands is provided below.

Options

bwidth(#) specifies the value of the bandwidth parameter hn. The default is hn =
n−1/6.5, where n is the overall sample size.

bwidth1(#) specifies the value of the bandwidth parameter hn used for nonparametric
estimation of the selection probability π̂1(δ1). The default is hn = n−1/6.5, where n
is the overall sample size.

bwidth2(#) specifies the value of the bandwidth parameter hn1
used for nonparametric

estimation of the conditional probability π̂1|1(δ1, δ2). The default is hn1
= n

−1/6.5
1 ,

where n1 is the number of selected observations.

from(matname) specifies the name of the matrix to be used as starting values. By
default, starting values are the estimates of the corresponding probit specification,
namely, the probit estimates for sml and the heckprob estimates for sml2s.

5.3 Further remarks

1. SNP and SML estimators typically require large samples. Furthermore, since the
log-likelihood functions of these estimators are not globally concave, it is good
practice to check for convergence to the global maximum rather than a local one
by using the from option.

2. Asymptotic properties of the SNP estimators require that the degree R of the
Hermite polynomial expansion increases with the sample size. In particular, snp
generalizes the probit model only if R ≥ 3 (see Gabler, Laisney, and Lechner
[1993]). For snp2 and snp2s, the error terms may have skewness and kurtosis
different from those of a Gaussian distribution only if R1 ≥ 2 or R2 ≥ 2. In
practice, the values of R, R1, and R2 may be selected either through a sequence of
likelihood-ratio tests or by model-selection criteria such as the Akaike information
criterion or the Bayesian information criterion (see the lrtest command).

3. SML estimation uses Gaussian kernels with a fixed bandwidth. Asymptotic prop-
erties of the SML estimators require the bandwidth parameters to satisfy the re-

strictions n−1/6 < hn < n−1/8 and n
−1/6
1 < hn1

< n
−1/8
1 . In practice, one may

12. An extensive discussion on the alternative Stata ML models can be found in Gould, Pitblado, and
Sribney (2006).
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either experiment with alternative values of hn and hn1
in the above range or use

a more sophisticated method like generalized cross validation (see Gerfin [1996]).

4. The proposed estimators are more computationally demanding than the corre-
sponding parametric estimators because of both the greater complexity of the
likelihood functions and the fact that they are written as ado-files. The number
of iterations required by SNP estimators typically increases with the order of the
Hermite polynomial expansion. Convergence of SML estimators usually requires a
lower number of iterations, but they are more computationally demanding since
kernel regression is conducted at each step of the maximization process. For both
types of estimators, estimation time further depends on the number of observa-
tions and the number of covariates.

6 Examples

This section provides illustrations of the SNP and SML commands using simulated data,
which allows us to have a benchmark for the estimation results. The Stata code for our
data-generating process is

. * Data generating process

. clear all

. set seed 1234

. matrix define sigma=(1,.5\.5,1)

. quietly drawnorm u1 u2, n(2000) corr(sigma) double

. generate double x1=(uniform()*2-1)*sqrt(3)

. generate double x2=(uniform()*2-1)*sqrt(3)

. generate double x3=invchi2(1,uniform())

. generate x4=(uniform()>.5)

. generate y1=(x1-x3+2*x4+u1>0)

. generate y2=(x2+.5*x3-1.5*x4+u2>0)

Error terms are generated from a bivariate Gaussian distribution with zero means, unit
variances, and a correlation coefficient equal to 0.5. The set of covariates includes four
variables: X1 and X2 are independently drawn from a standardized uniform distribution
on (−1, 1), X3 is drawn from a chi-squared distribution with 1 degree of freedom, and
X4 is drawn from a Bernoulli distribution with a probability of success equal to 0.5. To
guarantee identifiability of the model parameters, our data-generating process imposes
one exclusion restriction in each equation, namely, X1 only enters the equation of Y1,
while X2 only enters the equation of Y2.
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The probit estimates of the first equation are given by

. probit y1 x1 x3 x4, nolog

Probit regression Number of obs = 2000
LR chi2(3) = 1492.07
Prob > chi2 = 0.0000

Log likelihood = -633.69196 Pseudo R2 = 0.5407

y1 Coef. Std. Err. z P>|z| [95% Conf. Interval]

x1 1.093143 .0539591 20.26 0.000 .9873851 1.198901
x3 -1.153823 .0605857 -19.04 0.000 -1.272569 -1.035077
x4 2.037333 .0988448 20.61 0.000 1.843601 2.231065

_cons .1540149 .0596325 2.58 0.010 .0371375 .2708924

Note: 29 failures and 0 successes completely determined.

. nlcom (b3_b1: _b[x3] / _b[x1]) (b4_b1: _b[x4] / _b[x1])

b3_b1: _b[x3] / _b[x1]
b4_b1: _b[x4] / _b[x1]

y1 Coef. Std. Err. z P>|z| [95% Conf. Interval]

b3_b1 -1.05551 .0527265 -20.02 0.000 -1.158852 -.9521678
b4_b1 1.863739 .0887034 21.01 0.000 1.689883 2.037594

Because of the different scale normalization, estimated coefficients of the probit model
are not directly comparable with those of the SNP and SML models. Here we compare
the ratio of the estimated coefficients by using the nlcom command.

The SNP estimates of the same model, with degree of the univariate Hermite poly-
nomial expansion R = 4, are given by

(Continued on next page)
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. snp y1 x1 x3 x4, nolog order(4)

Order of SNP polynomial - R=4

SNP Estimation of Binary-Choice Model Number of obs = 2000
Wald chi2(3) = 36.86

Log likelihood = -632.0571 Prob > chi2 = 0.0000

y1 Coef. Std. Err. z P>|z| [95% Conf. Interval]

y1
x1 1.600913 .2670701 5.99 0.000 1.077465 2.124361
x3 -1.688176 .2840946 -5.94 0.000 -2.244991 -1.13136
x4 2.990631 .4982394 6.00 0.000 2.0141 3.967163

_cons .1540149 Fixed

SNP coefs: 1 -.1277219 .0937248 -1.36 0.173 -.3114192 .0559754
2 .1213818 .0883377 1.37 0.169 -.0517569 .2945206
3 .0391799 .0232224 1.69 0.092 -.0063352 .0846951
4 .0170504 .0201136 0.85 0.397 -.0223715 .0564722

Likelihood ratio test of Probit model against SNP model:
Chi2(2) statistic = 3.269725 (p-value = .1949791)

Estimated moments of error distribution:
Variance = 2.161259 Standard Deviation = 1.470122
3rd moment = .7185723 Skewness = .226157
4th moment = 12.70987 Kurtosis = 2.720993

. nlcom (b3_b1: _b[x3] / _b[x1]) (b4_b1: _b[x4] / _b[x1]), post

b3_b1: _b[x3] / _b[x1]
b4_b1: _b[x4] / _b[x1]

y1 Coef. Std. Err. z P>|z| [95% Conf. Interval]

b3_b1 -1.054508 .0532962 -19.79 0.000 -1.158966 -.9500493
b4_b1 1.868078 .0853722 21.88 0.000 1.700752 2.035405

. matrix b0=e(b)

Estimated coefficients and standard errors are very close to the corresponding probit
estimates. SNP coefficients are not significantly different from zero, and a likelihood-
ratio test of the probit model against the SNP model does not reject the Gaussianity
assumption. Estimates of skewness and kurtosis are also close to the Gaussian values of
0 and 3, respectively. In general, however, a very large-sample size, of say 10,000 obser-
vations, is necessary to obtain accurate estimates of these higher order moments.13 The
post option in nlcom causes this command to behave like a Stata estimation command.
Below we use these normalized estimates of the snp command as starting values for the
sml command:

13. Simulation also indicates that while the skewness and kurtosis converge to those of the true error
distribution, the reported variance differs by a scale factor from the variance of the true error
distribution.
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. sml y1 x3 x4, offset(x1) from(b0, copy) nolog

SML Estimator - Klein & Spady (1993) Number of obs = 2000
Wald chi2(2) = 625.91

Log likelihood = -637.72168 Prob > chi2 = 0.0000

y1 Coef. Std. Err. z P>|z| [95% Conf. Interval]

x3 -1.065468 .0530123 -20.10 0.000 -1.169371 -.9615662
x4 1.882163 .0899912 20.91 0.000 1.705784 2.058543
x1 (offset)

Identifiability of the model parameters is obtained by constraining the coefficient of the
continuous variable X1 to one through the offset option (the nonconstant option is
always specified by default). In this case, the bandwidth parameter is set to its default
value, namely, hn = n−1/6.5. Overall, estimated coefficients and standard errors are
again very close to their probit estimates.

In the next example, we provide parametric estimates of the bivariate binary-choice
model for Y1 and Y2

. biprobit (y1=x1 x3 x4) (y2=x2 x3 x4), nolog

Seemingly unrelated bivariate probit Number of obs = 2000
Wald chi2(6) = 1242.93

Log likelihood = -1384.2384 Prob > chi2 = 0.0000

Coef. Std. Err. z P>|z| [95% Conf. Interval]

y1
x1 1.101044 .0526561 20.91 0.000 .99784 1.204248
x3 -1.151508 .0589227 -19.54 0.000 -1.266994 -1.036021
x4 2.056867 .0982408 20.94 0.000 1.864318 2.249415

_cons .1432707 .0589297 2.43 0.015 .0277707 .2587708

y2
x2 1.045511 .0457917 22.83 0.000 .9557608 1.135261
x3 .4806406 .0356907 13.47 0.000 .4106882 .550593
x4 -1.551646 .0813526 -19.07 0.000 -1.711094 -1.392198

_cons .0184006 .0544944 0.34 0.736 -.0884065 .1252077

/athrho .6076755 .0732266 8.30 0.000 .4641541 .751197

rho .5424888 .0516764 .4334638 .6358625

Likelihood-ratio test of rho=0: chi2(1) = 79.0783 Prob > chi2 = 0.0000

(Continued on next page)
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. nlcom (b3_b1: [y1]_b[x3] / [y1]_b[x1]) (b4_b1: [y1]_b[x4] / [y1]_b[x1])
> (b3_b2: [y2]_b[x3] / [y2]_b[x2]) (b4_b2: [y2]_b[x4] / [y2]_b[x2])

(output omitted )

Coef. Std. Err. z P>|z| [95% Conf. Interval]

b3_b1 -1.045833 .0506567 -20.65 0.000 -1.145118 -.9465474
b4_b1 1.868106 .0861391 21.69 0.000 1.699276 2.036935
b3_b2 .4597184 .0332726 13.82 0.000 .3945054 .5249315
b4_b2 -1.484103 .0749728 -19.80 0.000 -1.631047 -1.337159

The SNP estimates with R1 = R2 = 3 are given by

. snp2 (y1=x1 x3 x4, noconstant) (y2=x2 x3 x4, noconstant), dplot(gr) nolog

Order of SNP polynomial - (R1,R2)=(3,3)

SNP Estimation of Bivariate Model Number of obs = 2000
Wald chi2(3) = 155.43

Log likelihood = -1382.3065 Prob > chi2 = 0.0000

Coef. Std. Err. z P>|z| [95% Conf. Interval]

y1
x1 1.554566 .1293488 12.02 0.000 1.301047 1.808085
x3 -1.617294 .1431821 -11.30 0.000 -1.897926 -1.336662
x4 2.971796 .2476522 12.00 0.000 2.486407 3.457186

y2
x2 1.743243 .1550252 11.24 0.000 1.439399 2.047087
x3 .7931422 .0845287 9.38 0.000 .627469 .9588155
x4 -2.603726 .22436 -11.61 0.000 -3.043464 -2.163989

Intercepts:
_cons1 0 Fixed
_cons2 0 Fixed

SNP coefs:
g_1_1 -.467446 .337281 -1.39 0.166 -1.128505 .1936125
g_1_2 -.0437985 .0702888 -0.62 0.533 -.181562 .0939651
g_1_3 .2417127 .0936064 2.58 0.010 .0582476 .4251778
g_2_1 .0275117 .0667043 0.41 0.680 -.1032263 .1582497
g_2_2 .1097933 .0351317 3.13 0.002 .0409364 .1786502
g_2_3 -.0127886 .0201542 -0.63 0.526 -.0522901 .026713
g_3_1 .1368238 .082591 1.66 0.098 -.0250516 .2986991
g_3_2 .0312873 .0186252 1.68 0.093 -.0052175 .067792
g_3_3 -.0309619 .0215084 -1.44 0.150 -.0731175 .0111938

Estimated moments of errors distribution
Main equation Selection equation
Standard Deviation = 1.652599 Standard Deviation = 1.426339
Variance = 2.731084 Variance = 2.034443
Skewness = -.0735322 Skewness = .1274959
Kurtosis = 2.56411 Kurtosis = 2.554007

Estimated correlation coefficient
rho = .4974266
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. nlcom (b3_b1 :[y1]_b[x3] / [y1]_b[x1]) (b4_b1 :[y1]_b[x4] / [y1]_b[x1])
> (b3_b2 :[y2]_b[x3] / [y2]_b[x2]) (b4_b2 :[y2]_b[x4] / [y2]_b[x2])

(output omitted )

Coef. Std. Err. z P>|z| [95% Conf. Interval]

b3_b1 -1.040351 .0503783 -20.65 0.000 -1.13909 -.9416109
b4_b1 1.911656 .0838935 22.79 0.000 1.747228 2.076084
b3_b2 .4549809 .0305409 14.90 0.000 .3951219 .51484
b4_b2 -1.493611 .0723319 -20.65 0.000 -1.635379 -1.351843

By specifying the noconstant options, the intercept coefficients are normalized to zero
and starting values are set to the estimates of the bivariate probit model with no in-
tercept. Once differences in the scale of the error terms are taken into account, the
estimated coefficients of biprobit and snp2 seem to be very close. As explained in
section 3, the bivariate probit model is nested in the bivariate SNP model only if the
correlation coefficient ρ is equal to zero. Accordingly, a likelihood-ratio test for the
Gaussianity of the error terms cannot be used. Furthermore, it is important to no-
tice that snp2 and snp2s do not provide standard errors and confidence intervals for
the estimated correlation coefficient. If this is a parameter of interest, inference can be
carried out via the bootstrap, although this alternative can be computationally demand-
ing. The estimated correlation coefficient is indeed provided as an estimation output in
e(rho). Figure 1 shows the plots of the two estimated marginal densities obtained by
specifying the dplot option.
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Figure 1. Semiparametric estimates of the error marginal densities
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In the next example, we introduce selectivity in the equation for Y2 and present
parametric ML estimates of the resulting bivariate binary-choice model with sample
selection.

. quietly replace y2=. if y1<1

. heckprob y2 x2 x3 x4, select(y1=x1 x3 x4) nolog

Probit model with sample selection Number of obs = 2000
Censored obs = 919
Uncensored obs = 1081

Wald chi2(3) = 260.84
Log likelihood = -1029.019 Prob > chi2 = 0.0000

Coef. Std. Err. z P>|z| [95% Conf. Interval]

y2
x2 1.093629 .0681056 16.06 0.000 .9601448 1.227114
x3 .4040404 .0848008 4.76 0.000 .2378339 .5702469
x4 -1.609261 .1514939 -10.62 0.000 -1.906183 -1.312338

_cons .046692 .1134511 0.41 0.681 -.175668 .269052

y1
x1 1.089935 .0536583 20.31 0.000 .9847668 1.195103
x3 -1.149565 .0601002 -19.13 0.000 -1.267359 -1.031771
x4 2.044188 .0983742 20.78 0.000 1.851378 2.236998

_cons .1475302 .0592512 2.49 0.013 .0313999 .2636604

/athrho .6923304 .1696845 4.08 0.000 .3597548 1.024906

rho .599477 .1087045 .344998 .7718572

LR test of indep. eqns. (rho = 0): chi2(1) = 19.62 Prob > chi2 = 0.0000

. nlcom (b3_b1 :[y1]_b[x3] / [y1]_b[x1]) (b4_b1 :[y1]_b[x4] / [y1]_b[x1])
> (b3_b2 :[y2]_b[x3] / [y2]_b[x2]) (b4_b2 :[y2]_b[x4] / [y2]_b[x2])

(output omitted )

Coef. Std. Err. z P>|z| [95% Conf. Interval]

b3_b1 -1.054709 .0524603 -20.10 0.000 -1.15753 -.9518892
b4_b1 1.875514 .0885771 21.17 0.000 1.701906 2.049122
b3_b2 .3694491 .0734796 5.03 0.000 .2254319 .5134664
b4_b2 -1.471486 .1124007 -13.09 0.000 -1.691788 -1.251185

The snp2s estimates of the same model with (R1, R2) = (4, 3) are given by
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. snp2s y2 x2 x3 x4, select(y1=x1 x3 x4) order1(4) order2(3) nolog

Order of SNP polynomial - (R1,R2)=(4,3)

SNP Estimation of Sequential Bivariate Model Number of obs = 2000
Wald chi2(3) = 110.18

Log likelihood = -1024.4739 Prob > chi2 = 0.0000

Coef. Std. Err. z P>|z| [95% Conf. Interval]

y2
x2 1.837312 .1807611 10.16 0.000 1.483027 2.191597
x3 .685451 .1467516 4.67 0.000 .3978231 .9730789
x4 -2.681849 .2982197 -8.99 0.000 -3.266349 -2.097349

y1
x1 1.582025 .1916435 8.26 0.000 1.20641 1.957639
x3 -1.695678 .1991834 -8.51 0.000 -2.08607 -1.305286
x4 3.011402 .3429733 8.78 0.000 2.339186 3.683617

Intercepts:
_cons1 .1475302 Fixed
_cons2 .046692 Fixed

SNP coefs:
g_1_1 -.4411874 .4443872 -0.99 0.321 -1.31217 .4297954
g_1_2 -.0775538 .1175507 -0.66 0.509 -.307949 .1528413
g_1_3 .2447965 .099868 2.45 0.014 .0490589 .4405341
g_2_1 .2157904 .2817236 0.77 0.444 -.3363777 .7679585
g_2_2 .1268945 .0864948 1.47 0.142 -.0426323 .2964212
g_2_3 -.0950307 .0726311 -1.31 0.191 -.2373851 .0473237
g_3_1 .113475 .0886566 1.28 0.201 -.0602888 .2872388
g_3_2 .0453493 .0369828 1.23 0.220 -.0271357 .1178343
g_3_3 -.0294287 .0219723 -1.34 0.180 -.0724937 .0136362
g_4_1 -.0449806 .0489556 -0.92 0.358 -.1409318 .0509705
g_4_2 -.005844 .0185705 -0.31 0.753 -.0422415 .0305535
g_4_3 .0187026 .0113096 1.65 0.098 -.0034638 .040869

Estimated moments of errors distribution
Main equation Selection equation
Standard Deviation = 1.723961 Standard Deviation = 1.473068
Variance = 2.972042 Variance = 2.16993
Skewness = -.0676901 Skewness = .1437971
Kurtosis = 2.503351 Kurtosis = 2.862437

Estimated correlation coefficient
rho = .4984005

. nlcom (b3_b1 :[y1]_b[x3] / [y1]_b[x1]) (b4_b1 :[y1]_b[x4] / [y1]_b[x1])
> (b3_b2 :[y2]_b[x3] / [y2]_b[x2]) (b4_b2 :[y2]_b[x4] / [y2]_b[x2])

(output omitted )

Coef. Std. Err. z P>|z| [95% Conf. Interval]

b3_b1 -1.07184 .0522701 -20.51 0.000 -1.174288 -.9693929
b4_b1 1.903511 .0850225 22.39 0.000 1.73687 2.070152
b3_b2 .3730727 .0669923 5.57 0.000 .2417701 .5043752
b4_b2 -1.459659 .104647 -13.95 0.000 -1.664763 -1.254555
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As a final example, we provide estimates obtained from the sml2s command by setting

hn = n−1/6.5 and hn1
= n

−1/6.02
1 .

. quietly summarize y2

. local bw2=1/(r(N)^(1/6.02))

. sml2s y2 x3 x4, select(y1=x3 x4, offset(x1)) offset(x2) bwidth2(`bw2´) nolog

Two-stage SML estimator - Lee (1995) Number of obs = 2000
Wald chi2(2) = 154.17

Log likelihood = -1044.401 Prob > chi2 = 0.0000

Coef. Std. Err. z P>|z| [95% Conf. Interval]

y2
x3 .3691167 .0789709 4.67 0.000 .2143366 .5238969
x4 -1.463612 .1178916 -12.41 0.000 -1.694675 -1.232549
x2 (offset)

y1
x3 -1.063704 .0488601 -21.77 0.000 -1.159468 -.9679396
x4 1.889661 .0845938 22.34 0.000 1.72386 2.055462
x1 (offset)

The first two lines provide a simple way to specify alternative values for the bandwidth
parameters. Here we are implicitly assuming that the number of nonmissing observa-
tions on Y1 is equal to the size of the estimation sample. If this is not the case, because
of missing data on the covariates, the summarize command on the first line should be
appropriately restricted to the relevant estimation sample.

7 Monte Carlo simulations

To investigate the finite sample properties of the SNP and SML estimators, we conducted
a set of Monte Carlo simulations. The aim of this experiment is to investigate both the
efficiency losses of the these estimators relative to the parametric probit ML estimator
in the Gaussian case, and the effectiveness of the proposed estimators under different
non-Gaussian distributional assumptions.

Overall, our Monte Carlo experiment consists of four simulation designs and three
sample sizes (500, 1000, and 2000). In each design, simulated data were generated from
the following bivariate latent regression model

Y ∗
1 = β11X11 + β12X12 + U1

Y ∗
2 = β21X21 + β22X22 + U2

where the true parameters are β11 = β21 = β22 = 1 and β12 = −1. The regressors X11

and X21 were independently drawn from a uniform distribution with support (−1, 1),
while X12 and X22 were independently drawn from a chi-squared distribution with 1
and 3 degrees of freedom, respectively. All the regressors were standardized to have
zero means and unit variances. Simulation designs differ because of the distributional
assumptions made on the latent regression errors U1 and U2 (see table 1).
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Table 1. Theoretical moments by simulation design

Design 1 Design 2 Design 3 Design 4

Skewness of U1 0 0.66 0 0.68
Skewness of U2 0 −0.80 0 −1.19
Kurtosis of U1 3 3 2.60 4.01
Kurtosis of U2 3 3 2.00 5.13
Correlation coefficient −0.5 −0.5 −0.5 −0.5

In Design 1, the error terms were generated from a bivariate Gaussian distribution
with zero means, unit variances, and correlation coefficient ρ = −0.5. In Designs 2–4,
the error terms were generated from a mixture of two bivariate Gaussian distributions
with equal covariance matrices,

f(U1, U2;µ,Σ) = πf1(U1, U2;m1,Ω) + (1 − π)f2(U1, U2;m2,Ω)

where π is the mixing probability, and the fj(·, ·;mj ,Ω), j = 1, 2, are bivariate Gaussian
densities with mean mj = (mj1,mj2) and covariance matrix

Ω =

[
ω2

11 ω12

ω2
22

]

The theoretical moments of this bivariate mixture are

E(Uj) = πm1j + (1 − π)m2j

E(U2
j ) = ω2

jj + πm2
1j + (1 − π)m2

j2

E(U3
j ) = π (3ω2

jj m1j +m3
1j) + (1 − π) (3ω2

jj m2j +m3
2j)

E(U4
j ) = 3ω4

jj + π (6ω2
jj m

2
1j +m4

1j) + (1 − π) (6ω2
jj m

2
2j +m4

2j)

E(U1U2) = ω12 + πm11m12 + (1 − π)m21m22

By varying the mixing probability π and the parameters of the two Gaussian compo-
nents f1(U1, U2;m1,Ω) and f2(U1, U2;m2,Ω), one can then define a family of bivariate
mixtures with given skewness, kurtosis, and correlation coefficient.14 Table 1 gives the
skewness and kurtosis used in each design. The latent regression errors were gener-
ated from an asymmetric and mesokurtic distribution in Design 2, a symmetric and
platykurtic distribution in Design 3, and an asymmetric and leptokurtic distribution in
Design 4.15 Error terms were then standardized to have zero means, unit variances,

14. Although bivariate mixture distributions allow us to control the level of skewness, kurtosis, and
correlation coefficient in each design, it is difficult to assess whether or not these error structures
are nested into the SNP model for a finite value of R. For this reason, our simulation design may
be biased against the SNP estimator.

15. To investigate the small-sample behavior of the three estimators under different levels of skewness
and kurtosis, error terms were always generated with stronger departures from Gaussianity in the
distribution of U2.
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and correlation coefficient ρ = −0.5 in each design. Stata code for the data-generating
process of the non-Gaussian designs is

. * Data generating process - non-Gaussian designs

. clear all

. set seed 1234

. matrix define var=(`v1´,`cov´\`cov´,`v2´)

. matrix define mu1=(`mu11´,`mu21´)

. matrix define mu2=(`mu12´,`mu22´)

. quietly drawnorm u11 u21, n(`sample´) m(mu1) cov(var) double

. quietly drawnorm u12 u22, n(`sample´) m(mu2) cov(var) double

. quietly generate d1=(uniform()<`pi´)

. quietly generate double u1=u11 if d1==1

. quietly generate double u2=u21 if d1==1

. quietly replace u1=u12 if d1==0

. quietly replace u2=u22 if d1==0

. local m1=(`pi´*`mu11´) + (1-`pi´)*(`mu12´)

. local m2=(`pi´*`mu21´) + (1-`pi´)*(`mu22´)

. local sd1=sqrt(`v1´+`pi´*(1-`pi´)*(`mu12´-`mu11´)^2)

. local sd2=sqrt(`v2´+`pi´*(1-`pi´)*(`mu22´-`mu21´)^2)

. quietly replace u1=(u1-`m1´)/`sd1´

. quietly replace u2=(u2-`m2´)/`sd2´

. quietly generate double x11=(uniform()*2-1)*sqrt(3)

. quietly generate double x21=(uniform()*2-1)*sqrt(3)

. quietly generate double x12=(invchi2(1,uniform())-1)/sqrt(2)

. quietly generate double x22=(invchi2(1,uniform())-3)/sqrt(6)

. quietly generate double y1s=`b11´*x11+`b12´*x12+u1

. quietly generate double y2s=`b21´*x21+`b22´*x22+u2

where the mixing probability pi and the set of parameters (mu11, mu12, mu21, mu22,

v1, v2, cov) are chosen to obtain the selected levels of skewness, kurtosis, and corre-
lation coefficient (see Preston [1953]).

Throughout the study, comparability of the probit, SNP, and SML estimators is
obtained by imposing the scale normalization β11 = β21 = 1. For the parametric probit
and the SNP estimators the normalization is imposed on the estimation results by taking
the ratio of the estimated coefficients β12/β11 and β23/β21, while for the SML estimator
the normalization is directly imposed on the estimation process by constraining the
coefficients of X11 and X21 to one. We always used the default starting values for the
SNP and SML estimators. Furthermore, SNP and SML estimation were performed with
prespecified values of R and hn, respectively. To save computational time, no check was
undertaken to investigate convergence to the global maximum rather than a local one,
and we used rule-of-thumb values for R and hn.



G. De Luca 213

Tables 2–4 focus on the univariate binary-choice model for Y2 and present summary
statistics for the simulation results from 1000 replications with sample sizes 500, 1000,
and 2000, respectively.16 The normalization restrictions imply that there is only one
free parameter in the model whose true value is 1. SNP estimation was performed under
three alternative choices of R (with R = 3, 4, 5) as degree of the univariate Hermite
polynomial expansion, while SML estimation was performed under three alternative
values of the bandwidth parameter hn = n−1/δ (with δ = 6.02, 6.25, 6.5). According
to our simulation results, efficiency losses of the SNP and the SML estimators in the
Gaussian design (Design 1) are rather small. In particular, the relative efficiency of the
SNP estimator relative to the probit estimator ranges between 74% and 89%, while the
relative efficiency of the SML estimator relative to the probit estimator ranges between
78% and 83%.17

A comparison of the three estimators in the non-Gaussian designs further suggests
that SNP and SML estimators substantially dominate the probit estimator, specially in
Designs 2 and 4 where error terms are generated from asymmetric distributions. First,
the bias of the probit estimator is about 10% in Design 2 and about 6.5% in Design 4,
while the bias of SNP and SML estimators never exceed 1.5%. Second, the ratios between
the mean squared estimates (MSE) of the probit estimator and the MSEs of the two
semiparametric estimators range between 1.7 and 5.3 in Design 2, and between 1.2 and
3.3 in Design 4. As expected, efficiency gains of the SNP and SML estimators relative to
the probit estimator always increase as the sample size becomes larger. Third, the actual
rejection rate of the Wald test for the probit estimate being equal to the true value of
the parameter is quite far from the nominal value of 5%, while the actual rejection rates
of the Wald tests for the SNP and SML estimates converge to their nominal values as
the sample size becomes larger.

16. For each simulation design and selected sample size, we provide average and standard deviation of
the estimates, mean square error of each comparable estimator, and rejection rate of the Wald test
for each estimated coefficient being equal to its true value.

17. Results on the SNP estimator are consistent with the simulation results of Klein and Spady (1993)
who find a relative efficiency of 78% on different simulation designs.



214 SNP and SML estimation

Table 2. Simulation results for the univariate binary-choice model (n = 500)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

probit 1.0039 .1452 .0211 .0566 probit .9017 .1598 .0352 .1776
snp3 1.0041 .1581 .0250 .0627 snp3 1.0039 .1446 .0209 .0737
snp4 1.0104 .1624 .0265 .0688 snp4 .9930 .1443 .0209 .0898
snp5 1.0074 .1684 .0284 .1021 snp5 .9931 .1438 .0207 .0979
sml1 1.0157 .1633 .0269 .0890 sml1 .9855 .1405 .0199 .0838
sml2 1.0204 .1634 .0271 .0829 sml2 .9876 .1387 .0194 .0757
sml3 1.0248 .1619 .0268 .0728 sml3 .9900 .1377 .0191 .0676

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

probit 1.0091 .1495 .0224 .0443 probit .9354 .1461 .0255 .1227
snp3 1.0206 .1690 .0290 .0622 snp3 .9991 .1397 .0195 .0563
snp4 1.0125 .1718 .0297 .0802 snp4 1.0027 .1389 .0193 .0724
snp5 1.0162 .1773 .0317 .0970 snp5 1.0003 .1404 .0197 .0785
sml1 1.0432 .1675 .0299 .0665 sml1 .9749 .1457 .0219 .1066
sml2 1.0487 .1684 .0307 .0675 sml2 .9784 .1439 .0212 .0986
sml3 1.0544 .1698 .0318 .0643 sml3 .9821 .1423 .0206 .0915

Table 3. Simulation results for the univariate binary-choice model (n = 1000)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

probit 1.0048 .1059 .0112 .0592 probit .9064 .1303 .0257 .2452
snp3 1.0010 .1120 .0125 .0602 snp3 1.0104 .1054 .0112 .0701
snp4 1.0065 .1149 .0133 .0582 snp4 1.0030 .1038 .0108 .0801
snp5 1.0040 .1189 .0142 .0772 snp5 1.0011 .1032 .0107 .0761
sml1 1.0119 .1171 .0138 .0762 sml1 .9977 .1044 .0109 .0801
sml2 1.0158 .1168 .0139 .0702 sml2 .9994 .1037 .0107 .0771
sml3 1.0197 .1164 .0139 .0612 sml3 1.0011 .1030 .0106 .0771

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

probit 1.0022 .1029 .0106 .0484 probit .9353 .1109 .0165 .1595
snp3 1.0092 .1124 .0127 .0494 snp3 1.0000 .0982 .0096 .0562
snp4 1.0038 .1149 .0132 .0575 snp4 1.0074 .0975 .0096 .0632
snp5 1.0031 .1175 .0138 .0676 snp5 1.0052 .0972 .0095 .0702
sml1 1.0294 .1130 .0136 .0494 sml1 .9876 .1024 .0106 .1013
sml2 1.0343 .1138 .0141 .0434 sml2 .9904 .1012 .0103 .0943
sml3 1.0396 .1151 .0148 .0464 sml3 .9931 .1002 .0101 .0832
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Table 4. Simulation results for the univariate binary-choice model (n = 2000)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

probit 1.0005 .0717 .0051 .0502 probit .8969 .1199 .0250 .4320
snp3 .9957 .0753 .0057 .0592 snp3 1.0030 .0687 .0047 .0530
snp4 1.0009 .0762 .0058 .0532 snp4 .9981 .0676 .0046 .0540
snp5 .9991 .0776 .0060 .0633 snp5 .9974 .0677 .0046 .0560
sml1 1.0035 .0783 .0061 .0602 sml1 .9932 .0694 .0049 .0600
sml2 1.0067 .0779 .0061 .0582 sml2 .9944 .0687 .0048 .0530
sml3 1.0102 .0778 .0062 .0582 sml3 .9956 .0681 .0047 .0520

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

probit 1.0012 .0724 .0052 .0511 probit .9304 .0940 .0137 .2593
snp3 1.0047 .0783 .0061 .0521 snp3 .9936 .0666 .0045 .0460
snp4 1.0029 .0792 .0063 .0541 snp4 1.0017 .0645 .0042 .0440
snp5 1.0012 .0806 .0065 .0581 snp5 .9995 .0644 .0042 .0450
sml1 1.0226 .0806 .0070 .0591 sml1 .9889 .0694 .0049 .0761
sml2 1.0266 .0813 .0073 .0611 sml2 .9908 .0684 .0048 .0711
sml3 1.0310 .0825 .0078 .0571 sml3 .9928 .0676 .0046 .0641

Tables 5–7 provide simulation results of the bivariate binary-choice model for Y1

and Y2. The normalization restrictions now imply that there are two free parameters in
the model, one in equation 1 whose true value is −1 and one in equation 2 whose true
value is 1. In this set of simulations, we compare performances of the bivariate probit
estimator with those of the SNP estimator with R1 = R2 = 4. As for the univariate
model, we find that efficiency losses of the SNP estimator in the Gaussian cases are very
small. In this case, however, a larger sample size is usually needed to obtain substantial
reductions in the MSE. Most of the efficiency gains typically occur for the coefficients of
the second equation where there are stronger departures from Gaussianity (see table 1).
Although rejection rates of the Wald tests for the SNP estimates are better than those
for the bivariate probit estimates, they are still far from their nominal values even with
a sample size n = 2000. This poor coverage of the SNP estimator is likely to be due
to the incorrect choice of R1 and R2. In other words, the bivariate distribution of the
latent regression errors may not be nested in the SNP model for the selected values of
R1 and R2. For this kind of model misspecification, the coverage of the SNP estimator
could be improved by using the Huber/White/sandwich estimator of the covariance
matrix. Here our Monte Carlo simulations are based on the traditional calculation of
the covariance matrix to make the results of the SNP estimator comparable with those
of the SML estimators.18

18. As explained in section 5.2, the SML commands do not support the robust option for the Hu-
ber/White/sandwich estimator of the covariance matrix.
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Table 5. Simulation results for the bivariate binary-choice model (n = 500)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

bipr1 −1.0095 .1207 .0147 .0543 bipr1 −.9684 .1193 .0152 .0775
snp21 −1.0086 .1315 .0174 .0834 snp21 −.9756 .1279 .0170 .1016
bipr2 1.0025 .1413 .0200 .0492 bipr2 .9056 .1550 .0329 .1640
snp22 .9933 .1507 .0228 .1055 snp22 .9500 .1669 .0304 .2072

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

bipr1 −1.0163 .1209 .0149 .0437 bipr1 −.9681 .1241 .0164 .1000
snp21 −.9988 .1307 .0171 .0863 snp21 −.9875 .1338 .0180 .1010
bipr2 1.0096 .1441 .0208 .0416 bipr2 .9376 .1416 .0239 .1230
snp22 1.0053 .1575 .0248 .1102 snp22 .9583 .1362 .0203 .1360

Table 6. Simulation results for the bivariate binary-choice model (n = 1000)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

bipr1 −1.0067 .0841 .0071 .0530 bipr1 −.9599 .0902 .0098 .1020
snp21 −1.0081 .0898 .0081 .0670 snp21 −.9673 .0919 .0095 .1070
bipr2 1.0056 .1014 .0103 .0590 bipr2 .9105 .1261 .0239 .2360
snp22 .9962 .1082 .0117 .0910 snp22 .9537 .1201 .0166 .1900

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

bipr1 −1.0135 .0843 .0073 .0453 bipr1 −.9615 .0906 .0097 .1160
snp21 −.9975 .0897 .0081 .0866 snp21 −.9908 .0894 .0081 .0880
bipr2 1.0021 .0985 .0097 .0433 bipr2 .9382 .1076 .0154 .1540
snp22 .9975 .1029 .0106 .0816 snp22 .9610 .0985 .0112 .1230

Table 7. Simulation results for the bivariate binary-choice model (n = 2000)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

bipr1 −1.0011 .0566 .0032 .0521 bipr1 −.9574 .0701 .0067 .1510
snp21 −1.0025 .0600 .0036 .0571 snp21 −.9661 .0702 .0061 .1250
bipr2 .9991 .0701 .0049 .0470 bipr2 .9015 .1152 .0230 .4050
snp22 .9926 .0706 .0050 .0691 snp22 .9513 .0903 .0105 .1970

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

bipr1 −1.0125 .0578 .0035 .0481 bipr1 −.9540 .0737 .0075 .1660
snp21 −.9984 .0609 .0037 .0601 snp21 −.9897 .0621 .0040 .0770
bipr2 1.0015 .0706 .0050 .0531 bipr2 .9337 .0908 .0126 .2460
snp22 .9990 .0691 .0048 .0621 snp22 .9630 .0739 .0068 .1320
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Finally, tables 8–10 provide simulation results of the bivariate binary-choice model
with sample selection for Y1 and Y2. In this case, selectivity was introduced by setting
Y2 to missing whenever Y1 = 0. As for the bivariate model without sample selection,
the normalization restrictions imply that there are two free parameters in the model,
one in the selection equation whose true value is −1 and one in the main equation whose
true value is 1. In this case, we compare performances of the bivariate probit estimator
with sample selection, the SNP estimator with R1 = 4 and R2 = 3, and the SML

estimator with hn = n−1/6.5 and hn1
= n

−1/6.5
1 . Our simulation results suggest again

that efficiency losses of SNP and SML estimators with respect to a correctly specified
probit estimator are rather small in both equations (namely, 87% and 80% in the first
equation, and 86% and 70% in the second equation). In the non-Gaussian cases, the
probit estimator is instead markedly biased and less efficient than the SNP and SML

estimators specially in the presence of asymmetric distributions and relatively large-
sample sizes. As before, the actual rejection rates of the Wald tests for the SNP and
SML estimates are better than those for the parametric probit estimates, but they are
still far from their nominal values of 5%. These coverage problems are likely to be
due to the incorrect choice of the degree of the Hermite polynomial expansion and the
bandwidth parameters, respectively. Given the computational burden of our Monte
Carlo simulations, investigating the optimal choice of these parameters is behind the
scope of this article. We leave this topic for future research.

Table 8. Simulation results for the bivariate binary-choice model with sample selection
(n = 500)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

heckpr1 −1.0114 .1228 .0152 .0557 heckpr1 −.9682 .1184 .0150 .0774
snp2s1 −1.0096 .1357 .0185 .0902 snp2s1 −.9795 .1291 .0171 .0905
sml2s1 −1.0106 .1399 .0197 .0952 sml2s1 −1.0066 .1338 .0179 .0905
heckpr2 1.0048 .2047 .0419 .0588 heckpr2 .8944 .2178 .0586 .1347
snp2s2 .9895 .2281 .0521 .1631 snp2s2 .9490 .1980 .0418 .1236
sml2s2 1.0112 .2506 .0629 .1581 sml2s2 .9667 .2435 .0604 .1759

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

heckpr1 −1.0184 .1254 .0161 .0483 heckpr1 −.9688 .1233 .0162 .0993
snp2s1 −1.0044 .1361 .0185 .0924 snp2s1 −.9951 .1338 .0179 .1003
sml2s1 −1.0185 .1371 .0192 .0903 sml2s1 −.9990 .1462 .0214 .1274
heckpr2 1.0622 .2282 .0559 .0378 heckpr2 .9133 .2127 .0527 .1474
snp2s2 1.0019 .2221 .0493 .1082 snp2s2 .9617 .2132 .0469 .1685
sml2s2 1.0713 .2897 .0890 .1366 sml2s2 .9477 .2477 .0641 .2247
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Table 9. Simulation results for the bivariate binary-choice model with sample selection
(n = 1000)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

heckpr1 −1.0070 .0857 .0074 .0512 heckpr1 −.9593 .0897 .0097 .1030
snp2s1 −1.0082 .0906 .0083 .0592 snp2s1 −.9766 .0895 .0086 .0890
sml2s1 −1.0081 .0944 .0090 .0813 sml2s1 −1.0038 .0924 .0086 .0750
heckpr2 1.0073 .1382 .0192 .0572 heckpr2 .8959 .1694 .0395 .1610
snp2s2 .9830 .1534 .0238 .1155 snp2s2 .9554 .1507 .0247 .1080
sml2s2 1.0063 .1611 .0260 .1185 sml2s2 .9766 .1711 .0298 .1510

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

heckpr1 −1.0136 .0853 .0075 .0446 heckpr1 −.9613 .0910 .0098 .1234
snp2s1 −1.0009 .0920 .0085 .0791 snp2s1 −.9947 .0888 .0079 .0782
sml2s1 −1.0129 .0940 .0090 .0751 sml2s1 −.9973 .1013 .0103 .1224
heckpr2 1.0583 .1665 .0311 .0538 heckpr2 .9056 .1563 .0333 .1635
snp2s2 .9974 .1538 .0237 .0974 snp2s2 .9662 .1413 .0211 .1254
sml2s2 1.0555 .1826 .0364 .1156 sml2s2 .9471 .1668 .0306 .1956

Table 10. Simulation results for the bivariate binary-choice model with sample selection
(n = 2000)

Des. 1 Est SD MSE RR Des. 2 Est SD MSE RR

heckpr1 −1.0020 .0576 .0033 .0502 heckpr1 −.9580 .0694 .0066 .1420
snp2s1 −1.0045 .0618 .0038 .0592 snp2s1 −.9781 .0663 .0049 .0920
sml2s1 −1.0016 .0641 .0041 .0662 sml2s1 −1.0026 .0658 .0043 .0840
heckpr2 1.0032 .0961 .0093 .0431 heckpr2 .8880 .1471 .0342 .2500
snp2s2 .9836 .1028 .0108 .0953 snp2s2 .9561 .1082 .0136 .1230
sml2s2 .9985 .1158 .0134 .1003 sml2s2 .9784 .1189 .0146 .1250

Des. 3 Est SD MSE RR Des. 4 Est SD MSE RR

heckpr1 −1.0117 .0585 .0036 .0518 heckpr1 −.9549 .0729 .0074 .1600
snp2s1 −1.0021 .0615 .0038 .0640 snp2s1 −.9939 .0619 .0039 .0650
sml2s1 −1.0080 .0629 .0040 .0701 sml2s1 −.9950 .0693 .0048 .1130
heckpr2 1.0615 .1213 .0185 .0691 heckpr2 .9033 .1316 .0267 .2470
snp2s2 1.0015 .1037 .0108 .0813 snp2s2 .9721 .0983 .0104 .0990
sml2s2 1.0487 .1213 .0171 .0904 sml2s2 .9572 .1224 .0168 .1900
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