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Norris and Kramer: Elicitation of Subjective Probabilities

The Elicitation of Subjective Probabilities with
Applications in Agricultural Economics

Patricia E. Norris and Randall A. Kramer*

Probability judgements are important components
of decision making under uncertainty. In particular,
economic decisions can be aided by assuring more
accurate assessment of probabilities and more real-
istic modelling of economic problems through the
inclusion of subjective probabilities. The purpose of
this paper is to describe the techniques which can be
used to elicit subjective probabilities and the ways
in which these techniques can be incorporated into
agricultural economics research. The review draws
from the statistics, psychology, management, op-
erations research, meteorology and economics lit-
crature.

Introduction

Studies on the elicitation of subjective probabilities
and their use in decision making have been con-
ducted by researchers in many fields. Psycholo-
gists, meteorologists, statisticians, investmentana-
lysts, management scientists and economists alike
have recognized the importance of considering
decision makers’ subjective probabilities in situa-
tions where uncertainties pervade. There are two
principal reasons for the widespread interest in
subjective probability. First, it is clear that we live
in a probabilistic and unpredictable world. Thus,
probability judgements often must guide our be-
haviour in everyday life. Second, subjective prob-
ability is a fundamental element of theories of
decision making under uncertainty, and a working
knowledge of how people make probability judge-
mentsis essential for the application of such theories.

A greater familiarity with the elicitation and use of
subjective probabilities would be valuable for both
researchers and extension personnel in agricultural
economics. The pervasive uncertainties associated
with the production and consumption of agricul-
tural commodities present a fertile opportunity for
incorporating subjective probability considerations
into economic analyses. In addition, economic de-

cisions in these areas can be aided by assuring more
accurate assessment of probabilities and more real-
istic modelling of decisions through the inclusion
of subjective probabilities.

The purpose of this article is to review the literature
on elicitation of subjective probabilities. The pri-
mary focus of the review is the description of
various methods which have been used for assess-
ing probabilities. The paper begins with a brief
discussion of subjective probability distributions
and their properties, after which a number of
elicitation techniques are described. Next, guide-
lines for evaluating assessments and assessors are
addressed. Then, a review is provided of research
by agricultural economists who have elicited and
used subjective probabilities. Finally, considera-
tions for choosing an elicitation technique and for
additional applications of subjective probability
elicitation in agricultural economics research are
presented.

Defining Subjective Probability

Subjective, or personal, probabilities have been
defined as beliefs held by individuals which reflect
their degree of uncertainty about some idea, event
or proposition (Bessler 1984). The probability that
a person attaches to a particular event measures his
or her degree of belief that the event will occur
(Hogarth 1975). The probability is subjective in
thatitexpresses the feeling of an individual, and the
individual’s degree of belief regarding the occur-
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rence of a given event depends on the information
available to him or her (de Finetti 1964). Asaresult,
subjective probabilities may vary from person to
person for the same event, if they have different back-
grounds and information or if they interpret the same
information differently (Stael von Holstein 1970).

Differing probability assessments across individu-
als is one distinction between subjective probabili-
ties and “objective” probabilities or long run fre-
quencies. The primary difference between the two,
though, is that the long run frequency interpretation
of probability requires a long series of trials under
identical conditions to determing probabilities with
reasonable accuracy. Subjective probabilities, on
the other hand, may describe situations which oc-
cur only once or even events which have never
occurred.! The importance of subjective probabili-
ties in decision making arises because so many
practical decision problems involve uncertain quan-
tities for which relevant long run frequencies are
not available.

Subjective probability assessments may take one
of two forms. The first is a prediction of the likeli-
hood of a particular event’s occurrence and is
referred to-as a point estimate. However, when
there is a very large number of possible events or
outcomes, the assessment of individual probabili-
ties becomes very difficult. Then, a second ap-
proach, the assessment of an entire probability
distribution, is more appropriate. A subjective
probability distribution is a set of subjective beliefs
defined over a number of mutually exclusive and
exhaustive events. For example, an agricultural
producer who makes a production decision based
on the judgement that there is a 90 per cent prob-
ability that the price of corn will be $2.65 at harvest
has used a point estimate. However, it is more
reasonable to expect that the price of corn will, in
fact, fall somewhere between $2.00 and $3.50.
Therefore, a probability distribution which assigns
probabilities to all values within a range may be
more realistic. As discussed below, such a distribu-
tion must satisfy certain conditions in order to
accurately assess probability.

Conditions for Subjective Probability Distributions

The subjective interpretation of probability does
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notprescribe what opinions people should hold, but
merely how they should be held (Hogarth 1975).
Two primary conditions define the “how”: coher-
ence and compatibility. First, the coherence con-
dition requires that the assessed probabilities be
consistent with the axioms, rules and calculus of
probability. Second, they should be compatible
with the actual beliefs held by the assessor
(Anderson et al. 1977).

The condition of coherence requires that the fol-
lowing axioms of probability be satisfied:

1. The probability of a given event is a number
between 0 and 1 inclusive.

2. The sum of the probabilities of all possible
events is equal to one.

3. If two events are mutually exclusive, then the
probability that at least one of the two events
will occur is the sum of the individual probabili-
ties.?

The second condition, compatibility, requires that
judgements are compatible with the assessor’s true
beliefs regarding the event under consideration. In
addition, it is essential that the expressed subjective
probabilities are consistent with all other beliefs
held by the individual. Tversky and Kahneman
(1975, p.160) suggested that the coherence condi-
tion is necessary but not sufficient and stressed the
importance of the compatibility condition:

The inherently subjective nature of probability has
led many students to the belief that coherence, or
internal consistency, is the only valid criterion by
which judged probabilities should be evaluated.
From the standpoint of the formal theory of subjec-
tive probability, any set of internally consistent
probability judgements is as good as any other. This
criterion is not entirely satisfactory because an inter-
nally consistent set of subjective probabilities can
be incompatible with other beliefs held by the indi-
vidual. For judged probabilities to be considered

! Winkler (1972) has pointed out that the subjective interpreta-
tion of probability applies whether or not the situation is
repetitive.

2 Wallsten and Budescu (1983) argue that it is not necessary for
elicited probabilities to satisfy the axioms of additive probabil-
ity theory in order to be valid representations of probabilistic
beliefs.
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adequate, or rational, internal consistency is not
enough. The judgements must be compatible with
the entire web of beliefs held by the individual.

Keeping assessors “honest” poses one of the more
challenging problems in the elicitation of subjec-
tive probabilities and is a problem which has re-
ceived attention from agricultural economists.

Eliciting Subjective Probabilities

Elicitation te chniques can be divided into two
basic groups: direct and indirect methods. Direct
techniques involve the direct questioning of asses-
sors regarding their perceptions of the probability
of an event or outcome. The questions asked re-
quire numbers as answers, in the form of either
outcomes or probabilities. Alternatively, with indi-
rect techniques, probabilities are inferred from
preferences or choices between possible bets, deci-
sions, or alternatives (Spetzler and Stael von
Holstein 1975; Hampton et al. 1973). The two
approaches can be used for either point estimation
(estimation of the probability of a single event) or
assessment of a probability distribution (the prob-
abilities of a whole range of possible outcomes).

As noted previously, it is more appropriate 1o
assess the entire subjective probability distribution
when the number of possible outcomes is very
large. Even if it is possible to assess individual
probabilities for a large number of discreie events,
itis unlikely that the individual probabilities would
sum to one. In addition, if the probability assigned
to one event were comparcd to the probability
assigned to a different event, the individual assess-
ments might seem unreasonable relative to one
another (Schlaifer 1969). Because of these difficul-
ties, and because most economic decision prob-
lems involve a range of possible ouicomes, this
review concentrates on research which has elicited
entire probability distributions.

Direct Approaches

Probability distributions can be assessed either in
the form of a probability density function (PDF) or
a cumaulative distribution function (CDF). Direct
techniques are used to assess directly the points on
the PDF or CDF. In gencral, with this approach, the
assessor must first decide how the individual prob-

abilities are to be related. When estimating a PDF,
probabilities are assessed for a few outcomes and a
curve is fitted to those points which agrees with
each individual decision as well as the perceived
relationship among the individual probabilities
(Schlaifer 1969). When estimating a CDF, the
assessor chooses values (or outcomes) for a few
specific probabilities. Again, these points are plot-
ted and a curve is fitted which represents the asses-
sor’s perception of the total distribution and the
relationship between the individual probabilities.
In either case, values can be read from the curve to
see whether they agree with the assessor’s actual
judgements.

PDFshave been assessed using direct techniques in
many studies. In some cases, probabilities have
been assigned to specific values or outcomes (Ludke
etal. 1977; Seaver et al. 1978; Winkler 1967). For
example, individuals were asked to assign prob-
abilities to a series of specific values to refiect their
perceived likelihood of occurence. Inother studies,
assessors have assigned probabilities to intervals
(Lin 1973; Bessler 1980; Kabus 1976). With this
approach, the range of all possible values or out-
comesisdivided intoa number of intervals (usually
of equal width). The assessor provides for each
interval an estimate of the probability that the true
value or outcome lies within the interval.

Researchers eliciting CDFs have depended prima-
rily on the method of successive subdivisions or
bisection (Carlson 1970; Ludke et al. 1977;
Moskowitz and Bullers 1979; Stael von Holstein
1970). These methods determine the fractiles of the
CDF by asking assessors to divide an interval into
subintervals or fractiles such thatan eventisequally
likely to occur in any subinterval. With the succes-
sive subdivision method, the assessor is asked to
determine that value for which there isa 50 per cent
chance that the true value will be above or below it
(the median value). Similarly, the quartiles are
determined by dividing the two subintervals into
cqually likely parts. If, for example, eight mutually
exclusive and exhaustive intervals are identified,
then the values of the endpoints of those intervals
have cumulative probabilities from zero to one in
steps of 0.125.

The relative advantages of PDF and CDF methods
have been discussed widely. There is some theo-
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retical support for the use of CDF methods, in that
the bisecting elicitation technique requires only
equally likely responses and should be cognitively
easier for assessors to use than direct magnitude
elicitation techniques (Chesley 1978). CDFs have
also been favoured because the assessment of very
small probabilities in the “tails” of a PDF may be
difficult (Hampton et al. 1973). However, cumula-
tive error may be introduced intoa CDF if the initial
fractile estimate, for example the median value, is
inaccurate, since that error will increase cumula-
tively as additional fractiles are based on that first
value (Ludke et al. 1977). Also, after the median is
established, the method of bisection may be more
difficult, since it requires that the assessor disre-
gard half of the probability distribution (Huber
1974). In practice, researchers have found that
assessors are more comfortable using PDF meth-
ods and that PDF methods gave better results
(Winkler 1967; Chesley 1978; Ludke et al. 1977).
Ludke et al. (1977) concluded that, in general, PDF
methods performed better than the CDF methods,
based on their measures of accuracy, reliability and
acceptability (see discussion of these criteria be-
low).

What the direct PDF and CDF methods have in
common is that they are “distribution free.” They
do not assume anything about the functional form
of the probability distribution (Stael von Holstein
1970). Several researchers have proposed the as-
sumption of specific distributions to facilitate
elicitation of probability distributions. For exam-
ple, assuming a triangular distribution, the assessor
specifies the upper and lower endpoints and the
mode of the distribution, in other words the highest
possible, the lowest possible and the most likely
outcomes (Sonka and Patrick 1984; Hull 1976).
With this information, moments of the distribution
can be estimated. Other researchers have assumed
a beta distribution for their elicitation exercises,
requiring the assessor to specify the mode and the
zero and 100th percentiles of the distribution
(Malcolm et al. 1959). Because of the potential
difficulties associated with determining the zero
and 100th percentile endpoints of a particular dis-
tribution, modified approaches have been suggested
to elicit the first and 99th or fifth and 95th percen-
tiles and use modified formulas to calculate the
moments of the distribution (Young 1983; Moder
and Rodgers 1968; Moskowitz and Bullers 1979).
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However, while assessors will give parameters of
specific distributions, such as the beta, their re-
sponses may not reflect an understanding of the
underlying distribution (Spetzler and Stael von
Holstein 1975). A further limitation of the ap-
proaches described above is that the probability
distribution is estimated based on only three data
points. Spetzler and Stael von Holstein (1975)
conclude that the choice of special distributions is
amodelling consideration and should not normally
be made part of the elicitation process.

Indirect Approaches

Because some assessors may experience difficul-
ties making direct assessments, alternative tech-
niques have been proposed which determine asses-
sors’ subjective probabilities indirectly. In general,
indirect methods assess probabilities from indi-
viduals® decisions in a choice situation. Indirect
techniques are so called because the relationships
between the techniques and the resulting probabili-
ties are not always clear to the assessor (Winkler
1967). Nevertheless, in some cases, assessors have
found the indirecttechniques simpler touse (Winkler
1967; Chesley 1978).

Most of the indirect methods have been designed to
explicitly estimate either PDFs or CDFs. However,
in many cases, slight changes in the wording of
questions or instructions to assessors may change a
PDF method to one which elicits a CDF. In the
discussion which follows, use of the indirect tech-
niques to elicit PDFs or CDFs is noted. Also, the
number of indirect measures which has been sug-
gested is quite large, and in many cases researchers
may have worked with variations of the same
technique. Thercfore, in the following discussion,
similar techniques are combined under the most
common name. The different techniques are sum-
marized in Table 1.

Gamble Methods:

With the gamble technique, questions are asked in
terms of betting odds, and subjective probabilitics
are inferred from the odds required to make the
assessor indifferent between two offered bets.
Probabilities are determined cumulatively for the
range of possible outcomes. In his analysis of
pesticide use, Carlson (1970) used gamble ques-
tions to elicit subjective probability distributions of
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Table 1. Names Given to Indirect Techniques for Eliciting Subjective

Probabilities
Name Used Here Names in Literature Reference
Gambie Methods Gamble Method Carlson (1970)
Lottery Method Chesley (1978)
Bid Method Chesley (1978)
Odds Methods Odds Method Chesley (1978)
Seaver et al. (1978)
Log and Log-log odds Ludke er al. (1977)
Relative Likelihood Spetzler and Stael
von Holstein (1975)
Hull (1976)
Partial Expectations Gibbs et al. (1987)
Interval Method Spetzler and Stael
von Holstein (1975)
Weighting Method Conviction Weights Young (1983)
Nelson and Harris (1978)
Visual Response Methods Visual Counter Francisco and
Anderson (1972)
Grisley and Kellogg (1983)
Probability Wheel Spetzler and Stael
von Holstein (1975)
Equivalent Urn Spetzler and Stael
von Holstein (1975)
Hampton et al. (1973)
Bar and Marker Spetzler and Stael
von Holstein (1975)
Ranking Method Ranking Method Smith (1967)
Hull (1976)
Ludke et al. (1977)
Hampton et al. (1973)
Smoothing Method Smoothing Historical Data Hampton et al. (1973)

Anderson (1973)
Schlaifer (1969)

crop disease loss as a check for the PDFs and CDFs
elicited with direct methods. Variations of the
gamble technique were used by Chesley (1978) to
elicitdistributions related to the supply of a produc-
tion input. Cumulative functions were estimated
using what the author called bid and lottery meth-
ods. The bid method asked for a maximum bid the
assessor would be willing to make for a one dollar

payoff if the actual value in question were less than
or equal to a specified value. The lottery method
asked for the number of lottery tickets out of one
hundred the assessor would require to be indiffer-
ent between the lottery and a decision situation
where the payoff would occur if the actual value
were less than or equal to the specified level.
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Although assessors may find gamble methods sim-
pler conceptually than direct approaches (Chesley
1978), the expense of offering payoffs to bets or
gambles which are sufficiently realistic or attrac-
tive to encourage serious participation may be
prohibitive (Savage 1971). Also, the gamble meth-
ods have been criticized because of their use of
gambling terminology and because assessors’ re-
sponses may be influenced by their attitudes to-
ward risk in a “gambling” situation (Hampton et al.
1973). Two assessors who have similar subjective
probability distributions but a different willingness
to take risks may give widely different responses to
hypothetical gambling questions.

Stael von Holstein and Matheson (1979) have sug-
gested an elicitation method which may avoid the
problems associated with the typical gamble or bet
methods. Assessors are asked to decide whether
they would prefer to bet a fixed sum of money on
the outcome of a spin of an adjustable probability
wheel (see the Visual Response Methods discussed
below) or on the outcome of a particular event in
question. Risk attitudes are circumvented because
the same monetary value and the same subjective
probability appear in both bets, thereby equating
risks. While recognizing the advantages of this
method, Wallsten and Budescu (1983) have pointed
outan additional potential problem. Namely, prob-
abilitieson a wheel are obvious and precise, whereas
those associated with the uncertain events are more
or less vague, depending on the events and on the
assessors.

Odds Methods:

Several researchers have found that, when estimat-
ing probabilities directly, assessors tend to overes-
timate small probabilities and underestimate large
ones (Winkler 1967; Schaefer and Borcherding
1973). The odds method has been proposed to
remedy this problem. Using this technique, asses-
sors assign odds to an event’s occurrence. For
example, Seaver et al. (1978) determined points on
a CDF by asking for values such that certain odds
existed, e.g. “What is the number of people such
that your odds are 3:1 that the true population of
Canada is less than that number?” They also asked
the assessors to assign odds to particular values in
order to elicit PDFs.

Some assessors may find it difficult to understand
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the concept of odds or to express their expectations
in terms of odds. In that case, the method of relative
likelihoods, which is a simplification of the odds
method, may be used. With this approach, the
assessor first determines the most likely outcome
and then estimates the relative chances of other
outcomes occurring (Hull 1976). In their use of this
technique, Spetzler and Stael von Holstein (1975)
asked individuals to assign relative likelihoods or
odds to two well defined events. First the assessors
were asked which was more likely to occur, then
how many times more likely. For example, a first
question might be: “Are next year’s sales more
likely to be above or below 5000 units?” The next
question is: “How many times more likely?” The
researchers limited their use of this PDF technique
to uncertain quantities that had only a few possible
outcomes. A variation of this technique, referred to
as the partial expectations method, was used by
Gibbs et al. (1987) 1o elicit distributions for wheat
yields from Australian farmers. Questions similar
to those of Spetzler and Stael von Holstein were
asked, but the researchers asked for responscs
stated as probabilities.

In another study, researchers used intervals to de-
termine the likelihood of specific population char-
acteristics and to estimate PDFs (Ludke et al.
1977)%. First, assessors were asked questions simi-
lar to: “How likely is it that an American male, age
18-79, will have a systolic blood pressure reading
in one of the following ten intervals?” Then, to
make answering simpler, the assessors were in-
structed to rank the ten intervals according to how
many males they thought were contained in each,
Finally, for each interval they estimated how many
more males were in that interval compared to the
number in the interval ranked directly beneath it.

Yet another simplification of the odds method is
one which Spetzler and Stacl von Holstein (1975)
call the interval method. This indirect technique
assesses the fractiles of a CDF in a manner similar
to the direct fractile method. To use this procedure,
an interval covering all possible outcomes is split
into two parts. The assessor is asked which of the

*Inthe Ludke et al.(1977) study, odds scales were given in a log
and log-log form, but researchers concluded that these scales
resulted in distributions that were "too tight” (i.e. small vari-
ance).
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two parts is considered most likely. The dividing
point is changed to reduce the size of the part
considered most likely, and the assessor is asked to
choose between the two new parts. The position of
the dividing point is adjusted until the assessor is
indifferentbetween the two parts. These subintervals
are assigned equal probabilities. Using this proc-
ess, the median and then the quartiles are deter-
mined.

Weighting Method:

The weighting or conviction weights method re-
quires assessors to assign weights to each outcome.
One advantage of this method is that it assures that
the assessed probabilities will sum to one. This
approach also avoids the use of probability or odds
terminology; such terminology may inhibit com-
munication with assessors who have little or no
statistical training. The conviction weights method
asks individuals to assign a weight or score, for
example a number between one and ten, indicating
their strength of conviction that the outcome will
occurin each of a setof intervals covering the range
of possible cutcomes (Young 1983; Nelson and
Harris 1978). The scores are converted to prob-
abilities by dividing each score by the sum of the
assigned scores. Using this method, Pease (1986)
presented individuals with price and yield ranges
divided into a number of equal intervals and asked
them to assign the most likely interval a weight or
score of 100. Then, the assessors were asked to
assign scores from zero to 100 to each interval
representing how likely they perceived that inter-
val relative to the most likely interval.

Visual Response Methods:

The visual response methods use visual tools to aid
the assessor in assessing a PDF or CDF. One type
of visual response method, the visual counter tech-
nique, resembiles the conviction weights method
discussed above. With this technique, the range of
possible values or outcomes is divided into several
equal intervals. Then, the assessor is asked to
distribute a specific number of counters over the
different intervals in accordance with his or her
degree of belief of the occurrence of each interval.
The probability assigned to each interval is calcu-
lated as the ratio of the number of counters assigned
to the interval to the total available. Francisco and
Anderson (1972) asked assessors to distribute 25
counters over intervals within specific ranges of

values for wool price, lamb markings and rainfall.
Grisley and Kellogg (1983) used this same tech-
nique, but they used 25 coins as the counters. As a
motivational device, assessors were told they would
receive the number of coins allocated to the interval
which contained the actual outcome. In both stud-
ies, researchers found the visual counter method to
be relatively easy to explain and administer, and
assessors accepted the system readily.

Another visual response method is the probability
wheel used by Spetzler and Stael von Holstein
(1975). The wheel is a disk with two adjustable
sectors, one blue and the other orange, and a fixed
pointer in the center of the disk. The assessor is
asked which of two events is considered the more
likely - the uncertain event under consideration (for
example, the event that next year's production will
notexceed x units) or the event that, when the wheel
is spun, the pointer ends up in the orange sector.
The amount of orange in the wheel is then varied
until the assessor finds the two events equally
likely. The relative amount of orange is then as-
signed as the probability of the event. Similar tools
used by Spetzler and Stael von Holstein (1975) are
a bar with a movable marker and an urn with a
number of balls of two colours. The location of the
marker on the bar or the composition of the urn can
be varied until itreflects the probability of the event
in question.

Assessors have found it relatively easier to visual-
ize the probabilities involved by using techniques
such as these (Spetzler and Stael von Holstein
1975). Also, assessors’ participation with
manoeuvering these tools may increase theirinterest
inthe assessment process (Nelson and Harris 1978).
It has been noted, however, that assessors may find
it difficult to discriminate between sizes of small
sectors on a wheel or bar. Therefore, it may be
difficult to elicit small probabilities with these
techniques (Spetzler and Stael von Holstein 1975).

Ranking Method:

Using the ranking technique, the assessor divides
the range of all possible outcomes into a number of
intervals and then ranks the intervals in order of
ascending probability. In a second step, the differ-
ences between the probabilities of adjacently ranked
intervals are ranked in ascending order (Hull 1976).
Then, the rankings are translated into relative prob-
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abilities (see Smith 1967), and the probabilities are
plotted as a histogram which is smoothed into a
frequency curve. It has been suggested that this
procedure increases the replicability of the prob-
ability estimates because calculations are based on
the rank order derived from the assessor’s esti-
mates rather than the estimates themselves (Smith
1967). Ludke et al. (1977) found that the ranking
technique resulted in the most accurate and reliable
estimates when compared with direct methods or
odds methods. However, assessors found the pro-
cedure difficult to use. Hampton et al. (1973) have
warned that the ranking of differences may be
meaningless to the assessor and thus may tax his or
her patience. Also, the method eliminates useful
information by using the ordinal rank data rather
than the estimated interval data (Ludke et al. 1977).

Smoothing Method:

This technique is based on the premise that histori-
cal data on frequencies are available to the assessor.
Several researchers have argued that, when histori-
cal data are available, assessors should use such
information in their assessments of probability
distributions (Hampton et al. 1973; Anderson et al.
1977). First, the assessor uscs historical relative
frequencies as preliminary estimates. These esti-
maites are revised to reflect the assessor’s general
beliefs about the shape of the distribution, while the
set of revised estimates is kept as close to the
original estimates as seems appropriate. The esti-
mates are plotted and a curve is fitted (Schlaifer
1969). The approach is essentially the same whether
the PDF or CDF is assessed; however, Hampton et
al. (1973) suggest that a CDF is more appropriate
if data are sparse. Anderson (1973) used this tech-
nique in an analysis of crop yield response to
fertilizer. However, rather than ask farmers to
smooth the data, Anderson did the smoothing be-
fore using the resulting CDFs to determine optimal
fertilizer application levels. ¢

Additional Considerations - Understanding
Probability Assessors

In addition to the technique itself, factors which
will influence the elicitation process include 1) the
level of assessor expertise, 2) the assessor’s under-
standing of the problem, and 3) the type of feedback
generated (Ludke et al. 1977). In general, the ex-
pertise of assessors is a function of two specific
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standards. First, the normative standard refers to
the assessors’ knowledge of probability concepts
and the consistency of their assessments with the
axioms of probability. Second, the substantive
standard refers to the assessors’ knowledge of the
practical aspects of the problem at hand (Winkler
and Murphy 1968).

Researchers have worked, in several cases, to train
assessors prior to their experiments (Schaefer and
Borcherding 1973; Branthwaite 1974; DuCharme
and Donnell 1973). In most cases they have con-
centrated on instructing assessors with respect to
probabilitics and probability assessment. Winkler
(1967) and Stael Von Holstein (1972) found that
assessors who were more statistically knowledge-
able were more accurate than assessors who were
more knowledgeable about the phenomena in
question. Instruction has not always improved the
assessors’ performances (Schaefer 1976) but in
most cases has resulted in some improvement.
Schaefer and Borcherding(1973) found that as as-
sessors received feedback concerning normative
criteria, their assessments became more realistic
and the discrepancies between techniques were
reduced. Nelson and Harris (1978) have suggested
three particular characteristics of assessors which
should be considered when designing an instruc-
tional package for training assessors: 1) their gen-
eral level of education. 2) their current level of
knowledge conceming probabilities, and 3) their
communication and learning skills. These are char-
acteristics which will vary widely across groups of
assessors, areas of interest and levels of expertise.

Despite the normative or substantive expertise of
an assessor, his or her assessment of a particular
probability may not adequately describe underly-
ing knowledge. Conscious or subconscious dis-
crepancics between the assessor’s responses and
accurate descriptions of underlying knowledge are
termed biases. * Sources of bias can be classified as
motivational or cognitive. Motivational biases are
either conscious or subconscious adjustments in
the assessor’s responses motivated by the per-

‘The smoothing technique was based on Schlaifer's (1959, p.
104) rule: "If a sample of n observations is drawn from some
distribution and arrayed in order of size, the pth observation is
a reasonable estimate of the p/(n+1)fractile of the distribution.”

I Foramore detailed discussion of biases in probability elicitation,
see Spetzler and Stael von Holstein (1975) and Hogarth (1987).
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ceived system of personal rewards for various
responses. Similarly, cognitive biases are adjust-
ments, either conscious or subconscious, in the
assessor’s responses that are systematically intro-
duced by the way the assessor intellectually proc-
esses perceptions,

Motivational biases may result from effects such as
wishful thinking or the distortion of judgements by
payoffsor penalties (Tversky and Kahneman 1975).
For example, assessors might misrepresent their
true beliefs if they wished to influence a decision
that was to be bascd on their judgements. Similarly,
assessors might expect a better cvaluation of or
reward for their assessments if they hedge away
from their true judgements (Stael Von Holstein
1970). It is difficult to avoid these biases, but it is
possible to develop an incentive scheme to encour-
age “honesty”.

Some researchers have recommended the use of
scoring rules to provide penalties or rewards as
motivation for stated beliefs to correspond with
truc beliefs (Bessler 1984; de Finetti 1970). A
scoring rule is used to calculate payoffs for differ-
ent outcomes depending on the probability which
the assessor assigns to that outcome. A proper
scoring rule is one for which assessors maximize
their expected scores if their stated beliefs equal
their true beliefs. Typically, payoffs are calculated
with a quadratic or logarithmic function, but possi-
ble payoffs are presented to assessors in graphical
or tabular form,

Most applications of scoring rules have occurred in
weather forecasting where the forecasters have the
opportunity o go through many trials and get
fecdback on the accuracy of their forecasts in a
shorttime (e.g. Murphy and Winkler 1984). Bessler
(1977) and SriRamaratnam (1985) have reported
success using scoring rules with farmers in eliciting
subjective yield and price distributions. In their
applications, no actual payoffs were made. Grisley
and Kellogg (1983) reported the use of monetary
payoffs with a scoring rule in the elicitation of
farmers’ subjective probabilities in Thailand. ¢

While these scoring rules may help reduce motiva-
tional bias, their use makes the elicitation of prob-
abilities considerably more complex and time
consuming. If rescarchers are obtaining price as

well as yield distributions for several different
crops, a scoring rule may overtax the assessor’s
patience. An additional problem is that if an indi-
vidual is not risk neutral, a scoring rule may not
eliminate the divergence between the elicited prob-
abilities and the assessor’s beliefs. As noted by
Grisley and Kellogg (1985), maximization of ex-
pected utility is not equivalent to maximization of
the expected score for a risk averse assessor.’
Hampton et al. (1973, p.39) conclude that:

The question of whether to use scoring rules or not
becomes the problem of trading off the advantages
of possibly obtaining more consistent estimates
against the disadvantage of additional complexity
and the introduction of further conceptual situa-
tions.

Cogritive biases may be introduced into probabil-
ity assessments asaresultof three particular heuris-
tics, or mental operations: 1) representativeness, 2)
availability, and 3) anchoring and adjustment
(Tversky and Kahneman 1975). Representative-
ness may bias probability judgements if the prob-
ability of an event is evaluated according to the
event’s perceived representativeness of, or similar-
ity to,a larger population of events (Kahneman and
Tversky 1973). For example, a farmer in adevelop-
ing country who has observed several new winter
wheat varieties fail may underestimate the likeli-
hood of success for a new rice variety. Because of
the representativeness heuristic, he may ignore
factors which should influence judgements of prob-
ability, such as differences in production tech-
niques for wheat and rice.

Availability refers to the ease with which instances
or occurrences can be brought to mind (Tversky
and Kahneman 1975). As an example, a farmer
might assess the probability of a major drought by
recalling such occurrences in recent experience.
Errors in assessments may occur, however, when
they are based on availability. An event which is
more ¢asily remembered, whether through arecent
experience or a more vivid experience, may be

¢ Their procedures were subsequently criticized because of the
use of an "improper” scoring rule (Knight, Johnson and Finley
1985).

" Sec Bessler (1981) for a discussion of constructing an appro-
priate scoring rule when utilily is nonlinear. Basically, the
construction requires a composite function of the utility func-
tion and the old scoring rule.
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judged to have a higher frequency than a less-
remembered event of an equal frequency.

Anchoring and adjustment may bias probability
assessments when people make estimates by start-
ing from an initial value which is adjusted to yield
the final value (Tversky and Kahneman 1975).
Different starting points yicld different estimates,
which are biased towards the initial values. This
phenomenon is called anchoring. Then, given the
initial value, adjustments from that value are typi-
cally insufficient. For example, a U.S. com pro-
ducer who is focusing his farm planning on a target
yield of 100 bushels per acre may anchor on that
value during an elicitation exercise and fail to make
sufficient adjustments from the anchored value.
The result will be a subjective distribution which is
too tight to reflect the true yield variability faced by
the farmer.

These cognitive biases present the greatest prob-
lem for assessing probabilities which are compat-
ible with the assessor’s total set of beliefs. It is
generally difficult for assessors to identify their
heuristics and biases. Therefore, an important re-
sponsibility of the researcher is to discover what
mental operations assessors might be using and
then try to adapt the elicitation procedure to mini-
mize biases (Spetzlerand Stael Von Holstein 1975).

Evaluating Elicitation Techniques

The choice of an elicitation technique in a given
situation is not obvious. It may be that a technique
that works well in one situation will not work in
another (Staecl Von Holstein 1970). No method has
had uniformly positive results (Ludke et al. 1977).
Elicitation techniques have generally been evalu-
ated in terms of three criteria: accuracy, reliability
and acceptability.* The accuracy of an elicitation
technique depends upon how well the subjective
probability distribution elicited compares Lo some
objective measure of the distribution. Two differ-
ent types of accuracy have been defined. The first,
internal validity or calibration, applies to ex post
analysis of probabilities. An assessment is cali-
brated if, for those events assigned a probability p,
the proportion that occurs is p (Wallsten and
Budescu 1983). However, subjective probabilities
are often elicited for unique or rare events for which
the “true” probabilities are difficult, if not impossi-
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ble, to obtain. Therefore, researchers have turned to
a second method for establishing accuracy. This
second method, external validity, compares the
subjective probabilities to external measures which
are defined a priori and independently of the asses-
sor’s estimates (Wallsten and Budescu 1983).

Ludke et al. (1977) assessed the accurancy of sub-
jective distributions by comparing estimated val-
ues with actual probabilities using an analysis of
variance technique. They found that the ranking
method provided the most accurate estimates, when
compared to the direct PDF, direct CDF and odds
(log and log-log odds) methods. Moskowitz and
Bullers (1979) used two measures to compare the
accuracy of a direct CDF and a modified triangular
distribution method. First, they considered “first
moment bias,” or how far the median (0.5 fractile)
of the distribution deviates from the true value?
Next, they measured the “overconfidence bias™ or
the “second moment bias” as the dispersion of the
distribution, where an overly tight distribution sug-
gests that assessors express more knowledge about
the uncertain quantity than they actually have.
They concluded that there was little difference
between the two methods in terms of first moment
bias, but the triangular distribution method yielded
less overconfidence bias in the probability esti-
mates.

In general, reliability refers to the repetition, stabil-
ity or consistency of elicited distributions (Wallsten
and Budescu 1983). By one use of the term reliable,
an elicitation technique is said to be reliable if an
individual’s estimates of the same distribution elic-
ited atdifferent times are consistent with each other
(Ludke et al. 1977; Gibbs et al. 1987). Ludke et al.
(1977) measured reliability using correlations be-
tween an assessor’s probability estimates in a first
session and estimates of the same probabilities in a

8 See Wallsten and Budescu (1983), who use a slightly different
terminology, for an extensive discussion of technique evalua-
tion.

? In general, first moment bias refers to the deviation of the true
value from some measure of central tendency. Normally the
mean is the measure of central tendency used. However,
Moskowitz and Bullers (1979) choose the median as their
measure; their definition of first moment bias is "how far the
median (0.5 fraciile) or mode, considered the 'best’ point
estimate, deviates from the true value." For an asymmetric
distribution, the median and mean will not be the same. Also,
itis not clear why the authors chose to include the mode in their
definition of first moment bias.
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they found the ranking method to be significantly
more reliable than the direct CDF and log-log odds
methods. However, there was no significant differ-
ence between the ranking, log-odds and direct PDF
methods.

Reliability has also been used to describe the con-
sistency of probability distributions elicited by
different techniques (Gibbs et al. 1987). Wallsten
and Budescu (1983) refer to this definition of
reliability as construct validity. A perfect correla-
tion between estimates elicited with different tech-
niques suggests that they represent a common
subjective probability distribution. Beach and
Phillips (1967) found a high correlation between
probabilities elicited with a direct method and
probabilities elicited with an indirect gamble tech-
nique.

Acceplability is defined with respect to the asses-
sors’ attitudes towards the techniques. In several
studies, assessors were asked to rate the elicitation
methods on the difficulty of learning the methods,
the ease of using the methods, confidence in their
estimates, and the length of time required to make
the assessments (Ludke ef al. 1977; Branthwaite
1974; Chesley 1978; Winkler 1967). Ludke et al.
(1977) found that methods which required the
estimation of probabilities were more acceplable to
assessors than methods which required the estima-
tion of odds. Winkler (1967) found that PDF
methods were more intuitively appealing to asses-
sors than CDF methods, and indirect techniques
were rated by assessors as clearer than direct tech-
niques.

An additional criterion whichmay be used to evalu-
ate elicitation techniques is whether the subjective
probabilities elicited can be used effectively, for
example in decision analysis. For agricultural eco-
nomics research, the use of subjective probabilitics
in decision models might be expected Lo improve
the predictive ability of the models since the in-
formation underlying the assessor’s decisions is
more adequately represented. Several studies have
examined the predictive ability of models which
incorporate subjective probabilities; the resultshave
been generally favourable (Lee et al. 1985; O’Mara
1971).

Subjective Probability Elicitation in
Agricultural Economics Research:
A Review

Agricultural economics research has contributed
only a small portion of the extensive literature on
the elicitation of subjective probabilities. Those
agricultural economists who have worked with
subjective probabilities used both direct and indi-
rect elicitation techniques. In this section, applica-
tions are discussed by type of method used. Where
possible, the techniques are evaluated according to
their accuracy, reliability, acceptability, and pre-
dictive ability, based on the analyses conducted by
the researchers.

Six of the studies reviewed made use of distribution
free, direct techniques to elicit PDFs or CDFs. In
Carlson’s (1970) study of the disease conirol deci-
sions faced by California peach growers, he elicited
growers’ subjective probability distributions for
the level of crop loss due to peach brown-rot using
two direct methods. For a sample of 76 growers,
PDFsand CDFs were obtained by direct questioning.
Anindirect gamble technique was used as achecking
device on some of the growers to ensure that the
probabilities given were the probabilitics that the
growers were prepared to act upon. Assuming that
the distributions elicited with the gamble technique
best matched the farmers’ beliefs, the PDFs were
found to be the most reliable and were used in the
analysis of disease control decisions. Using Bayes’
Theorem, the subjective probabilities were com-
bined with conditional probabilities estimated from
a regression model. The resulting posterior prob-
abilities were used, in an expected utility model, to
determine the optimal pesticide use strategy.

O’Mara (1971) elicited subjective probability dis-
tributions for com yields from a sample of central
Mexico farmers. Using a series of five questions,
the elicitation technique used determined the quar-
tiles of a CDF. For example, the 0.5 quartile was
assessed as “...the amount that yield will exceed
two out of each four times.” The probabilitics were
then incorporated into an expected utility analysis
of the decision to adopt a new technology, and the
theoretically optimal decisions were compared to
the farmers” actual decisions.
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Inastudy of farmers in California’s Central Valley,
Lin (1973) incorporated subjective probability dis-
tributions for prices and crop yields into his com-
parison of utility and profit maximization as objec-
tives in agricultural production. PDFs were esti-
mated with a direct method in which growers were
asked to complete the following type of question
for both yield and price variability: “Given your
estimation of an average (expected) yield for cotton
lintas 1500 pounds, what would be the chance in 20
years that your yields of cotton lint would fall
between 1250 and 1350 pounds? Between 1350
and 1450 pounds?” etc. (Lin 1973, p.77). The
probability distributions for prices and yields were
used to estimate income variability, which was
included in an expectations-variance (E-V) model
of cropping decisions.

In a study of a sample of eastern Colorado farmers’
crop insurance decisions, King (1982) eliciied sub-
jective probabilities for crop yields using a direct
method to estimate CDFs. Farmers were asked
questions of the type: “What is a very low yield for
your farm, such that you would expect to exceed
this yield in four out of five years?” A farmer’s
answer to this question, for example, determined
the value for the 20th percentile. The resulting
probability distributions were compared to historical
yield frequencies, which were used as a measure of
external validity. King concluded that in general
the farmers were more optimistic about their yields
than their historical yield distributions would
warrant.

Knight (1984) used a direct PDF approach to elicit
subjective probability distributions for short- and
long-term hog prices. Distributions were elicited
prior to and following extension outlook sessions.
The pre- and post-programme distributions were
incorporated into decision models and the results
compared to determine the impact of the outlook
programmeon producers’ decisions. Also, the post-
programme subjective probability distributions
were compared to distributions obtained through
application of Bayes’ Theorem to participants’ pre-
programme distributions. Results suggested that
many, though not all, participants used the outlook
forecast in a way that would have resulted in
decisions consistent with their Bayes’ strategies.

Kramer et al. (1986) used a direct PDF technique
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and a direct CDF technique to elicit subjective
probability distributions for corn yields from a
sample of Virginia com growers. The PDF method
presented farmers with yield ranges and asked for
the number of years out of 20 that yields might be
expected to fall into each range. The CDFs were
obtained by the method of successive subdivisions.
On average, the PDF method was given a slightly
more favourable evaluation based on ease of under-
standing and the length of time taken to respond.
The CDF method was a slight favourite with re-
spect to ease of using and the level of confidence in
the estimates. The farmers who preferred the CDF
grew larger acreages of corn and tended to be
relatively more educated. The means of the PDF
and CDF responses were quite similar; however,
the standard deviations differed widely. In addi-
tion, neither the PDFs nor the CDFs were found to
correspond closely to historical yield distributions.
The researchers also used an indirect technique, a
variation on the visual counter method, and the
direct PDF method to elicit yield distributions from
wheat and barley growers. In general, the direct
method was preferred. No significant conclusions
could be drawn regarding the relative performance
of the two methods.

Directtechniques which assume, a priori, the func-
tional form of the distribution have also been used
by anumber of agricultural economics researchers.
In particular, the triangular distribution has been
used widely. Hanemann and Farnsworth (1981)
used a modified triangular distribution method to
elicit subjective probability distributions for cotton
yields and insecticide expenditures associated with
Integrated Pest Management (IPM) and conven-
tional pest control strategies. PDFs were obtained
from 44 cotton growers in California’s San Joaquin
Valley. The triangular distributions for yields and
expenditures were compared to historical distri-
butions; the subjective yield distributions closely
matched the historical yield distributions. However,
the growers’ subjective distributions for expendi-
tures tended to overstate actual historical expen-
ditures. Additionally, PDFs for profits under IPM
and conventional strategies were constructed from
the elicited PDFs and used to examine optimal pest
control strategies.

Young (1983) used a modified triangular distribu-
tion procedure to elicit crop yield distributions
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tion procedure to elicit crop yield distributions
from 272 southcastern Washington and northern
Idaho farmers. This procedure was used because
the probability elicitation was a small partof alarge
personal interview questionnaire, and so a quick
procedure was needed. Four crops and three tillage
systems were considered in the study, and farmers
were asked 1o assess distributions for yields of their
dominant crops under cach of the three tillage
systems. Examples of the questions posed to a
farmer growing wheat and peas are:

1. What wheat yicld do you expect you are most
likely to get if you used this method to grow
winicr wheat after peas?

2. What do you think your wheat yield would be
for the best year out of every ten years if you
uscd this method?

3. What do you think your wheat yicld would be
for the worst ycar out of every ten years if you
used this method?

The clicitation procedure was found to be both easy
and quick to administer, and the results were con-
sistent with results of agronomic ficld trials in the
arca.

Pingali and Carlson (1985) comparcd subjective
probability distributions o distributions estimated
with historical data and the smoothing technique of
Andcrson (1973). Subjective probability distribu-
tions for fruit damage duc to inscct, discase and
weather were clicited from 28 apple growers in
Henderson County, North Carolina. The growers
were asked to give the modal value, the lowest
value, and the highest value of the percentage of
damage they expected from insects, discase and
wcather. Based on the three points, triangular dis-
tributions were identified for each grower for cach
type of damagc. To evaluate the accuracy of the
triangular distribution mcthod, the subjective dis-
tributions were compared to distributions derived
from historical data. The rescarchers found that, as
a group, the growers overestimated average insect
and discasc damage.

Skces (1986) used the triangular distribution pro-
ceduretoelicitcornand soybean yield distributions
from Kentucky farmers. The mean and standard

deviation of the farmers’ distributions were com-
pared to the mean and standard deviation of distri-
butions derived from historical yield data for their
operations. Results of the study led to the conclu-
sion that, compared to the historically derived
distributions, the farmers underestimated expected
yields and inaccurately assessed the dispersion of
yields.

Griffiths et al. (1987) used subjective probability
distributions in econometric models of crop re-
sponse in Nepal. Yield distributions were elicited
with the triangular distribution method and were
found to correspond closely with distributions elic-
ited with a direct CDF method. Also, subjective
mecans and variances calculated from the triangular
distributions were related to production inputs and
socio-economic variables. The authors concluded
that further conceptual and empirical work is needed
on the use of subjective response data in economet-
ric analysis.

A number of indirect techniques have been used in
agricultural economics studies. Zering (1985) used
an indircct odds method to elicit subjective PDFs
for prices and yields of crops produced by a sample
of California farmers. Producers were asked to
present a range of prices and yields for each crop
produced; the ranges were divided into intervals
and the producers assigned odds to each interval.
Using this information, combined with cost data,
probability distributions of net income from differ-
cntcrops foreach producer were determined. Then,
these distributions were used to predict producers’
crop insurance purchase decisions. The predicted
number of buyers was low, in part because of a
substantial difference between the yield distribu-
tions elicited from operators and those used to
calculate insurance premiums.

In their Australian study, Francisco and Anderson
(1972) used the visual counter method to investi-
gate sheep producers’ abilities to assess probability
distributions. Twenty one producers in New South
Wales were interviewed in order to elicit subjective
PDFs for wool price, lamb marking percentage
relative toewes joined, and annual rainfall ininches.
Each producer was asked to give a minimum and a
maximum value for each of the three variables.
This range was divided into scveral intervals of
cqual width, and the producers were asked to dis-
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tribute a total of 25 counters over the different
intervals in accordance with the likelihood of oc-
currence of each interval. As discussed previously,
probabilities for each interval were calculated as a
ratio of the number of counters assigned to the
interval to the total available. The researchers con-
cluded that the producers found the visual counter
method acceptable, in that they were readily able to
assess probability distributions.

Bessler (1977) elicited subjective probability dis-
tributions for barley, wheat and sugar beet yields
from a sample of farmers in central California. His
objective was to aggregate individual assessments
and compare them to historical yield data. In order
to estimate PDFs for the crop yields, each farmer
was asked to distribute ten discrete probability
units over a set of predetermined yield intervals. A
scoring rule was constructed which expressed
payoffs to the assessor as a function of the distribu-
tion of the discrete assessments and the average
yield actually experienced by the farmer for the
most recent crop year. Aggregated subjective dis-
tributions were formed as a simple average of the
individual distributions and compared to historical
time-series distributions.

Grisley and Kellogg (1983) elicited PDFs for prices,
yields and net income for several commodities
from 39 farmers in the Chiang Mai valley of north-
em Thailand. Each farmer was asked, prior to
planting, for a minimum and maximum value that
each variable could take at harvest. The range was
divided into five equal, discrete intervals. Farmers
were asked to distribute 25 coins among the five
intervals according to the strength of their beliefs
that the true value of the variable would fall into any
one interval at harvest. Farmers were told that, at
harvest time, the actual values of the variables
would be checked, and they would be paid the
number of coins allocated to the correct interval,
The elicited net income distributions for crops
produced were analyzed using the stochastic domi-
nance criterion. The stochastic dominance orderings
were compared to actual crop production decisions,
and the authors concluded that the elicitation ap-
proachrevealed expectations consistent with actual
behaviour.

In a Sri Lankan study, Herath et al. (1982) elicited
rice farmers’ subjective probability distributions
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for the yields of traditional and modern, high yield-
ing rice varieties using the visual counterelicitation
method. The elicited distributions were checked
for normality. Most were found not to depart from
normality at the 10 per cent level of significance.
Those which did were transformed to be approxi-
mately normal. Under the assumption of price
certainty, net income distributions were obtained
from the elicited yield distributions, and were in-
corporated into decision models to compare three
decision criteria: 1) multiattribute utility
maximization, 2) single attribute utility
maximization, and 3)expected profitmaximization.

Lee et al. (1985) used a PDF approach to elicit
subjective probability distributions for income from
asample of Indiana farmers. Two separate distribu-
tions were elicited from each farmer, one for in-
come from conventional tillage practices and one
for income from reduced tillage practices. For each
distribution, farmers were asked to “distribute 10
probability blocks along an income continuum.”
The subjective probability distributions were in-
corporated into stochastic dominance and mean-
variance decision criteria and the ability of the
criteria to predict tillage decisions was tested. In
addition, the predictive abilities of the criteria were
compared when subjective and objective (derived
from LP farm models) income distributions were
used. The researchers found that the decision crite-
ria which used subjective probabiliues had a sub-
stantially higher level of predictive accuracy than
those using objective distributions. Also, using
subjective distributions, the stochastic dominance
criterion predicted better than the mean-variance
criterion.

SriRamaratnam (1985) used subjective probability
distributions for grain sorghum prices and yields in
an analysis of optimal fertilization rates. Twenty
seven producers in the Texas Coastal Bend Region
were interviewed to elicit price distributions and
yield distributions conditional on four discrete ni-
trogen fertilizer levels. The elicitation technique
used was similar to that of Francisco and Anderson
(1972). The ranges of likely prices and yields were
divided into a set number of intervals, 10 and 12
respectively. Producers were asked to distribute 20
counters over the intervals according to their price
and yield expectations. The producers were told
explicitly thateach counter represented a 5 per cent
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chance of any price or yield within the chosen
interval occurring, and a scoring rule was used to
minimize motivational bias. The elicited yield dis-
tributions were generally optimistic (in mean lev-
els) relative to the distributions based on experi-
mental data. The resulting price and yield distribu-
tions were incorporated into an expected utility
function, and the optimal level of nitrogen fertilizer
was determined.

Gibbs et al. (1987) used the visual counter method
and a variation of the odds method, the partial
expectations method, to elicit probability distribu-
~ tions for yields of various wheat varieties in a study
of Australian wheat producers. Producers were
interviewed at three separate occasions. The objec-
tive of the study was to examine the stability of
farmers’ beliefs and to examine the impacts of new
information on farmers beliefs. The researchers
analyzed the reliability of the two methods by
comparing 1) distributions elicited with a single
method at different times, and 2) distributions
elicited with each technigue to one another (con-
struct validity). They concluded that the partial
expectations method was more reliable over time
than the visual counter method, although they were
unable to rule out the effects of new information on
the changing distributions. In testing construct va-
lidity, the authors concluded that the two tech-
niques gave different results.

The conviction weights method was used by Pease
(1986) to elicit subjective probability distributions
froma sample of central Michigan extension agents
and cash grain farmers. Using a computer
spreadsheet application of the technique, price and
yield distributions were elicited for four crops:
corn, soybeans, navy beans and wheat. For each
crop, the assessors were presented with ranges of
prices and yields which were divided into discrete
intervals. The assessors were then asked to assign
a score of 100 to the interval they felt was most
likely to occur. Then, the other intervals were
assigned scores from one to 100. (All intervals did
not have 1o be scored.) The scores were converted
to probabilities and PDF histograms were dis-
played by the computer software. The researcher
discussed the resulting probabilities with the asses-
sors, and revisions were allowed. The assessors
found the method easy to use and responded posi-
tively to the use of a computer package to conduct

the elicitation procedure. The subjective probabil-
ity distributions were incorporated into a multiple
objective programming model for farm planning.

In another study, Pease (1988) compared the per-
formance of the conviction weights method and a
direct CDF method. Both methods were incorpo-
rated intoan interactive microcomputer programme,
and a structured interview process was followed
with 98 farm managers. Managers were randomly
assigned toone of the elicitation methods. Distribu-
tions were elicited for expected corn and soybean
yields. Elicitation began at the center of the distri-
butionand proceeded toward the tails, asan attempt
to avoid cognitive biases. Assessors were encour-
aged to reflect on end points and tail probabilities.
After the initial input of values, graphical and
tabular displays of the subjective distributions were
presented on the computer screen. Managers were
invited to revise their input after viewing the dis-

plays.

As a measure of accuracy, subjective distributions
were compared to historical distributions for each
farm. Central tendency and dispersion were calcu-
lated for elicited distributions and compared with
corresponding historical moments. Approximately
two-thirds of the subjective means for corn yields
were lower than historical means. This result was
not affected by the elicitation technique used. Con-
versely, three-fourths of soybean yield subjective
means were greater than historical means, regard-
less of the elicitation method used. Comparisons of
relative dispersionalso failed to show any consistent
distinction between methods. Pairwise comparison
of fit between entire subjective and historical dis-
tributions was also conducted using the
Kolmogorov-Smimmov test. Results indicated that
approximately one-fourth of corn yield subjective
distributions and one-third of soybean yield sub-
jective distributions were significantly different
from their historical counterparts, again regardless
of the method of elicitation. Pease concluded that
careful execution of the subjective assessment in-
terview, rather than the choice of elicitation method,
is the more critical factor in determining valid
measurement of subjective probabilities.
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Some Conclusions, Observations and
Suggested Applications

There are a number of methods and variants of
methods available to agricultural economists for
eliciting subjective probabilities. Choice of
elicitation technique is an important consideration
since the assessor’s acceptance of the method as
well as the coherence, compatibility, accuracy and
reliability of responses may depend on the tech-
nique used. Unfortunately, no consensus has
emerged in the literature as to the best method to
use, although shortcomings of several methods
have been identified. Based on the literature re-
viewed here, some observations can be made for
consideration when choosing an elicitation tech-
nique. A brief summary of elicitation technique
evaluations is provided in Table 2.

There are proponents of both PDF and CDF meth-
ods, but the evidence supporting the use of one over
the other is not conclusive. Interestingly, of the
agricultural economics studics reviewed here, 18
made use of PDF methods while only five elicited
CDFs. This suggests that, at the least, researchers
have found the PDF methods easier to use.® Also,
some researchers have found that assessors are
more comfortable using PDF methods (Winkler
1967; Chesley 1978; Ludke et al. 1977). Where
studies have compared subjective probability dis-
tributions elicited with PDF techniques to those
elicited with CDF techniques, PDF methods have
performed better in terms of construct validity and
accuracy (Carlson 1970).

The methods reviewed were evenly divided be-
tween direct and indirect techniques. Kramer et al.
(1986) found that farmers preferred a direct PDF
approach to an indirect PDF approach, primarily
because it took less time. In other studies, however,
assessors have found indirect techniques simpler to
use (Winkler 1967; Chesley 1978). Researchers
who have used both direct methods and indirect
methods to elicit probability distributions have
generally found little difference between the distri-
butions elicited (Carlson 1970; Pease 1988). It is
possible that the decision to use a direct or indirect
approach will depend, in part, on the normative
expertise of the assessors. Individuals who do not
possess a strong understanding of probability may
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find it difficult to work with probabilities directly.

The accuracy of direct techniques has been evalu-
ated by several researchers. In studies where sub-
jective probability distributions were elicited with
adirecttechnique and compared to historical distri-
butions as a measure of external validity, the re-
searchers found that the subjective and historical
distributions did not correspond closely (King 1982;
Kramer et al. 1986; Pease et al. 1988). However,
whendistributionselicited withindirect techniques
have been compared to historical distributions, the
indirect methods have also been judged relatively
inaccurate (SriRamaratnam 1985).

The direct triangular method has been one of the
preferred methods among agricultural economists.
This is due, in part perhaps, to the relative ease of
administering an elicitation process which requires
assessors to express their beliefs in terms of only
three values (Young 1983). Griffiths et al. (1987)
checked construct validity by comparing elicited
triangular distributions to directly elicited CDFs.
They found that the two corresponded closely.
However, in general, the triangular method has not
proven accurate when triangular distributions are
compared to historical distributions (Hanemann
and Farnsworth 1981; Pingali and Carlson 1985;
Skees 1986). Furthermore, there is an increased
potential for cognitive bias, especially asaresultof
the anchoring heuristic, in the elicited distributions
due to the small number of elicited points on the
distribution.

The indirect technique which has been used most
widely in agricultural economics research is the
visual counter method. Researchers generally have
found the technique to be acceptable 1o assessors
(Francisco and Anderson 1972; Grisley and Kellog
1983). However, tests of construct validity and
accuracy (using historical distributions as a meas-
ure of external validity) have not proved favourable
(Gibbs et al. 1987; SriRamaratnam 1985). The one
study whichused the visual counter method toelicit
subjective probabilities and compared the resulting
distributions to actual outcomes (as a measure of
internal validity) concluded that the technique re-
vealed expectations which were consistent with
actual behaviour (Grisley and Kellogg 1983).

1% One cannot rule out the bandwagon effect, however.
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In examining the predictive ability of decision
models using subjective probabilities, Lee et al.
(1985) found that decision models which incorpo-
rated subjective probabilities had a higher level of
predictive accuracy than models using historical
distributions. O’Mara (1971) found that, using sub-
jective probabilities, his decision model was con-
sistent with observed behaviour. Improving the
accuracy of decision models by incorporating the
decision maker’s beliefs and expectations is a ma-
jor rationale for the elicitation of subjective prob-
abilitics. Based onthe limited evidence available, it
appears that probability elicitation may improve
the predictive accuracy of decision models.

These applications of subjective probability
elicitation in agricultural economics research dem-
onstrate opportunitics for improving decision
analyses and for evaluating extension effective-
ness. Mostapplications have involved the elicitation
of price and yield distributions for inclusion in
analyses of farmers’ production decisions. How-
ever, other decisions may rely on subjectively
determined price and yield expectations, including
the use of storage, forward pricing, hedging and
options in marketing programmes. Decision analy-
ses for other risk management tools, for example
the purchase of crop insurance, might also benefit
from the use of subjective probability distributions.

There are additional opportunities for quantifying
uncertainty in management decisions which would
entail the elicitation of probability distributions for
variables other than commodity prices and yields.
Potential applications to agribusiness problems
might address demand for businesses’ goods and/
or services, factor supplies and production costs,
and interest rates. Natural resource management
issues such as mineral extraction and ground water
allocation problems might also provide for applica-
tions of the methods reviewed.

Researchers in other ficlds have laid the ground-
work for the successful elicitation of subjective
probabilities, and it is clear that a number of useful
elicitation methods have been developed. Several
agricultural economists have demonstrated the
usefulness of these techniques in analyzing eco-
nomic decisions. However, applications have been
limited in scope. Agricultural economics research
and extension can benefit by recognizing and mak-

ing use of the information provided by subjective
probabilities. Such probability judgements are a
fundamental element of economic decision mak-

ing.
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