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A total of 289 studies of returns to agricultural R&D were compiled and these
provide 1821 estimates of rates of return. After removing statistical outliers and
incomplete observations, across the remaining 1128 observations the estimated
annual rates of return averaged 65 per cent overall ö 80 per cent for research only,
80 per cent for extension only, and 47 per cent for research and extension combined.
These averages reveal little meaningful information from a large body of literature,
which provides rate-of-return estimates that are often not directly comparable. This
study was aimed at trying to account for the di¡erences. Several features of the
methods used by research evaluators matter, in particular assumptions about lag
lengths and the nature of the research-induced supply shift.

1. Introduction

Agricultural science administrators and those to whom they answer have
been interested in measures of the economic bene¢ts from agricultural R&D
for a long time. McMillen's (1929, p. 141) account of the ¢rst-known attempt
to evaluate US agricultural R&D illustrates some issues that have continued
to plague the endeavour:

During the last of his three notable terms as Secretary of Agriculture,
`Tama Jim' Wilson directed his bureau chiefs to compile a report that
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would provide a picture of what, if any, pro¢t could be shown to the
country on the expenditures for research through the Department of
Agriculture.
Careful studies accompanied the compilation of the report. Numerous

interests and industries were asked to estimate conservatively the value of
such of the department's ¢ndings as a¡ected their operations. Finally the
expenditures were totaled in one column, the estimates of the returns in
another, and the sheets placed before the venerable secretary.
`This will never do!' he protested. `No one will swallow these ¢gures!'
The report revealed that for every single dollar that had been spent for

scienti¢c research in the Department of Agriculture, the nation was
reaping an annual increase of nearly a thousand dollars in new wealth.
`Cut it down to $500,' insisted Wilson. `That's as much as we can expect

the public, or Congress to believe.'

The more recent literature has its roots in work by Schultz (1953) and
Griliches (1957). Since then, hundreds of studies have reported measures of
the returns to agricultural R&D. Although a great deal of e¡ort and money
has been spent on assessing the impacts of agricultural R&D, questions
persist about what the resulting evidence means, its accuracy, and how it can
be used.
Most agricultural economists and other agricultural scientists appear to

believe that, in general, public-sector agricultural R&D has paid handsome
dividends for society. In any event, that is the position most frequently stated
and one rarely sees or hears a counter-view posited (exceptions include
Pasour and Johnson 1982 and Kealey 1996); critics are more often concerned
about distributional e¡ects of socially pro¢table research. Nevertheless, even
among agricultural scientists, who have a vested interest in the view that
what they do for a living is good for the world, there is a range of subjective
views about just how pro¢table the investment in agricultural R&D has
been, or will be, for society as a whole. The rate-of-return evidence has no
doubt played a part in de¢ning the distribution of opinion, and re¢ning what
that evidence means can lead to a shift in general perceptions.
The past studies potentially provide a rich source of information, but

limited advantage has been taken of this potential. Only partial periodic
tabulations (e.g., Evenson, Waggoner and Ruttan 1979; Echeverr|̈a 1990;
Alston and Pardey 1996; Fuglie et al. 1996) have been made. The previous
reviews have typically considered a selected subset of the data, and the same
core selection of studies has been common among such reviews. As a result,
the conventional wisdom has been based on much less than the full amount
of information that has been generated by economists on the rate of return
to agricultural R&D, its variation among di¡erent types of research, and the
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consequences of other factors such as the evaluation methods used. These
selections are only a small fraction of the 292 studies considered in the
present study. They imply a much smaller range of rates of return than the
full set of literature contains, a distorted perception of the evidence. For
instance, Fuglie et al. (1996, p. 28), like many before them, concluded that
`Most studies that have estimated the aggregate social rate of return to
research consistently found rates of return between 40 and 60 percent.' While
these authors discussed some exceptions, the clear impression is one of an
empirical consensus whereas the more complete set of literature contains a
much greater range of results.
Pulling together this body of work and subjecting it to systematic,

quantitative scrutiny can help us to develop a clearer sense of the distri-
bution(s) of the rate-of-return estimates and to answer a range of more
speci¢c questions that are of direct importance to national and international
decision-makers concerned with agricultural R&D. Common questions
include:

1 Has the rate of return to agricultural R&D declined over time?
2 Do the rates of return to agricultural R&D di¡er (a) between less-

developed and more-developed countries, or (b) between national agri-
cultural research systems and international centres?

3 Does the rate of return to research vary according to its problematic
focus (e.g., between crop and livestock research, among di¡erent crops,
or between natural resources and commodity-related R&D)?

4 Does the rate of return vary between basic and more-applied research,
or between research and extension?

5 Is systematic bias built into the estimates from particular evaluation
techniques and estimation details, from other aspects of the analysis, or
according to who does it (e.g., self-analysis versus external evaluation)?

Our aim has been to analyse the returns to agricultural R&D literature
systematically and provide insights to these questions. A comprehensive
review of the evidence is needed both to minimise the risk of the selection
bias inherent in partial, qualitative summaries, and to allow a comparative
assessment of the relative returns among alternatives within agricultural
R&D. In addition, a comprehensive analysis of the literature can provide a
basis for understanding why rates of return di¡er among studies, over time,
and among research ¢elds, and so on. Any such comprehensive analysis
should be based on a methodology that seeks to ensure unbiased, clearly
understood evidence. The appropriate methodology is meta-analysis (Hedges
and Olkin 1985). Meta-analysis is, essentially, an analysis of analyses. The
idea is to amass research ¢ndings statistically and elicit from them the
`weight of the evidence' of the past studies. The array of statistical
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procedures used to analyse any type of data can be applied in a meta-
analysis, although usually some modi¢cations are required for statistical
inference with a meta-dataset.
Statistical research synthesis, or meta-analysis, is a relatively young

methodology. Prior to its inception, an accumulation of what was known
about a particular research area depended upon narrative reviews and
tabular compilations of results from a selection of studies. The selection
usually was made by a researcher writing a new article in the area or an
expert asked to provide a review for a journal or book, with few attempts at
being exhaustive or subjecting the evidence to statistical analysis. This
practice is still the norm in many disciplines. In the economic disciplines,
meta-analysis has been used consistently only in the area of market research
to analyse consumer response to various external stimuli such as advertising
(Farley and Lehmann 1986). In agricultural and resource economics, meta-
analyses have been limited so far to syntheses of studies measuring the value
of a natural resource (Boyle et al. 1994; Smith and Kaoru 1990; Smith and
Osborne 1993; Smith and Huang 1995) and the e¡ect of farm size on
measures of crop yield risk (Marra and Schurle 1994). All of these studies
used multiple regression techniques to meta-analyse the e¡ect of several
factors on the study outcomes. The same approach is employed here.

2. Measurement issues and problems in rate-of-return studies

Some economists suspect that some of the estimated rates of return to
R&D in the literature may have been systematically biased upwards by the
procedures used (e.g., Alston and Pardey 1996, chapter 6). In assessing the
rate-of-return evidence, it is useful to distinguish between two types of error,
systematic error or bias that we can attribute to a decision in the analysis,
and unavoidable, random error that we cannot account for explicitly and
that varies in unpredictable ways from one analysis to another or from one
project to another.

2.1 Conceptualising bias and precision

To see this distinction more clearly, let us de¢ne the measured rate of return
for a particular project or program, p, �mp� as being equal to the true rate
of return �m�p� plus a measurement error �vp�. That is:

mp � m�p � vp:

An ideal measure is one that has a very small error. Di¡erent estimation
approaches will imply di¡erent characteristics of the distribution of errors,
which we can think of in terms of bias (the expected value of vp, which is zero
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for an unbiased measure) and precision (the variance of vp, which is zero
for an exact estimate of m�p). We would expect m�i for project i to di¡er from
m�j for project j, according to the di¡erent characteristics of the projects.
The idea is to identify and account for those systematic di¡erences. At the
same time, characteristics of the program or the evaluation study will also
a¡ect the measurement errors, vp, and it is important to account for these
e¡ects as much as possible to get meaningful information on the
determinants of the rate of return.

2.2 Mis-measured costs and bene¢ts

A number of factors might cause an estimate to depart systematically from
the true rate of return. Some problems relate to the measurement of the
streams of bene¢ts and costs in ways such that the measures match up to the
concepts they are meant to represent. Some of these issues are straight-
forward. For instance, many studies attribute all of the growth in pro-
ductivity in an industry producing a particular commodity, in a particular
place, to local public-sector expenditures on agricultural R&D speci¢c to
that commodity. This approach ignores the contribution of private-sector
R&D (including the cost of development work to allow the results from
public- and private-sector R&D to be adopted), fails to count the costs of
basic R&D that may underpin the commodity-speci¢c applied work, does
not count the costs of extension, and assumes that the gains resulted from
local commodity-speci¢c R&D rather than as a result of spillovers from the
same industry in other places or other industries.
A comprehensive evaluation would take into account all of the relevant

costs and all of the relevant bene¢ts. This can be very tricky to do. For
instance, it is hard to know in many cases what is the source of a particular
idea that led to an innovation. Apportioning overhead costs among projects
or programs is not straightforward, especially when individual scientists are
engaged in multiple activities (e.g., research and teaching). Studies that
evaluate entire institutions can avoid the problem of apportioning costs but
run into di¡erent problems. For instance, in ex ante assessments di¡erent
scientists may be working on di¡erent projects that are mutually exclusive
(e.g., di¡erent varieties of the same crop that cannot both be adopted in the
same place), and the total bene¢ts are not simply the sum of the anticipated
bene¢ts of all the projects (actually this is a problem with the evaluation of
the individual projects that is often revealed only when we consider them
together). Further, an institution-level evaluation avoids the problem of
selection bias, in which only the successful projects are evaluated (i.e.,
counting all of the bene¢ts against a fraction of the costs).
Another set of problems arises in institutions that have multiple roles ö
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such as US land grant colleges, which are engaged in teaching, research, and
extension, or the centres of the Consultative Group on International
Agricultural Research (CGIAR) with their roles in technology creation,
scientist training, germplasm preservation, and institution building. When
measuring the returns to the R&D activities, we should count an appropriate
part, but not all, of the total costs, and some of the costs are hard to apportion
appropriately. On the other hand, if we are assessing the entire set of the
institution's investments, how do we measure the bene¢ts from institution-
building programs, say? In principle, what to do is clear. In practice, the
bene¢ts and attributable costs are di¡use and di¤cult to measure.

2.3 Selection bias

It is likely that, within any large portfolio of research projects, there will be a
wide range of rates of return, including some failures. In ex post evaluation, it
is natural for some to focus on the successful projects or programs. This is
only a problem if the rate of return to the `winners' is misinterpreted as
representing the overall rate of return. The problem of selection bias can be
perceived as the converse of the problem of apportioning costs, and avoiding
double-counting bene¢ts, so that the streams of bene¢ts and costs are
appropriately matched.
However, in a meta-analysis we would like to be able to make use of the

fact that some studies may have deliberately selected `winners' for evalu-
ation. Many of the studies are based on production function analyses of
aggregate data, including many research evaluation studies that evaluated
not just selected projects but all of the research over speci¢ed time periods in
particular research institutions or in particular industries. If selection bias
matters, we may expect to ¢nd systematically lower rates of return for these
more aggregative studies.

2.4 Other sources of error

As Alston, Norton and Pardey (1995) discuss in detail, the critical deter-
minants of the measured bene¢ts from a particular research program can be
distilled into (1) the size of the industry a¡ected; (2) the nature of the
research-induced supply shift; (3) k, the percentage research-induced re-
duction in costs of production when the results are adopted; and (4) the
timing of the £ows of bene¢ts (i.e., the research lags). Errors are likely to be
small in estimating the value of production in the industry, at least for
developed countries. The analyst chooses how to model the research-induced
supply shift, and if a pivotal supply shift is assumed, the size of the estimated
bene¢ts might be half the estimate obtained when a parallel supply shift is
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assumed. How k is determined (e.g., measured directly using econometric
methods, measured indirectly using industry or experimental yields, or given
by expert opinion) matters, and problems in the estimation of k are some-
times related to other aspects of the model speci¢cation. In conducting any
bene¢t-cost analysis of research, we must compare the di¡erences in out-
comes under two alternative scenarios. In ex post analyses we compare what
actually happened with a hypothetical alternative ö a counterfactual
scenario ö under a di¡erent research program. Problems can arise if the
relevant counterfactual, given by the cost side of the analysis, is not properly
re£ected in the measurement of k (Alston, Norton and Pardey 1995); in other
words, the same things must be held constant in measuring the bene¢ts and
the costs. The choice of lag length, especially the inappropriate truncation of
lags in econometric studies, also can have serious implications for the results
(Alston, Craig and Pardey 1999).

3. A model of the determinants of estimated rates of return to
agricultural R&D

The factors that might account for the variation in measured returns to
agricultural R&D can be grouped into ¢ve broad categories: (1) a vector of
characteristics of the rate of return measure, itself (m); (2) a vector of char-
acteristics of the analysts performing the evaluation (a); (3) a vector of
characteristics of the research being evaluated (r); (4) a vector of features of
the evaluation (e); and (5) random measurement errors, u. The general
hypothesised functional relationship (f) between the rate of return measure
(m) and the explanatory variables is:

m � m��r� � v�a; r; e; u� � f�a; r; e� � u:

In other words, the measure, m, is equal to the true rate of return, m�, plus
the measurement error, v. The true measure depends only on the char-
acteristics of the research being evaluated, while the measurement error, v,
depends on the same characteristics of the research but also on various other
explanatory factors, as well as the purely random component, u. In some
instances a particular explanatory variable is associated only with the
true part, or only with the error part, of the measure, but, in many cases, a
particular explanatory variable can be expected to play multiple roles.

3.1 Characteristics of the rate of return measure

Studies vary in how they de¢ne and measure the internal rate of return, so
certain characteristics of the rate of return are relevant as explanatory
variables to account for variation in rates of return among studies. These
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include whether the rate of return was real or nominal, marginal or average,
social or private. Also, we distinguish between whether the rate of return was
synthesised by us or computed in the original study.1

3.2 Analyst characteristics

Whether the work represents a self-evaluation or not is an aspect that may
tend to bias results favourably or unfavourably (as we saw in the opening
quote). On the other hand, it may merely mean that the analyst is
comparatively well informed. Thus, the characteristics of the analyst may
provide information on possible biases, or greater precision, arising from the
person or group who measures a rate of return either having an interest in
certain results from the study, or having access to relatively good informa-
tion about the research being evaluated. This set of e¡ects can be captured
by a dummy variable to represent the particular individual or group, but this
treatment will not allow us to identify the two separate elements.
A related issue is whether the work was published or not and, if published,

in what type of publication. These aspects will re£ect the types of reviewer
scrutiny to which the work was subjected, but the publication process may also
discriminate against studies that either generate rates of return that fall outside
the range of `conventional wisdom' prevailing in the profession at the time, or
may not be desirable to publish for some other reason. That is, there may be a
type of selection bias involved here ö the so-called `¢le-drawer problem'. An
objective in meta-analysis is to ensure that all studies (both published and
unpublished) have an equal likelihood of being selected for the analysis.

3.3 Research characteristics

The rate of return is likely to vary systematically with changes in the
characteristics of the research itself. These characteristics include (1) whether
it is speci¢c to a particular ¢eld of science (e.g., basic, applied, extension,
all ¢elds); (2) whether it relates to a particular commodity class (e.g., crops,
livestock, all commodities); (3) the geographic region; (4) the type of
institution that conducted the R&D (e.g., university or research institute);
and (5) the scope of the research being evaluated (e.g., an entire national
agricultural research system, the entire portfolio for an institute, a particular
program, or a single project).

1 Some studies do not report a rate of return but do report a bene¢t-cost ratio (BC) from
which we computed an approximately equivalent internal rate of return (IRR) based on
the formula for pricing an annuity and a discount factor (i) as: IRR � BC� i (see Alston et
al. (2000) for derivations).
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3.4 Evaluation characteristics

As discussed above, several characteristics of the evaluation have implica-
tions for the measure of the research-induced change in yield, productivity,
or the supply shift; others for the size of measured bene¢ts and costs of
R&D, for a given research-induced supply shift. A primary distinction con-
cerns whether the study involves an explicit economic surplus analysis,
with a formal supply and demand model, or leaves the model implicit and
uses an approximation based on a percentage research-induced supply shift
multiplied by the initial value of production. Studies that use explicit
surplus measures involve choices about the functional forms of supply and
demand (e.g., linear or constant elasticity) and the nature of the research-
induced supply shift (e.g., whether it was pivotal or parallel). Other market
characteristics de¢ned in such studies include whether the relevant
commodity market is open or closed to trade, and, relatedly, whether
prices are endogenous or exogenous, undistorted or subject to government
programs.
A related, primary distinction is between ex post studies, typically

concerned with the e¡ects of actual past research, and ex ante studies,
typically concerned with the returns to hypothetical future research in-
vestments. As well as having di¡erent types of data available, and potential
application of di¡erent types of evaluation tools, there might be di¡erences
in purposes between ex post and ex ante studies. To the extent that ex post
studies are done more often to justify past investments, while ex ante studies
are done more often with a view to allocating resources, there may be
di¡erent propensities for bias. Econometric studies of research bene¢ts are
always ex post. In these studies, measures of productivity (or costs or pro¢t)
are regressed against measures of past research investments, and then the
results are used to deduce the e¡ects of (£ows of) expenditures on research
on output (costs, or pro¢t) which can be translated into corresponding
bene¢t streams and subjected to bene¢t-cost analysis. Economic surplus
analysis might be ex ante or ex post, and in some cases might draw on the
results of econometric estimation.
A further set of speci¢cation choices relate to the research lag distribution,

including its structure, shape, and length. These choices are often determined
jointly with the size of the k shift, especially in econometric studies (the lag
structure de¢nes the pattern of the shifts over time and these are estimated
jointly, econometrically; in other studies the k shift may refer to a maximum
shift, which is combined with adoption percentages in the lag pro¢le to
determine the entire distribution of supply shifts over time). A key choice is
whether to allow for a gestation lag between the commencement of research
spending and the commencement of £ows of resulting bene¢ts.
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Some studies allow for spillover e¡ects of research. Research conducted
in one place, say California, may yield results that are adopted in other states
or internationally (i.e., spillouts), which will increase global bene¢ts but will
reduce California's bene¢ts if California is an exporter of the a¡ected
commodity and will increase California's bene¢ts for an imported good.
Thus the theoretical e¡ects on the rate of return of the consideration of
spillouts in the analysis are ambiguous. Conversely, California agriculture
bene¢ts from spillins of agricultural research results from other states and
internationally, as well as non-agricultural research results, and an evalu-
ation of the local returns to California's research may be biased up if these
spillins are inappropriately attributed to California's research.
A ¢nal set of choices concerns what allowance is made for the e¡ects of

market distortions on the measures of bene¢ts and costs. One such choice is
whether to assume a dollar of public expenditure on research costs society
one dollar or, alternatively, following Fox (1985), to allow for the dead-
weight costs of taxation (d cents per dollar of revenue raised) and charge
1� d dollars of marginal social cost per dollar of government spending.2 By
attaching a higher cost to the stream of research investments, studies that
allow for d > 0 would be expected to ¢nd lower rates of return to research,
everything else being equal (so long as they are measuring the social rate of
return to public investments). In addition, some studies of research bene¢ts
allow for the e¡ects of distorted exchange rates, government commodity
programs, or environmental externalities. Allowing for the deadweight losses
from taxation will reduce the rate of return, other factors held constant,
while the e¡ects of allowing for commodity programs, exchange rate
distortions, or other distortions, are less clear and will depend on other
aspects of the analysis.

4. Overview of the literature: the dataset

We compiled a comprehensive collection and listing of the empirical
literature on rates of return to agricultural R&D (including both published
articles and reports, and unpublished, `grey' literature). Alston et al. (2000)
provide details on the 292 studies reporting estimates of the returns to
research. Many of the studies provide more than one estimate, so the data
base for analysis includes 1 886 observations; an average of 6.5 estimates per
published study.
About one-third of the publications compiled for our study are refereed

journal articles. Over 60 per cent of the publications are discussion papers,

2 See Fullerton (1991) and Ballard and Fullerton (1992) for views on the appropriate value
for d.

194 J.M. Alston et al.

# Australian Agricultural and Resource Economics Society Inc. and Blackwell Publishers Ltd 2000



working papers, reports, and various other grey literature. As can be seen
in table 1, the pace of publishing rate-of-return studies has picked up
considerably over the years: each decade published twice as much as the
previous one, a classic pattern for early-stage di¡usion. The balance of
publication outlets has shifted, along with the rate of publications, with what
appears to be faster growth in the grey literature. Much of the early
literature was published in relatively formal outlets, re£ecting the fact that
the ¢rst studies were breaking methodological ground or that early grey
literature was eventually published or lost.
We reviewed all of the relevant papers and scored each estimate according

to (1) characteristics of the measure of the rate of return (e.g., real versus
nominal, marginal versus average, private versus social, reported in the study
versus deduced by us); (2) characteristics of the analyst, sometimes de¢ned
by the characteristics of the author(s) of the study (e.g., authors' name(s),
institutional a¤liation and whether it was a self-evaluation); (3) aspects of
the research being evaluated, including its focus (commodity orientation,
natural resource focus), period during which the research was performed,
nature of technology (e.g., biological, chemical, mechanical), nature of
R&D (e.g., basic, applied, extension), the sector to which it applies
(e.g., input supply, on-farm, post-harvest), its country/regional focus, and
the institutional details of the agency doing the research being evaluated
(e.g., national government, near government, international, private); and (4)
characteristics of the evaluation, including technical estimation details
(nature of lag structure, overall lag length, length of gestation lag if any,
method of estimation, and treatment of price and other market distortions),
as well as when and where the study was published.3

Table 1 Publication patterns over time

Number of
publications

Number of
observations

Observations per
publication

Journal Other Journal Other Journal Other

1958^69 3 3 8 23 2.7 7.7
1970^79 24 14 187 118 7.8 8.4
1980^89 38 46 264 383 6.9 8.3
1990^98 34 130 166 737 4.9 5.7
All observations 99 193 625 1261 6.3 6.5

Note: This table is based on the full sample of 292 publications reporting 1 886 observations. See notes
to table 5

3 Initially two coders scored an identical subset of studies and their results were compared.
The degree of consistency between the two led us to conclude that coder bias would not be
a problem, and one of the two went on to score the entire dataset.
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4.1 Analyst (¢rst-author) characteristics

Sometimes it is instructive to know who is doing the evaluating. Evaluators
having certain institutional a¤liations may approach the research evaluation
di¡erently or may tend to have strong prior views (i.e., pre-set biases) about
the rate of return to a particular type of research. First-author employment is
one measure of the general institutional bent of an evaluation. Just over one-
half of the ¢rst-author evaluators were employed by universities, with about
one-half of those being US land-grant universities. Government evaluators
made up almost one-quarter of the ¢rst authors, and international researchers,
almost 10 per cent. The rest of the ¢rst authors were either a¤liated with
international funding institutions or private corporations, or their a¤liation
was not identi¢ed. Almost 28 per cent of the evaluations were self-evaluations,
while over one-half were not (the rest could not be categorised).

4.2 Research characteristics

Table 2 reports the numbers of publications and numbers of rate-of-return
estimates according to the nature of the research being evaluated. In the
meta-analysis, the unit of observation is the estimate and, unless otherwise
noted, the categories are mutually exclusive. At the publication level,
however, few categories are mutually exclusive since a single publication
might estimate separate returns to, say, basic and applied research, or for
research related to di¡erent commodities.
It can be seen in table 2 that the distribution of estimates of rates of return

is concentrated in certain categories. Few studies evaluated basic research or
extension; most computed returns to either all types of research, or research
and extension.4 The lion's share concerned yield-enhancing R&D, followed by
crop and livestock management, and pest and disease management. Farming
technology is the main focus, with the few studies of o¡-farm R&D evenly
divided between pre- and post-farm technology. Research evaluations are
mostly multi-institutional, although signi¢cant numbers of studies concerned a
speci¢c project, program, or organization. Government is the dominant cat-
egory of research performer represented in evaluation studies; only 25 studies
explicitly evaluated privately performed research. Overwhelmingly, evalu-
ations relate to research into crops (rice, wheat, and maize research together
account for almost one quarter of the data base). These patterns among the
data have implications for the potential to draw precise conclusions about

4 The distinctions between basic and applied research are not always clear. Rates of return
were identi¢ed as applying to `basic' or `applied (or maintenance)' research only if reported
as such by the authors of the evaluation studies.
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Table 2 Profile of research characteristics

Number Share of total a

Publications Estimates Publications (%) Estimates (%)

Research orientation
Basic research 10 32 3.4 1.7
Applied research 44 194 15.1 10.3
All research 155 929 53.1 49.3
Research and extension 118 646 40.4 34.3
Extension 24 82 8.2 4.3
Unspeci¢ed 3 3 1.0 0.2

Research focus
Yield enhancing 142 805 48.6 42.7
Crop & livestock management 95 585 32.5 31.0
Pest & disease management 76 479 26.0 25.4
Information 7 26 2.4 1.4
Post farm 15 89 5.1 4.7
Other 39 175 13.4 9.3
Unspeci¢ed 91 678 31.2 35.9

Economic sector
Farming 179 1 054 61.3 55.9
Processing 12 34 4.1 1.8
Inputs 15 59 5.1 3.1
General agriculture 89 671 30.5 35.6
Other 15 68 5.1 3.6

Institutional orientation
Project 57 293 19.5 15.5
Program 68 315 23.3 16.7
Agency 25 166 8.6 8.8
Multi-institutional 149 1 112 51.0 59.0

Research performer
Government 229 1 323 78.4 70.1
University (except US land grants) 28 175 9.6 9.3
US land grants 44 438 15.1 23.2
International 27 62 9.2 3.3
Private 25 167 8.6 8.9
Other 10 40 3.4 2.1
Unspeci¢ed 29 250 9.9 13.3

Commodity focus
Field cropsb 165 985 56.5 52.2

Maize 37 184 12.7 9.8
Wheat 42 163 14.4 8.6
Rice 30 88 10.3 4.7

Livestockc 42 242 14.4 12.8
Crops & Livestock 15 84 5.1 4.5
Tree crops 21 117 7.2 6.2
Natural resourcesd 15 79 5.1 4.2
All agriculture 57 355 19.5 18.8
Unclear 8 24 2.7 1.3

Notes: This table is based on the full sample of 292 publications reporting 1 886 observations.
a Percentages in each section may not total 100 because categories are not always mutually exclusive.
In particular, a single publication may provide multiple estimates from di¡erent categories.

b Includes all crops, barley, beans, cassava, groundnuts, maize, millet, other crops, pigeon pea/chickpea,
potato, rice, sesame, sorghum, wheat.

c Includes beef, swine, poultry, sheep/goat, all livestock, dairy, other livestock, pasture, `dairy and beef'.
d Includes ¢shery and forestry.

Meta-analysis of the returns to agricultural R&D 197

# Australian Agricultural and Resource Economics Society Inc. and Blackwell Publishers Ltd 2000



aspects that have not been represented very extensively in the past evaluations
(such as private research or research into natural resources).

4.3 Evaluation characteristics

As discussed above, method matters. Table 3 documents some primary
modelling choices. It documents the distribution of the evaluation evidence
according to one set of characteristics of the evaluation, those related to
model speci¢cation. A primary distinction is between rates of return derived
from econometric models, especially where the lag structure has been estim-
ated econometrically, and those derived from economic surplus models in
which the lag structure was assumed and imposed, along with other aspects.
These are not mutually exclusive categories since some studies have used
both methods. A total of 100 studies used econometric estimates, but only
eight of these simulated counterfactual research programs to generate rates
of return; almost all deduced a rate of return analytically, as an algebraic
transformation of estimated parameters.5 As shown by Alston, Norton and
Pardey (1995, pp. 193^206), the analytical approach is hard to get right.
Among the 209 studies that used some form of economic surplus, almost half
(90) used a simple approximation originally proposed by Griliches (1957),
Gross Annual Research Bene¢ts (GARB) equal to k times the value of
production ö an implicit economic surplus measure. Furthermore, most
used closed-economy models or a simple small-country model. Only 17
studies allowed for an e¡ect of research on world prices.
A key determinant of the estimate of the annual bene¢ts from the

adoption of a new technology is the measure of the research-induced shift in
supply (or increase in productivity), sometimes referred to as k, as above.
Table 4 shows the distribution among studies of methods for estimating this
shift. Among the 130 studies using econometric methods, most used
production functions or productivity functions. Among the 175 studies using
non-econometric methods, about half used experimental yields, and a further
quarter used industry yields. Only a handful of studies allowed for spillins
and spillouts of research e¡ects.

5 This procedure solves the estimated model for a rate of return, rather than conducting
an explicit simulation of streams of £ows of bene¢ts and costs. For instance, Alston, Craig
and Pardey (1999) approximated the rate of return, r, using

0 � V

MFP

X1
s�0

bs�1� r�ÿs ÿ VR

where V is the value of output, MFP is multifactor productivity, VR is the expenditure on
research, and bs is the coe¤cient linking productivity today to the logarithm of research in
the year s years past.
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Table 3 Specifications used to evaluate benefits

Number Share of total

Publications Estimates Publications % Estimates %

Modelling approach
Econometric 99 733 33.9 38.9
Analytical 91 699 31.2 37.1
Simulated 8 34 2.7 1.8

Economic surplus 209 1147 71.6 60.8
Implicit 90 497 30.8 26.4
Explicit 119 650 40.8 34.5
Unspeci¢ed 3 12 1.0 0.6

Number of markets, explicit
Single 113 624 38.7 33.1
Multihorizontal 6 16 2.1 0.8
Multivertical 5 21 1.7 1.1
Unclear 1 1 0.3 0.1

Trade structure, explicit surplus model
Closed 68 386 23.3 20.5
Open
Large 17 53 5.8 2.8
Small 52 222 17.8 11.8

Unclear 1 1 0.3 0.1

Note: This table is based on the full sample of 292 publications reporting 1 886 observations.

Table 4 Estimation of research-induced supply shifts

Number Share of total

Publications Estimates Publications % Estimates %

Econometric approach 130 969 43.2 48.4
Production 55 413 18.8 21.9
Productivity 44 335 15.1 17.8
Cost 7 51 2.4 2.7
Supply 18 110 6.2 5.8
Non-parametric 2 4 0.7 0.2
Other a 11 60 3.8 3.2

Non-econometric approach 175 917 59.9 48.6
Experimental yields 93 460 31.8 24.4
Industry yields 47 204 16.1 10.8
Experimental productivity 5 89 1.7 4.7
Other a 46 203 15.8 10.8
Incremental costs included 81 487 27.7 25.8

Spillovers b

Spillins 41 324 14.0 17.2
Spillouts 11 94 3.8 5.0
No spillovers 257 1486 88.0 78.8

Notes: This table is based on the full sample of 292 publications reporting 1 886 observations. The
number of publications and estimates corresponding to the methods listed under econometric and non-
econometric approach will not add to the total of each section because categories are not always
mutually exclusive. In particular, a single publication may have used multiple methods.
a Supply shift calculated by other means (e.g., direct measurement) or by cost reduction.
b Some estimates have spillover e¡ects both ways.
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In a non-econometric analysis, excessive truncation of the lag will reduce
the rate of return because some future bene¢ts will be ignored. In an
econometric study, however, the opposite can (and indeed does) happen
because larger short-term bene¢ts are estimated when a truncated lag is
used. Alston et al. (2000) report that more than half the estimates do not
even clearly specify this element. Polynomial lags are the most frequent
choice in those studies that do specify the lag structure. Of the 876
estimates with an explicit research lag structure, 338 did not include any
gestation lag between the time when research expenditure is incurred and
the time when the resulting bene¢ts begin to £ow. Perhaps the most
important di¡erence among the studies, however, is the lag length. Among
the studies that used an explicit lag structure, most used research
lag lengths of less than 20 years; extension lag lengths were mostly less
than 10 years.
All the study characteristics discussed above can be expected to have some

in£uence on the measured rate of return ö either by a¡ecting the true rate
of return or the measurement error. In the next section we attempt to
quantify some of the more important e¡ects.

5. Meta-analysis of returns to agricultural R&D

5.1 Data for the analysis

One feature of the evidence on rates of return is the relatively small signal-
to-noise ratio. The rates of return range from small negative numbers to an
extreme and implausible rate of more than 700 000 per cent per annum.6 This
range might re£ect di¡erences in typical rates of return among di¡erent sets
of studies ö di¡erences among groups such as applied versus basic research,
or research on natural resources versus commodities. Unfortunately, how-
ever, the range of rates of return is similarly large within each of the primary
groups of studies of interest here; the large range re£ects variation within

6 Investing $1 at an internal rate of return of 700 000 per cent per annum would generate
$7 000 after one year, $49 million after two years, $343 billion after three years, and $2 401
trillion after four years. The GDP of the world in 1997 was $29 trillion. Suppose the
investment of $1.21 billion in 1980 in US public agricultural R&D had earned an internal
rate of return of 50 per cent per annum, the midpoint of the conventional wisdom (e.g.,
Fuglie et al. 1996) and close to the mean for aggregate US studies in the dataset used in our
regression analysis (49.4 per cent per annum). The accumulated stream of bene¢ts would
be worth $6 trillion (1980 dollars) by the year 2000, 70 years' worth of agricultural GDP.
The same amount invested at 8 per cent per annum (e.g., Alston, Craig, and Pardey 1999)
would be worth $6 billion (1980 dollars) in 2000 ö more plausible and still a good
investment.
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more than among groups. This large within-group variation makes it more
di¤cult to discern statistically signi¢cant di¡erences among groups. Figure 1
provides a graphical breakdown of the rate-of-return estimates grouped
into several categories ö speci¢cally ex post and ex ante studies, nominal
and real rates of return, and all the rate-of-return observations versus
research-only.
In order to reduce the role of the extreme observations in masking the

information content of the data, we discarded outliers using the method
proposed by Belsey, Kuh and Welsch (1980) in which a number of
statistical tests are used to assess changes in the predicted and residual
values as a consequence of deleting observations. In all, 30 observations
were discarded as being outliers having undue in£uence on the regression
parameters. Table 5 provides some summary statistics on the distributions
of rates of return to research, extension, and both research and extension
for both the full dataset and the meta-dataset used in the regression
analysis. Both table 5 and ¢gure 1 illustrate the generally wide spread
within each category, as well as the positively skewed nature of the
distributions.

Table 5 Ranges of rates of return

Rate of return %
Number of
observations Mean Mode Median Minimum Maximum

Full Sample a

Research only 1144 99.6 46.0 48.0 ÿ7.4 5645
Extension only 80 84.6 47.0 62.9 0 636
Research and extension 628 47.6 28.0 37.0 ÿ100.0 430
All observations 1852 81.3 40.0 44.3 ÿ100.0 5645

Regression Sample b

Research only 598 79.6 26.0 49.0 ÿ7.4 910
Extension only 18 80.1 91.0 58.4 1.3 350
Research and extension 512 46.6 28.0 36.0 ÿ100.0 430
All observations 1128 64.6 28.0 42.0 ÿ100.0 910

Notes:
a The original full sample included 292 publications reporting 1 886 observations. Of these, 9 publica-
tions were dropped because rather than speci¢c rates of return they reported results such as `>100 per
cent' or `< 0'. As a result of these exclusions, 32 observations were lost. Of the remaining 1 854, two
observations were dropped as extreme (and in£uential) outliers. These two estimates were 724 323 per
cent and 455 290 per cent per annum.

b Excludes outliers and observations that could not be used in the regression owing to incomplete in-
formation on explanatory variables. See text discussion.
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Figure 1 Distributions of rates of return to agricultural R&D

Note: a Excludes two extreme outliers
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The overall average rate of return across all 1 128 observations used in
the regression was 64.66 per cent per annum, with a standard deviation of
86.08 per cent. In this sample, the estimated annual rates of return averaged
80 per cent for research only, 80 per cent for extension only, and 47 per cent
for research and extension combined. Conditional mean rates of return and
standard deviations associated with each variable are shown in table 6. These
conditional means provide some indication of how particular characteristics
might in£uence the computed rate of return, but of course these univariate
measures are only partial. The idea in the regression model is to take account
of the di¡erent e¡ects jointly, in a multivariate analysis.

5.2 The regression model

The regression equation is a linear model of the form:

m � b0 � Xb� e;

where b0 is the intercept, b is the vector of slope coe¤cients, X is the matrix
of explanatory variables included in the model, and e is the error term. Apart
from some time-trend variables, all of the explanatory variables are
dichotomous dummy variables, which indicate the presence or absence of
particular characteristics.
The model was estimated by ordinary least squares (OLS) regression.

We considered two types of potential problems with the regression errors
that might a¡ect the OLS estimates. First, the nature of the data may give
rise to heteroskedasticity. Second, we might expect to ¢nd a common
variance and some covariance among certain `clusters' of errors, such as
those coming from the same study or studies using the same or similar
data, but still expect these errors to be independent of and have a di¡erent
variance from other errors or clusters of errors. If both types of error
problems are suspected, it is di¤cult to tell what the overall e¡ect might be
on the estimated parameters and their standard errors. Also, there is no
proven way to correct for the second problem, although ad hoc methods
have been suggested (e.g., Hall 1984; Hall, Horowitz and Jing 1995). Since
our meta-dataset is relatively large, the potential distortions might be
expected to be small so we did not correct the error-covariance matrix for
either problem.

5.3 Estimation results

The results of the meta-analysis proper are given in table 7. The model
includes all the variables that economic theory and experience led us to
believe to be most important for explaining the variation in the rate-of-return
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estimates, as well as some that are the subject of some debate among
research evaluators and a few suggested by reviewers. A high proportion of
the estimated coe¤cients in the model have plausible magnitudes and signs.
Next, we discuss these results.

Characteristics of the rate-of-return measure

Nominal rates of return should tend to be higher than real rates of return
(the di¡erence re£ecting, approximately, the general rate of in£ation for the
same geographic location and period of analysis). This relationship is evident
only in the subset of studies for which the bene¢t stream includes the
in£ationary 1970s, in which case nominal rates of return were, on average 25
per cent (26:12ÿ 1:54 per cent) higher than their real counterparts, and this
e¡ect is statistically signi¢cant at the 5 per cent level. The rate of return in ex
post analyses was higher than those in ex ante analyses by 18 per cent, which
is consistent with our conjecture that ex post analyses tended to pick
`winners'. Properly measured, social rates of return to research should be
greater than private rates, because social rates take into account positive
spillovers. The regression indicates that the social rates of return are, indeed,
higher, by about 14 percentage points, but this coe¤cient is not statistically
signi¢cantly di¡erent from zero.
Compared with measures of rates of return to research only, the results

suggest that measures of the rate of return to extension only or to both
research and extension were lower (by 60 and 34 percentage points,
respectively). These e¡ects are statistically signi¢cant. The cost of extension
e¡ort is not accounted for in the research-only measures, while extension
e¡ects are di¤cult to exclude from the bene¢ts stream, and this would result
in an upward bias in the research-only measures compared with measures
of either extension alone or research and extension combined. In contrast,
the conditional means suggest that the rates of return to research only and
extension only were about equal, and both were much higher than for
research and extension combined.
Finally, we imputed some 65 rate-of-return estimates from reported

estimates of bene¢t-cost ratios, and the regression results indicate that these
imputed rates of return were 163 per cent per annum higher than reported
rates of return, other things being equal. This might have resulted from our
assumption of an in¢nite stream of constant bene¢ts for the imputed rates of
return, while the directly reported rate-of-return measures contain a mixture
of assumptions about lag lengths and the £ows of bene¢ts over time. In
addition, however, it might be because absurdly high bene¢t-cost ratios are
not as obvious as the absurdly high rates of return they imply, so that less
e¡ort might have been spent attempting to reduce the returns in studies that
reported bene¢t-cost ratios instead of rates of return.
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Table 6 Conditional mean rates of return for the variables in the regression data set

Summary statistics Summary statistics

Default category Number a Mean
(%)

Standard
deviation

(%)
Explanatory variable Number a Mean

(%)

Standard
deviation

(%)

Real 856 63.64 87.14 Nominal 279 67.83 82.74

Ex ante 225 85.93 140.34 Ex post (or unknown) 903 59.36 65.00

Average 777 64.34 94.56 Marginal 351 65.35 63.52

Private 32 80.24 157.61 Social 1096 64.20 83.16

Research only 597 79.75 107.91 Extension only 18 80.06 85.59
Both research and extension 513 46.55 43.70

Reported 1063 56.79 61.82 Imputed from a B-C ratio 65 193.22 221.92

First author a¤liation ö government 219 65.75 82.47 University 692 66.89 95.14
International research centre 78 61.32 55.18
International funding body 33 60.24 68.49
Private sector (or unknown) 35 67.19 42.48

Independent assessment 891 67.12 89.20 Self-evaluation 237 55.37 72.59

Government (research performer) 801 57.09 59.76 University research performer 281 89.63 133.27
International research organization 54 55.99 50.72
Private sector 90 49.55 41.16
Other 202 56.84 83.38

All agriculture 134 54.09 53.77 Tree crops 58 71.62 107.77
Field crops 622 65.83 92.16
Livestock 161 82.51 93.83
Natural resources 61 40.96 71.35
Unspeci¢ed research focus 92 52.20 46.30

Not speci¢ed as basic research 1115 64.24 85.41 Speci¢ed as basic research 13 100.01 131.37

Public research 1004 66.67 90.03 Private research 13 79.77 68.11
Both private and public research 111 44.69 32.15
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Developing-country performers 526 53.91 52.99 Developed-country performers 602 74.04 106.07

Single project evaluated 222 105.15 159.38 Research program evaluated 257 42.12 37.49
Research institution evaluated 79 67.75 43.25
Multiple research institutions evaluated 570 58.62 54.90

Evaluation published as a book or
chapter, discussion paper, report, or other

704 59.29 68.26 Evaluation published as an article in a
refereed journal

424 73.56 108.95

Non-econometrically estimated supply
shift

649 66.04 101.83 Econometrically estimated supply shift 479 62.78 58.38

Bene¢ts not calculated directly from an
econometric model

788 65.26 93.67 Bene¢ts calculated directly from an
econometric model

340 63.25 65.28

Bene¢ts calculated using an explicit
surplus model with a parallel supply shift

190 51.76 74.62 Using an explicit surplus model with a
pivotal supply shift

264 50.82 48.88

Using an explicit surplus model with
neither a pivotal nor a parallel supply shift

13 51.62 19.81

Using an implicit surplus model 310 86.54 126.66

Industry data for supply shift 694 59.50 57.94 Experimental data for supply shift 434 72.90 117.48

No gestation lag 911 64.92 90.48 Gestation lag > 0 217 63.56 64.57

Long lag (� 15 years) 648 62.95 99.16 Short lag (< 15 years) 480 67.00 64.37

Spillovers not considered 999 62.91 90.10 Spillins only 120 77.76 42.09
Spillouts only 1 84.00 0
Both spillins and spillouts 8 84.00 39.44

Distortions not considered 899 66.90 92.23 Farm program distortions 110 57.13 47.85
Exchange rate distortions 53 46.17 50.19
Deadweight losses from taxation 26 79.04 49.53
Environmental impacts 10 129.48 142.04
Other distortions considered 51 30.46 25.10

Overall average rate of return 1128 64.66 86.08

Note: a Number of observations in the regression sample having particular attributes.
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Table 7 The regression results

Default category Explanatory variable included
Estimated
coe¤cient t-statistic

Intercept Term 86.57 3.68***

Characteristics of the rate-of-return measure

Real
All other observations
All other observations

Nominal
Nominal � LDC interaction
Nominal � 1970s interaction

ÿ1.54
5.98

26.12

ÿ0.10
0.39
2.12**

Ex ante Ex post 17.65 2.04**

Average Marginal 7.20 0.78

Private Social 14.32 0.91

Research only Extension only
Both research and extension

ÿ57.70
ÿ33.63

ÿ2.04**
ÿ5.76***

Reported Derived from a bene¢t-cost ratio 162.67 12.13***

Characteristics of the analyst

First author a¤liation, government University
International research centre
International funding body
Private sector
Unknown a¤liation

ÿ15.05
5.09
2.54

ÿ60.94
ÿ48.65

ÿ2.06**
0.42
0.13
ÿ3.78**
ÿ4.07***

Independent assessment Self-evaluation
Unclear if self-evaluation or not

ÿ22.00
2.96

ÿ2.65**
0.43

Characteristics of the research

Government research performer University research performer
International research organization
Private sector
Other (international funder or
unknown)

2.46
ÿ2.84
18.13

8.07

0.35
ÿ0.22
1.16

0.95

All agriculture Tree crops
Field crops
Livestock
Natural resources (forestry and
¢sheries)
Unspeci¢ed research focus

18.88
25.10
12.09

ÿ94.46
7.73

1.22
2.50**
1.07

ÿ6.40***
0.65

Not speci¢ed as basic research Speci¢ed as basic research ÿ34.52 ÿ1.33
Public research Private research

Both private and public research
18.97
ÿ4.10

0.69
ÿ0.30

Developing-country performer Developed-country performer 13.20 1.71*

Median year of bene¢ts a;b

Median year of bene¢ts squared a;b
3.24�10ÿ3
2.03�10ÿ7

0.51
0.11

Characteristics of the research evaluation

Publication date a ÿ0.84 ÿ1.92*
Single project evaluation Research program evaluated

Research institution evaluated
Multiple research institutions evaluated

ÿ41.33
ÿ68.91
ÿ53.13

ÿ4.53***
ÿ4.83***
ÿ4.91***
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Characteristics of the analyst

Several aspects of the a¤liation of the research evaluator had statistically
signi¢cant e¡ects on the rate of return measure. Most evaluations are done
by government employees (table 6). When the evaluation was done, instead,
by an analyst employed in a university or the private sector, or the employer
was unknown, the rate of return was statistically signi¢cantly lower (by 15,
61, or 49 per cent per annum, respectively).

Self-evaluations ö a more direct measure of any tendency to bias
estimates ö provide signi¢cantly lower rate of return estimates (by 22 per
cent per annum). At ¢rst blush, it may seem surprising to ¢nd that self-
evaluations yield rates of return that are lower than more independent
studies. Perhaps self-evaluators are simply better informed, have access to

Table 7 Continued

Default category Explanatory variable included
Estimated
coe¤cient t-statistic

Non-journal publication Evaluation published in a refereed journal ÿ15.58 ÿ2.55**
Non-econometric study Econometrically estimated supply shift ÿ18.53 ÿ1.61
Bene¢ts calculated directly from
an econometric model

Bene¢ts imputed using an explicit surplus
measure with a pivotal supply shift
Using an explicit surplus measure with
neither a pivotal nor parallel supply shift
Using an implicit surplus measure

10.09

ÿ54.23
17.66

1.33

ÿ2.38**
2.20**

Industry data for supply shift Experimental data for supply shift 10.46 1.37

Gestation lag length (years) a ÿ4.59 ÿ7.47***
Long lag (� 15 years) Short lag (< 15 years) ÿ11.62 ÿ1.49
Long lag and econometrically
estimated supply shift

Short lag and econometrically estimated
supply shift 38.30 3.37***

Spillovers not considered Spillins only
Spillouts only
Both spillins and spillouts

2.67
21.90
ÿ34.50

0.26
0.30
ÿ1.22

Distortions not considered Farm program distortions
Exchange rate distortions
Deadweight losses from taxation
Environmental impacts
Other distortions considered

ÿ5.00
ÿ15.56

8.92
39.98
ÿ9.31

ÿ0.62
ÿ1.24
0.55
1.30
ÿ0.78

MODEL R2

NUMBER OF OBSERVATIONS
0.35
1128

Notes:
a These variables are entered in continuous not dichotomous form.
b Variable is median year of bene¢t stream minus 2000.
* Signi¢cant at the 90 per cent con¢dence level; ** signi¢cant at the 95 per cent con¢dence level;
***signi¢cant at the 99 per cent con¢dence level.
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better data, and are less biased as a result. As can be seen in the opening
quote from Wheeler McMillen, another explanation is that self-evaluators
want to be plausible and are inclined to bias their estimates down (noting
that many ¢nd the typical estimates too high to be really plausible) for
that reason.7

Characteristics of the research

The returns to research do not seem to depend on who does the research.
The default category of research performer is government; there are no
statistically signi¢cant e¡ects and the point estimates are all small for other
categories of research performer. Also, there is no measurable di¡erence
in estimated rates of return between privately and publicly performed
research.
Research focus does matter. The estimated coe¤cients on the variables

representing the research focus suggest that compared with all agriculture,
the rates of return were 25 per cent per annum higher for research on ¢eld
crops and 95 per cent per annum lower for research on natural resources. It
should be noted that only 61 studies fell into this category, mostly concerning
forestry and some ¢sheries research, and these might not be representative
of the broad subject matter of natural resources research, much of which has
not been the subject of evaluation studies.
There is no signi¢cant di¡erence in rates of return related to whether

studies reported basic or other categories of research, nor between research
that was identi¢ed by authors as private in nature versus public in nature.
Where the research was conducted may matter. The point estimates indicate
that if the research took place in a developed country, the rate of return
was higher by 13 per cent per annum, perhaps because of better research
infrastructure or better research training, but this e¡ect was only statistically
signi¢cant at the 10 per cent level.
Some suggest that the rate of return to agricultural R&D ought to be

expected to decline over time, owing to some loose notion of diminishing
returns, or the view that the easy problems have already been solved ö
nature is increasingly niggardly. On the other hand, others have said that the
new biotechnology o¡ers potential for an unprecedented technological
revolution. Both the linear and quadratic time trend terms were statistically
insigni¢cant. Hence, there is no evidence that the rate of return to
agricultural R&D has declined over time (in fact, the point estimates of both
coe¤cients were positive).

7More generally we might expect to ¢nd a bias towards the conventional wisdom, with
`low' estimates being biased up and `high' estimates being biased down.
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Characteristics of the research evaluation

The impact of progress in research evaluation methodology on the measured
rate of return can be proxied by the publication date of the evaluation. The
coe¤cient on publication date indicates a signi¢cant downward trend of
about 1 per cent per annum per year over the post-war period, but this was
only signi¢cant at the 10 per cent level.
The remaining results con¢rm some of our predictions concerning the

implications of certain modelling assumptions. First, as anticipated, more
aggregative studies generally mean lower rates of return. The coe¤cients are
signi¢cant and negative for evaluations of entire programs of research,
institution-wide research, and research by multi-institutional agencies. These
results suggest that rates of return are 40 to 70 per cent per annum lower for
evaluations of more aggregated research investments, relative to single-project
evaluations ö probably a re£ection of selection bias in the less aggregative
studies (i.e., evaluating only impressive projects or programs or parts thereof).
A published result may be expected to have been more heavily scrutinised

and this might lead to lower rates of return. This hypothesis is supported in
our regression. The rate of return measure is estimated to be 16 per cent per
annum lower when the results were reported in a refereed journal than in
the default category of `grey' literature.
The next block of variables refers to the approach used to compute

bene¢ts. First, there was no statistically signi¢cant di¡erence in the estimated
rate of return between econometric and non-econometric studies, but the
point estimate suggests that when the supply shift was estimated econometric-
ally, the rate of return was lower. Assumptions about the form of the
research-induced supply shift had some e¡ect in studies using explicit or
implicit surplus measures. The default category is a parallel shift. Everything
else being equal, a pivotal supply shift is known to result in smaller estimates
of research bene¢ts than a parallel one, so it is surprising that this was not
re£ected in a lower rate of return in studies using a pivotal supply shift.
However, rates of return were signi¢cantly lower, by 54 per cent per annum,
in the very small number of estimates (13) that used neither parallel nor
pivotal shifts. The use of an implicit surplus model (i.e., GARB� kPQ) rather
than an explicit model to compute bene¢ts, implied an 18 per cent per annum
higher rate of return, a statistically signi¢cant di¡erence. The use of
experimental yields to measure the supply shift versus the default, industry
yields, did not a¡ect the rate of return.
Several key assumptions about the lag structure were found to have

signi¢cant implications for the reported rate of return. First, a longer gestation
lag meant a lower rate of return (lower by 4.6 per cent per annum for each
additional year of gestation). Second, overall lag length matters. Studies that
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assumed short lags (� 15 years) for research bene¢ts found rates of return
similar to those that used longer lags, although the point estimate suggests that
truncation of the lag reduces the rate of return. This e¡ect would be expected
in a non-econometric study where truncation of the lags means the omission of
some bene¢ts. However, Alston, Craig and Pardey (1999) showed that in
econometric studies of returns to research, the arbitrary truncation of the lag
distribution for the stream of net bene¢ts could lead to serious upward biases
in the estimated rate of return. As they predicted, econometric studies that used
short lags found rates of return that were 38 per cent per annum higher than
those that used longer lags. This statistically signi¢cant coe¤cient re£ects the
result that, because of the omitted variables problem discussed earlier,
truncation of lags in the stream of net bene¢ts from research biases the rate of
return up. It is noteworthy that the regression analysis picked up both the
positive and negative biases from truncation of lags.
The remaining sets of coe¤cients that relate to the e¡ects of allowing

for research spillovers, and allowing for distortions are all statistically
insigni¢cant, and mostly small. In many of these instances, theory does not
give any clear-cut indication of the likely sign of the e¡ect, but in three
instances, the signs of coe¤cients were unexpected: referring to studies
that took account of exchange rate distortions, the deadweight losses
from taxation, or environmental impacts. In each of these instances, the
anomalous sign could easily have been a result of a small-sample problem, or
selection bias (in table 6, these categories included only 53, 26, and 10
observations, respectively).

6. Conclusion

This study has compiled a comprehensive meta-dataset of studies rep-
resenting the entire post-war history of quantitative assessment of rates of
return to agricultural research. Compared with previous, narrative reviews,
this data base is much more comprehensive. The consequences for drawing
conclusions from this literature are both good and bad. The range of rates of
return is large, which makes it harder to discern meaningful patterns in the
rates of return, and to identify those factors that account for the systematic
variation in the evidence. But these are the data, and it is better to use
objective and systematic methods to ¢lter the results rather than an ad hoc
sample selection, which may entail corresponding bias.
To make our assessment of the evidence more meaningful, we excluded

39 observations that were statistically determined to be outliers exerting
signi¢cant in£uence on the regression results, and a further 652 observations
were lost because they did not include full information on all the explanatory
variables in the model. This left 1128 observations to analyse. Even so, it
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was di¤cult to con¢dently draw meaningful inferences from the tabulations
and simple pairwise comparisons. It may be important to control for some of
the systematic sources of variation in order to isolate a particular e¡ect,
especially given the importance of within-group variability.
For the most part there is a close connection between our key results from

the multivariate analysis and our prior beliefs based on theory. Some issues,
however, are strictly empirical, and these were a signi¢cant motivation for
the study. Five questions were stated in the introduction, and we have been
able to answer some of them clearly; others remain the subject of further
analysis.

1 There is no evidence to support the view that the rate of return has
declined over time.

2 The rate of return to research may be higher when the research is
conducted in more-developed countries.

3 The rate of return to research varies according to problematic focus,
in ways that make intuitive sense. In general, we would expect to see
longer production cycles associated with lower rates of return, and the
regression results indicate a signi¢cantly lower rate of return for natural
resource management research (primarily forestry) compared with the
other categories, and a higher rate of return to research into (typically
annual) crops.

4 A lower rate of return is found in studies that combine research and
extension, and especially studies of extension only, compared with
studies evaluating research only.

5 Characteristics of the research evaluation itself, particularly the scope
of the research being evaluated and choices about lags, were found to
have important, systematic e¡ects on the estimated rates of return, and
most of these e¡ects are reasonable.

In addition to these primary questions, we considered other possible
systematic aspects of rate-of-return estimates that might re£ect characteris-
tics of the true rates of return, or sources of bias in the estimates. For
instance, characteristics of the measures themselves, and of the analyst
conducting the evaluation a¡ected the rate of return measure in ways that
were expected, and self-evaluations yielded signi¢cantly lower rates of
return. On the other hand, we were unable to detect any e¡ect of
accounting for spillovers or market distortions on measured rates of return
to research.
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